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From Projective to Euclidean Reconstruction Frkdkric Devernay Olivier Faugeras INRIA Sophia Antipolis, 2004 route des Lucioles BP 93, 06902 Sophia Antipolis Cedex Abstract To make a Euclidean reconstruction of the world seen through a stereo rig, we can either use a cal-



the scene, whereas this method can be used with many more views, giving more stability on the solution. This result does not contradict previous results, for example 17, 61 which showed that the intrinsic parameters of a camera could be in general recovered from two displacements of the camera because we are using simultaneously two cameras. The method developed here avoids any reference t o the intrinsic parameters of the cameras and does not require solving the nonlinear Kruppa equations which are defined in the previous references.



ibration grid, and the results will rely o n the precision of the grid and the extracted points of interest, or use se2f-calibration. Past work o n self-calibration is focussed o n the use of only one camera, and gives sometimes very unstable results. In this paper, we use a stereo rig which is supposed to be weakly calibrated using a method such as the one described in [I]. Then, b y matching two sets of points of the same scene reconstructed f r o m different points of view, we try t o find both the homography that maps the projective reconstruction [2J t o the Euclidean space and the displacement from the first set of points t o the second set of points. W e present results of the Euclidean reconstruction of a whole object f r o m uncalibrated cameras using the method proposed here.
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Our acquisition system consists of a pair of cameras. This system can be calibrated using a weak calibration method [l],so that we can make a projective reconstruction [2] of the scene in front of the stereoscopic system, by matching features (points, curves, or surfaces) between the two images. Projective reconstruction roughly consists of chosing five point matches between the two views and chosing these five points as a projective basis t o reconstruct the scene. The five point matches can be either real points (i.e. points that are physically present in the scene) or virtual points. The virtual point matches are calculated by choosing a point in the first camera, and then choosing any point on its epipolar line in the second camera as its correspondant, thus these points satisfy the epipolar constraint but are not the images of a physical point. Let us call P the resulting projective basis which is thus attached to the stereo rig. Let us now consider a real correspondence (ml , mi) between the two images. We can reconstruct the 3-D point M I in the projective basis P . Let us now suppose that after moving the rig t o another place, the correspondence has become (m2,mh), yielding a 3-D reconstructed point M , in the projective basis P . We know from the results of [a, 51 that the two reconstructions are related by a collineation of P3 which is represented by a full rank 4 x 4 matrix HI2 defined up t o a scale factor. We denote by the symbol 2 the



Introduction



This article is concerned with the following problem. Given a weakly calibrated stereo rig, i.e. a pair of camera with known epipolar geometry, we know that we can obtain 3-D reconstructions of the environment up t o an unknown projective transformation [2, 51. We call such a reconstruction a projective reconstruction. In particular, no affine or euclidean information can a priori be extracted from it unless some further information is available [4].The problem is then to determine what is the information that is missing and how can it be recovered. We provide a very simple answer t o both questions: with one rigid displacement of the stereo rig, the three-dimensional structure of the scene can be in general uniquely recovered up to a similitude transformation using some elementary matrix algebra, assuming that reliable correspondences between the two projective reconstructions obtained from the two viewpoints can be established. We call such a reconstruction a euclidean reconstruction. A similar result was obtained [8]but the resulting scheme was a closed form solution computed from two views of
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equality up to a scale factor. Thus we have



where MI and M2 are homogeneous coordinate vectors of M1 and M2 in P . Let us now imagine for a moment that an orthonormal frame of reference E is attached to the stereo rig. The change of coordinates from P to E is described by a full rank 4 x 4 matrix H12, also defined up t o a scale factor. In the coordinate frame E the two 3-D reconstructions obtained from the two viewpoints are related by a rigid displacement, not a general collineation. This rigid displacement is represented by the following 4 x 4 matrix D 1 2 :



Figure 1: Given the collineation Hl2 we want to find the collineation H that maps the projective reconstruction to the euclidean reconstruction and the displacement D1;Z.



where Rl2 is a rotation matrix. It is well known and fairly obvious that the displacement matrixes form a subgroup of SL(4) which we denote by E ( 3 ) . We can now relate the three matrixes H12, H, and D12 (see figure 1):



Let us, thus consider an element H of SL(4) and assume that the element h44 is non zero. We define the 3 x 1 vector t by



t = [hi4/h44, h24/h44,



H12 E H-l



H



(1)



3



(2)



and write H as



Since the choice of E is clearly arbitrary, the matrix H is defined up to an arbitrary displacement. More precisely, we make no difference between matrix H and matrix DH for an arbitrary element D of E ( 3 ) . In mathematical terms, this means that we are interested only in the quotient S L ( 4 ) / E ( 3 )of the group SL(4) by its subgroup E ( 3 ) . Therefore, instead of talking about the matrix H we talk about its equivalence class B. The basic idea of our method is3 JoAselectin the equivalence class a canonical element DH, which is the same as selecting a special euclidean frame among all possible ones and show that equation (1) can be solved in general uniquely for H and D’ % D-lDlaD.



3.1



h34/h44lT,



H = h44
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t A 0 1] [p 1]
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Note tha.t since det H = h44 det A # 0, this implies that det .A # 0. Then there is a unique QL decomposition of A, so that



Q = h44 [OT



t



[ccL



11 1T



0 11



(4)



where Q is orthogonal and L is lower triangular with strictly positive diagonal elements. Thus the group SL(4) modulo the displacements E ( 3 ) is isomorphic to the group of the lower triangular matrices with strictly positive (diagonal elements. Q is a rotation if det H > 0, or a plane symetry if det H < 0 (remember that the sign of det H cannot be changed because H is of dimension 4. If we want t o decompose H into a rotation and a translatiton, we have to remove the constraint on the sign of one the elements of the diagonal of L,e.g. there is no constraint on the sign of the first element of L. In practice, the decomposition will be done using a standard QL decomposition, and then if Q is a plane symmetry ratther than a rotation we just have to change the sign of the first element of L and of the first column of ($, so that the multiplication of both matrices gives the same result and Q becomes a rotation.



Colineations modulo a displacement First method



Finding a unique representative of the equivalence classes of the group SL(4) modulo a displacement in E ( 3 ) is equivalent to finding a unique decomposition of a collineation (which depends upon 15 parameters) into the product of a displacement (which depends upon 6 parameters) and a member of a subgroup of dimension 15 - 6 = 9. In fact, we are looking for something similar to the well-known QR or QL decompositions of a matrix into an orthogonal matrix and an upper or lower triangular matrix, where “orthogonal” would be replaced by “di~placement~~.
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Second method



3.2



f r o m different points of view. Let Hlz be the projective transformation (or colineation) f r o m B t o A. T h e n The eigenvalues of Hl2 are cy (with order of multiplicand the i t y 2), aeiR,and cye-", with cy = ,-$' last coordinate of H12, h44, is not zero.



Another way to find a unique representative of the equivalence classes of the group of collineations modulo a displacement is to build these representatives by applying constraints on the group of collineations corresponding t o the degrees of freedom of a displacement. A simple representative is the one such that the image of the origin is the origin (i.e. the translational term of the collineation is zero), the z axis is globally invariant (i.e. the axis of the rotational term is the z axis), and the image of the y axis is in the y z plane the sign of the y coordinate being invariant (i.e. the angle of the rotation is zero). These constraints correspond to constraints on the form of matrix H. The image of the origin by H is the origin itself iff



H [O, 0,0,11 = [O, 0,0,a1



Equation 1 yields that Hlz and Dlz are conjugate (up to a scale factor), then H12/yand D12 have the same eigenvalues, which are: 1 with order of multiplicity two, e;', and e-2'. Before continuing, we have to prove the following lemma:



Lemma 2 for each 3 x 3 real matrix A whose eigenvalues are (1,eiR,e-"), there exists a 3 x 3 lower triangular matrix L ( l i k = 0 f o r k > i) with lii > 0, i = 1,2,3 defined up t o a scale factor, and a rotation R, satisfying A = L-' RL.



(5) Since its eigenvalues are either real or conjugate of each other, a real matrix whose eigenvalues are of module one can be decomposed in the form A = PDlZP-l, where Dlz is a quasi-diagonal matrix of the form:



The z axis is globally invariant iff



H [O, 0,1,01 = [O, 0,b, cl



(6)



And the last constraint (the angle of the rotation is zero) corresponds to:



H [O, 1,0,01 = [O, d , e , f l



(7)



and a , d , and f have the same sign. Consequently, H being defined up t o a scale factor and non-singular, it can be written as:



with B; = [hl]or



1



cosQi - sin62 sin$; cos$;



We can then compute the Q L decomposition of p-1 = 1 QL which gives:



p-1



A = L-'QTD12QL = L-lRL with d



> 0 and f > 0.



Thus equation 1 becomes:



Hi2 2 L-' D12 L



where L is a lower triangular matrix with positive diagonal elements, and R is an orthogonal matrix. Since det A = det R = 1, then R is a rotation.0 We now have all the tools needed to prove the following theorem.



(9)



where L is a lower triangular matrix with the second and third coordinates of the diagonal positive and the last set to 1.
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Theorem 3 Let A and B be two projective reconstructions of the same scene using the same projection matrices f r o m dioerent points of view. Let Hlz be the projective transformation (or colineation) f r o m t? t o A. H12 can be decomposed an the f o r m Hlz = XL-lD1zL, where L is lower triangular and D is a displacement. T h e set of solutions is a two-dimensional manifold, one dimension being the scale factor o n the Euclidean space. If we take three reconstructions taken f r o m generic points of view, the full Euclidean geometry can be recovered, up t o a scale factor.



Back to the Euclidean world



In this section we show how to recover partly the Euclidean geometry from two projective reconstruction of the same scene. The only thing we have to do is to solve equation 1 for a lower triangular H . Let us first establish some properties of the colineation between the two reconstructions.



Proposition 1 Let A and B be two projective reconstructions in P3, the projective space of dimension 3, of the same scene using the same projection matrices
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the compljete Euclidean structure from one displacement (i.e. two projective reconstructions). One way to deal with it would be to fix one of the intrinsinc parameters of the cameras(81, e.g. by saying that the x and y axis of the cameras are orthogonal, but since in OUT scheme the intrinsinc parameters do not appear clearly we could not use this. Another one is to simply use more than one displacement, as we demonstrate it in the next section.



Let us suppose that det H12 = 1 to eliminate the be an eigenvector of HT,



scale factor on H12. Let



corresponding to the eigenvalue 1. This implies:



so that H can be decomposed in the form: H12=



[:.



O A b I O 11 [o 11 [P 11



A + blT H12 = [lT ((1- lTb) I - A)



b 1 - I'b]



(12)



Euc'lidean reconstruction of a whole object using stereo by correlation



To test this method, we took several stereoscopic pairs of images of an object using a stereo rig (Figure 2). In this experiment, we used a mathematical object (called "cyclid") which equation is known, but the fact that we know its geometry was not used in the recovery of its Euclidean geometry. We performed



(13)



Using the lemma 2, A can be decomposed into:



A = L-lRL



5



(14)



and we can write b as:



Thus, H 1 2=



L-IRL + L-ltlr [l' ((1 - lTL-'t) I - L - l R L )



1



1 -L-lt lTL-'t (16)



Figure 2: One of the ten stereoscopic pairs used for the example



which can be factorized as:



L-l



H12=



O R t L O 11 0 11 [I. 11



[-w



[



(17)



We showed that this decomposition exists, but it is certainly not unique. If we count the parameters on each side, H12 has 16 parameters minus 3 because 2 eigenvalues must be 1 and the two others have one degree of freedom (the angle of the rotation, e), which makes 13 parameters on the left side of equation 9, and on the right side we have 6 parameters for the displacement and 9 for the lower triangular matrix which makes 15 parameters. Then the solution t o this equation is not unique and the set of soloutions must be a manifold of dimension 2. One of the two remaining parameters is the scale factor on the Euclidean space, which can not be recovered because we have no length reference. We can eliminate it by setting one of the parameters of the diagonal of L t o 1 (they can never be zero because L is non singular). It was shown clearly in [3,81 that the other parameter represents the incertitude on the choice of the absolute conic from H, because one displacement does not define that conic uniquely, so that we cannot recover



weak calibration(l] on these stereo pairs and computed disparity maps using stereo by correlation. We can show that a disparity map computed from a pair of rectified images can be considered as a 3-D projective reconstruction:



Proposition 4 Let d(x,y) be a disparity map, where x and y are rectified image coordinates. The projective points formed using by the rectified image coordinates as the two first coordinates, the disparity as the third coordinatie, and 1 as the last coordinate, form a projective reconstruction, i.e. the 3-0 Euclidean coordinates can be reicovered by applying a 3-0 collineation H to the points (x,y, d(x,y), 1). Let P and P' be the projection matrices corresponding respectively to the rectified reference image and the other rectified image. Since the projection of a 3-D projective point M has the same y coordinate in both images, then only the first line of P and P' differ:



P=
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P3



and P' =



consequently



P M E (2, y, 1) and P’M



(x + d ( z ,y), y, 1) (19)



so that finally



with



Thus the disparity map (z, y, d(z,y), 1) is a projective reconstruction.0 As we have seen before, we have 8 unknowns for the matrix L and 6 unknowns for each displacement, which makes 6 8(n - 1) unknowns, if n is the number of stereo pairs. We compute these parameters using a least-squares minimization technique: We match points between the rectified reference images of overlaping stereo pairs’, and the error to be minimized is the squared distance between the points of reconstruction i transformed by the matrix L-lD,,L and the matched points of reconstruction j . This error measurement is done in (image+disparity) space, which is not the real 3-D Euclidean space, but since image space is almost Euclidean and disparity is bounded, it should work fine. This minimization is done in two steps: First, only the matches between rectonstructions i and i 1. are considered, and the minimization is done over L and the Di,i+l, 1 5 i < n, which are represented as a rotation vector and a translation vector. In practice the error function associated with this minimization is well-conditioned, so that we get rather good estimates, whatever the initial point. Second, all the matches between different reconstructions are considered (especially the one between n and 1, which forces the surface t o “old over itself’), and the minimization is done once again. In fact we recovered the complete Euclidean geometry of our object. Figure 3 shows the reconstruction from the first stereo pair, as seen when transformed by matrix L, and Figures 4 and 5 show the complete reconstruction of the object from 10 stereo pairs, with lighting or with texture mapping.



+



Figure 3: The Euclidean reconstruction from the first stereo pair



+



6



Conclusion



Figure 4: The complete reconstruction of the object, rendered with lighting



In this paper we presented a method t o recover partly or completely the Euclidean geometry using an ‘This process was done manually in our experiment but could be automated.



268



References Deriche, Z. Zhang, &.-T. Luong, and 0. Faugeras. Robust recovery of the epipolar ge-



[l]R.



ometry for an uncalibrated stereo rig. In J - 0 . Eklundh, editor, Proceedings of the 3rd European Conference on Computer Vision, volume 800-801 of Lecture Notes in Computer Science, pages 567-5713, Vol. 1, Stockholm, Sweden, May 1994. Springer Verlag. [2] Olivier Faugeras.



What can be seen in three dimensions with an uncalibrated stereo rig. In G. Sandini, editor, Proceedings of the 2nd European Conference on Computer Vision, volume 588 of Lecture Notes in Computer Science, pages 563-578, Santa Margherita Ligure, Italy, May 1992. Springer-Verlag.



Olivier Faugeras. Non-metric representations in 3-D artificial vision. Nature, 1993. Submitted.



Figure 5: The complete reconstruction of the object, rendered with lighting and texture mapping from the original images



Olivier Faugeras. Cartan’s moving frame method and its application to the geometry and evolution of curves in the euclidean, affine and projective planes. In Joseph L. Mundy, Andrew Zisserman, and David Forsyth, editors, Applications of Inva:riance in Computer Vision, volume 825 of Lecture Notes in Computer Vision, pages 11-46. Springer-Verlag, 1994.



uncalibrated stereo rig. All we need to do this is the fundamental matrix of the stereo rig, which can be calculated by a robust method like [I],and point matches between the different stereo pairs, which could be computed automatically. Using multiple stereo pairs, we increase the stability of the algorithm by adding more equations than unknowns. We presented results on a real object, which was fully reconstructed in Euclidean space using a few stereo pairs.



Richard Hartley, Rajiv Gupta, and Tom Chang. Stereo from uncalibrated cameras. In Proceedings of the International Conference on Computer Vision and Pattern Recognition, pages 761-764, Urbana Champaign, IL, June 1992. IEEE.



The possible applications of this method include the possibility to acquire easily 3-D objects using any set of uncalibrated stereo cameras, for example to modelize an object to be used in virtual reality, or autonomous robot navigation.



Tuan Luong and Olivier Faugeras. Active stereo with head movements. In 2nd Singapore Internationlzl Conference on Image Processing, pages 507-510, Singapore, September 1992.



S. J . Maybank and 0. D. Faugeras. A theory of self-calibration of a moving camera. The International Journal of Computer Vision, 8(2):123-152, August 1992.



In the near future we plan to enhance the system in order to make it completely automatic: we must have a way to match points automatically (feature tracking would be a good starting point) a to perform fusion and simplification of the 3-D reconstruction once the registration is done. Furthermore, in order to test the accuracy of the Euclidean reconstruction, we can either compare the intrinsic and extrinsic parameters of the cameras computing a classical camera calibration method with those recovered using this method, or compare the 3-D reconstruction with a mathematical model of the object (which is known in the example presented here).



Andrew Zisserman, Paul A. Beardsley, and Ian D. Reid. Metric calibration of a stereo rig. In



Proc. Workshop on Visual Scene Representation, Boston, MA, June 1995.



269



























des documents recommandant







[image: alt]





From Projective to Euclidean Reconstruction 

of the stereo rig, the three-dimensional structure of the scene can be in general uniquely recovered up to a similitude transformation using some elementary ma.










 


[image: alt]





Refinement-based CFG Reconstruction from 

code and malware, security testing or worst case execution time estimation. This paper addresses the problem of (safe) CFG reconstruction, i.e. constructing a ...










 


[image: alt]





Computer Laboratory - CiteSeerX 

resolution is limited by optics and wavelength of a light: R ... geometric distortions pose problem for later post-processing ..... solution: fixed in newer devices.










 


[image: alt]





Aggregated search: From information nuggets to ... - CiteSeerX 

Aggregated search: From information nuggets to aggregated documents. Arlind Kopliku. Institute de Recherche en Informatique de Toulouse, UMR 5505 CNRS, SIG-RFI. 118 route de Narbonne F-31062 Toulouse Cedex 9. [email protected]. ABSTRACT. The agg










 


[image: alt]





Refinement-based CFG Reconstruction from 

Abstract. This paper addresses the issue of recovering a both safe and precise approximation of the Control Flow Graph (CFG) of an unstructured program,.










 


[image: alt]





Refinement-based CFG Reconstruction from 

code and malware, security testing or worst case execution time estimation. We address the problem of (safe) CFG reconstruction, i.e. constructing a both safe ...










 


[image: alt]





A Quasi-Dense Approach to Surface Reconstruction from Uncalibrated 

dense approach gives more robust and accurate geometry estimations than the .... is also developed for an efficient evaluation of the reconstruction accuracy.










 


[image: alt]





FROM COMPUTER CARTOGRAPHYTO SPATIAL 

Britain using this algorithm - the areas, as circles, appear to spring into place. Figures 2 ..... end; and;. (Calculate the combined effect of attraction and repulsion.].










 


[image: alt]





Demosaicing: image reconstruction from color 

to construct an algorithm for image reconstruction from CCD sensors samples. ... Office of Naval Research under Grant NOOO14-96-1-0381. Part of this.










 


[image: alt]





Refinement-based CFG Reconstruction from 

Automatic analysis of programs from their executable files has many po- ... the problem of (safe) CFG reconstruction, i.e. constructing a both safe and precise ap-.










 


[image: alt]





Demosaicing: image reconstruction from color 

color digital image from its color CCD sensors' information. We limit our discussion to ... seen in color at www.cs.technion.ac.il/ ron/demosaic.html. nonlinear ...










 


[image: alt]





Refinement-Based CFG Reconstruction from 

test suite completion bitvector reasoning [TACAS-10] front-ends : PPC, M6800, Intel c509. CGFBuilder [VMCAI-11] safe CFG reconstruction (refinement-based ...










 


[image: alt]





Image Reconstruction in Computed Tomography From deterministic to 

Unknown quantity: f (r) = k2. 0 (n2(r) âˆ’ 1). Intermediate quantity : Ï†(r) Ï†d (ri ) = âˆ«âˆ«D. Gm(ri ,râ€²)Ï†(râ€²) f (r. â€²) drâ€², ri âˆˆ S Ï†(r) = Ï†0(r) + âˆ«âˆ«D. Go(r,râ€²)Ï†(râ€²)f ...










 


[image: alt]





Phylogenetic reconstruction Computer Lab - Yves Desdevises 

Sep 7, 2010 - rv rh tp tl eye rose pa po g villi;. You can use the edit .... Generate a null distribution of differences between randomly generated trees (e.g. 100).










 


[image: alt]





Pad An Alternative Approach to the Computer Interface - CiteSeerX 

applications as electronic marketplaces, information services, and on-line collaboration. ...... Computer-Supported Cooperative Work-ECSCW '91,. Amsterdam, Holland ... Proceedings of the CHI'91 Conference on Human Factors in. Computer ...










 


[image: alt]





Refinement-Based CFG Reconstruction from Unstructured Programs - 

Unstructured Programs. SÃ©bastien ... Need to mix value analysis and standard CFG analysis ... Formalisation : unstructured programs and the VAPR problem.










 


[image: alt]





Refinement-Based CFG Reconstruction from Unstructured Programs - 

Outline. â€¢ A gentle introduction to binary-level program analysis .... safe CFG reconstruction (refinement-based static analysis) .... Problem during ispl search.










 


[image: alt]





Faugeras (1995) Stratification of 3-d vision. Projective ... - CiteSeerX 

we will call the world, when viewed by a system of cameras. .... We will rst consider that the world is embedded in a projective space of dimension three noted.










 


[image: alt]





Quasi-Dense Reconstruction from Image Sequence 

quasi-dense w.r.t. sparse reconstruction both in accuracy and robustness. ... stereo/motion analysis is not yet efficient and robust enough to be integrated into.










 


[image: alt]





reconstruction of piecewise homogeneous images from partial 

O. FÃ©ron, Z. Chama and A. Mohammad-Djafari. Laboratoire des signaux et syst`emes (CNRS-SupÃ©lec-UPS),. Plateau de Moulon, 91192 Gif-sur-Yvette, France.










 


[image: alt]





Artificial Evolution Strategy for PET Reconstruction - CiteSeerX 

An overview of reconstruction methods in nuclear medicine can be found in [1]. ... drawbacks (such as sampling, difficulties to take advantages of physics and ...










 


[image: alt]





2-MANIFOLD RECONSTRUCTION FROM SPARSE VISUAL 

2-MANIFOLD RECONSTRUCTION FROM SPARSE VISUAL FEATURES. Vadim Litvinov, Shuda Yu, and Maxime Lhuillier. Institut Pascal, UMR 6602 ...










 


[image: alt]





Experimentation project: Disparity map reconstruction from ... - CNRS 

Aug 29, 2014 - ground truth for future references. The camera matrix ..... â€œC# Startupâ€�, it does appear to still behave linear in the amount of pixels. When we ...










 


[image: alt]





Reconstruction of piecewise homogeneous images from partial 

Most classical methods of inversion are based on interpolation of the data and fast .... that P(z|f,Î¸) is still a PMRF where the probabilities are weighted by p(f|z,Î¸).










 














×
Report From Projective to Euclidean Reconstruction - Computer ... - CiteSeerX





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



