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Localising randomness Randomness... ...arises from the choice of the questioned persons, NOT from in each actual answer. Incidental reminder: Bernouilli distribution, with parameter 0 < p < 1... I



laid question: is p0 > 1/2 or < 1/2 ? This is a test.
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1. describe sample using estimates 2. quantitatively answer the question (generalising sample to full population conclusions)
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Modelling a mandatory step
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we start by modelling the problem (Sample/population description, variables and their distributions).
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Two important probabilistic tools in statistics Law of large numbers



Theorem Let X1 . . . Xn be iid random variables with mean µ. Then the empirical mean converges in probability towards µ, i.e.: Xn :=
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I
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Let’s play around the Central limit theorem...
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Hypothesis testing decision depends on what is tested ?!



I



(H0 ) is the basic hypothesis. It will be rejected iif data strongly supports it (e.g. dangerous drug or alleged innocent). Then
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lessons from this: tests are not reductible to confidence intervals and...don’t be fooled by an obscure choice of hypotheses !
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Outline of the Statistics and learning course From 18th September 2013 to 7th February 2014, you will hear about: I



descriptive statistics and modelling: estimation, dispersion measure, confidence intervals, PCA and perhaps more (CA, clustering, risk function).
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Projects with some stats content from Nov. 2013 ’til May 2014...tbc
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