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Fog detection through use of a CCD onboard camera

of an object with intrinsic luminance Lo and its apparent luminance ... Figure 1: (a) Model of the sensor used, (b) Camera in use in the prototype car of the LIVIC. 
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V.I.S.I.O.N. 2004 ABSTRACT In this paper, we briefly present the LCPC and INRETS work on the modeling of the effects of fog on road vision. Thereafter, we show how we exploit these various effects to build estimators of the visibility distance. Thus, we present our measurement technique of the meteorological visibility distance exploiting the effect of atmospheric veil. This method consists of a dynamic implementation of a model of light propagation in the atmosphere, which represents the variation of the luminance in the current image, according to the distance to the sensor. Then, we present part of our work on the exploitation of the effect of attenuation of contrasts by the atmosphere.We define in particular the concepts of mobilized visibility distance and mobilizable visibility distance. Finally, we tackle the problem of night visibility. Moreover, we show how it is possible to detect the backscattered veil of fog.



Fog modeling Definition Fog is an accumulation of water droplets or ice crystal fines accompanied by hygroscopic, water-saturated fine particles that act to reduce visibility. Its composition is thus identical to that of a cloud whose base would actually touch the ground. Whenever horizontal visibility has been diminished to less than one kilometer, the term fog gets employed. Should the level of visibility reach or surpass this threshold, the appropriate term would be mist. Propagation of light through fog In the presence of fog, visible light (with a wavelength situated between 400 and 700 nanometers) must be propagated within an aerosol that contains a large number of water droplets. During its trajectory, the light from headlamps is attenuated by the dual phenomena of absorption and diffusion, which leads to characterizing fog by means of an extinction coefficient k (equal to the sum of the absorption and diffusion coefficients). In reality however, the absorption phenomenon is negligible in this type of aerosol. The predominant phenomenon therefore proves to be diffusion, which acts to deviate light rays from their initial direction. Such is the origin of fog illumination, or ha-
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ze luminance, a phenomenon so highly characteristic of daytime fog. The Koschmieder model In 1924, Koschmieder [4] proposed his theory on the apparent luminance of objects observed against background sky on the horizon. In noting that a distant object winds up blending in with the sky, he established a simple relationship between the distance d of an object with intrinsic luminance Lo and its apparent luminance L as follows: (1) where Lf denotes the luminance of the sky and k the extinction coefficient of the atmosphere. Based on these results, Duntley [4] derived an attenuation law of atmospheric contrasts: (2) where C designates the apparent contrast at distance d and Co the intrinsic contrast of the object against its background. This law is only applicable in the case of uniform illumination of the atmosphere. In order for the object to be just barely visible, the value of C must equal the contrast threshold ε. From a practical standpoint, the International Commission on Illumination (CIE) [5] has adopted an average value of ε = 5% for the contrast threshold so as to define a conventional distance, called the “meteorological visibility distance” Vmet , i.e. the greatest distance at which a black object (Co = 1) of a suitable dimension can be seen in the sky on the horizon:



(3)



Presentation of the sensor used



The sensor used in our set-up is a simple black-and-white CCD camera mounted in back of the vehicle windshield, as shown in Fig. 1b. Fig. 1a sets forth the modeling approach for the sensor within the vehicle environment. In the image reference plane, the position of a pixel is given by its (u,v) coordinates. The coordinates of the optical center projection in the image are designated by (u0,v0). θ denotes the angle between the optical axis of the camera and the horizontal, while vh represents the vertical position of the horizon line. The intrinsic parameters of the camera are its focal length f, and the horizontal tpu and vertical tpv sizes of a pixel.We have also made use herein of αu = f/tpu and αv = f/tpv, and have typically considered: αu ≈ αv = α. With these notations, the distance d is expressed like this:



(4)



Estimation of the meteorological distance of visibility In this section, we present our measurement technique of the meteorological visibility distance exploiting the effect of atmospheric veil. This method consists of dynamic implementation of the Koschmieder model. Selection of a target region To implement the Koschmieder model, we measure the median luminance on each line of a vertical band which width is adjustable. So as to be in accordance with the Kosch-



Figure 1: (a) Model of the sensor used, (b) Camera in use in the prototype car of the LIVIC. N° 773 - Ingénieurs de l’Automobile
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mieder model assumptions, this band should only take into account a homogeneous area and the sky. To this end, we calculate the edges of the image so as to highlight the ruptures of contrast like pavements, crossed vehicles, followed vehicles, trees... This work is actually made by a Canny-Deriche filter. In a next step, we segment the image thanks to a region growing algorithm to extract an area within the image which is compatible with the Koschmieder hypothesis. From the Koschmieder law, we can deduce the maximum vertical gradient allowed between two successive image lines. The region growing process starts from a line in the bottom of the image and goes on until the top of the image if it is possible. The condition to stop the growing process in a given direction is to encounter a gradient above the maximum permitted. Although we don’t explicitly search the road, the homogeneous area detected by this method is the road or a part of it.



Figure 2: (a) Results of contour detection by means of the Canny-Deriche filter, (b) Region growing results (the target region is painted in white), (c) The horizontal white line represents an estimation of the visibility distance.



Once the segmentation is achieved, there are two possibilities. If the region growing did not cross the image from bottom to top, the system is said to be inoperative and the computation is stopped on this image. This can be due to a car in front the camera, a road sign above the road... In the contrary case, the implementation of the Koschmieder model is possible. A vertical band must be located in the detected area, so as to avoid taking measurement on low contrasted objects which may be falsely integrated within the area, generally the road edges. In this purpose, we search the most vertical way to go from bottom to top of the image. This way constitutes the center of the vertical band of measure which is deployed on both sides of it until the desired width is obtained. Finally, we can measure the median luminance on each line of the vertical band, which allows us to obtain the vertical variation of the luminance of the image. Implementation of the Koschmieder model According to the equation of Koschmieder, if a change of variable based on equation (4) is carried out, equation (1) becomes: (5) By deriving twice this equation with v, one obtains:



(6) The equation
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Figure 3: Visibility distance measurements conducted on the three image sequences (vertical axis: distance, in meters - horizontal axis: image number).



stability of the method. In spite of the presence of obstacles (followed vehicles, crossed vehicles, slopes...), the results are relatively stable (cf. curves in the figure 3). (7) The solution k=0 has no sense because it means there is no atmospheric diffusion. The only possibility is: k=2/di, where di is the distance of this inflection point to the camera. Because we know the variation of luminance on the road thanks to the precedent processing step, we can calculate the position of this inflection point vi. The horizon line position vh is obtained by intersecting vanishing lines [6]. Thus, the value of the extinction coefficient k can de deduced as well as the visibility distance Vmet. Evaluation of the method This method has been tested on three video sequences, each containing over 150 images. An important work was devoted to the



Extension of the previous method The method drawbacks To work the previous method needs the presence of both the sky and the road in the current image. A big trafic sign above the road, a bridge or a tunnel, trees masking the sky or a vehicule masking the infrastructure are situations where the method is not applicable. Indeed, in such situations, the region growing is unable to cross the image from bottom to top. Some examples are shown in the Fig. 4. Additionnal approach To limit this problem when it is possible, we
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a method depends on the road scene, it rather estimates what we have called the mobilized distance of visibility. This is the topic of the next paragraph.



Mobilized and mobilizable distances of visibility Figure 4: Examples of situations where the previous method is inoperative. The region growing is unable to cross the image from bottom to top.



propose to add a measure of attenuation contrast between the road and the markings at various distances ahead of the vehicle, like Pomerleau does [7]. However, in our method, we use the previous region growing results. Assuming that the road markings are on the borders of the target region, we search the pixels with a luminance greater than the median luminance Lm of the current line of the target region. Examples of detection of road marking using the region growing are presented on Fig. 5. Finally, on each line where a pixel has been found, we search the median luminance LM. In fact, this method is suitable for every meteorological conditions. However, during sunny days, the shadows prevent this method to work properly. Conversely, during foggy weather, no shadows are present. Contrary to Pomerleau who estimates a contrast attenuation per meter, we estimate the meteorological distance of visibility in order to compare the two methods. Thanks to (1), we know the variations of Lm (road luminance) and LM (marking luminance) according to the distance to the camera :



(8) By taking two distances d1 et d2, k can be expressed like this:



(9)



Finally, we can obtain the meteorological distance of visibility:



(10) Evaluation of the method and comparison with the previous one We have tested both methods on the same image sequence. A sample of this sequence is presented on Fig. 5b. The estimation of the distance of visibility is plotted on Fig. 6. The results seem to be quite similar. However, more tests should be conducted in order to confirm this result. Both methods seem to be complementary. Whereas the first approach does not need the road markings to work, the second approach does not need the presence of the sky in the image to work. So, it is possible to take the advantages of both methods to make a better new one. By combining both methods, under daytime fog conditions, the issued method is able to detect the presence of fog and to estimate the visibility distance for almost all situations. Only the situation when the sky is not present in the image and there is no road markings can not be treated. Instead of estimating the meteorological distance of visibility with (10), we also could have estimated the distance of the last visible object on the road surface. Because such



For the CIE, the meteorological distance of visibility is the greatest distance at which a black object of a suitable dimension can be seen in the sky on the horizon. On the Fig.7, we represent a simplified road with dash road marking. We can see from the Fig.7 that the most distant visible object is the extremity of the last road marking. However, the extremity location depends on the vehicle motion. We call this distance, which depends on the road scene, the mobilized distance of visibility Vmob. This distance has to be compared to the mobilizable distance of visibility Vmax. This is the maximum distance at which the extremity of the road marking would be visible. Consequently, we have: (8) Under few assuptions, the mobilizable distance of visibility is very close to the meteorological distance of visibility. So, we are currently developing methods aiming to estimate the mobilized distance of visibility to cover more meteorological situations that solely fog conditions.



Night fog detection The Koschmieder model is not suitable for night fog detection, since there is no atmospheric veil. Thus, to detect night fog, we sought to determine what may permanently caracterise the situation. The backscattered luminance veil is one of them, because we drive with light beams at night. So, we have developed a technic to detect this phenomenon. First, we enhance the image using a logarithmic image intensifier. We used the Dynamic Range Maximization developed by Jourlin [2]. The transformation of the current image f is as follows: (9) is the LIP multiplication operator and λ0 explicitely defined by:



where



Figure 5: Examples of detection of road markings using the region growing algorithm. (a) Nice weather condition. The target region does not cross the image from bottom to top. (b) Thick fog condition. The target region crosses the image from bottom to top.



(10) where M is the maximum grayscale value (M = 255 for 8 bits images).
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Because we know where the beams of vehicle are, a basic binarization technique is then applied locally to detect the back-scattered luminance veil and the markings which can eliminated from the final result.



Conclusion In this paper, a method to estimate the meteorological distance of visibility under daytime fog conditions has been presented. This method relies on the Koschmieder law and uses a single onboard camera. A complementary approach, using the road markings, has been compared to the first approach. A relevant distance, that we call mobilized distance of visibility, has been introduced. By extension, the mobibilizable distance of visibility has been defined too. We have tackled the problem of night fog detection too. We presented a technique to intensify the images in order to detect the back-scattered luminance veil of night fog. Currently, we are working on the calibration of our algorithms. In the framework of the ARCOS french project, our methods is going to be coupled with another dedicated to the human eye and developed by NEXYAD S.A. [8]. We have also developed another method which is able to estimate the mobilized distance of visibility in every meteorological and illumination conditions with very few assumptions. Unfortunately, we can not currently explain it, because a patent is being written. Nevertheless, this method is not able to detect the presence of fog, thatís why it has to be coupled with the method presented here exploiting the Koschmieder model.



Figure 6: (a) Estimation of the meteorological distance of visibility using the approach inspired by Pomerleau (b) Estimation of the meteorological distance of visibility using the Koschmieder model. (vertical axis: distance, in meters - horizontal axis: image number).



Figure 7: Examples of mobilized and mobilizable distances of visibility.
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Figure 8: Example of image dynamic range maximisation on night driving conditions. The truck, on the right image, is visible, whereas , on the left image, it can be confused with a car.
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Figure 9: (a) Original image of night fog, (b) Image after dynamic range maximisation (c) Underlining of the back-scattered luminance veil.
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