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EEG/VEP and fMRI responses to periodic visual stimulation are reported. The purpose of these experiments was to look for similar patterns in the time series produced by each method to help understand the relationship between the two. The stimulation protocol was the same for both sets of experiments and consisted of five complete cycles of checkerboard pattern reversal at 1.87 Hz for 30 s followed by 30 s of a stationary checkerboard. The fMRI data was analyzed using standard methods, while the EEG was analyzed with a new measurement of activation—the VEPEG. Both VEPEG and fMRI time series contain the fundamental frequency of the stimulus and quasi harmonic components—an unexplained double frequency commonly found in fMRI data. These results have prompted a reappraisal of the methods for analyzing fMRI data and have suggested a connection between our findings and much older published invasive electrophysiological measurements of blood flow and the partial pressures of oxygen and carbon dioxide. Overall our new analysis suggests that fMRI signals are strongly dependant on hydraulic blood flow effects. We distinguish three categories of fMRI signal corresponding to: focal activated regions of brain tissue; diffuse nonspecific regions of steal; and major cerebral vessels of arterial supply or venous drainage. Each category of signal has its own finger print in frequency, amplitude, and phase. Finally, we put forward the hypothesis that modulations in blood flow are not only the consequence but are also the cause of modulations in functional activity. r 1999 Academic Press



INTRODUCTION For nearly 70 years the EEG has been used to monitor the time course of human brain function and provide crude maps of the distribution of that function in both health and disease. While its use in the
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investigation of many cerebral disorders has been surpassed by other imaging techniques, it still has an important role in the management of epilepsy. Despite the fact that the EEG has always been considered to be the noninvasive measure of cerebral activity, which comes closest to brain function, its full potential as a research tool for the quantitative assessment of cerebral activity has never been fulfilled. An electric potential change registered on the scalp can, in principle, be related quantitatively to the intensity of postsynaptic ionic current flows in and around large groups of cortical neurons. The phrase ‘‘in principle’’ is important because: (i) between generation and scalp detection, the electric field is warped and attenuated by the electrical conductivity of the brain and its coverings, and (ii) the connection between the very low frequency phenomena (0–60 Hz) of the EEG and high frequency action potentials—the true vehicle of cerebral function—has always been obscure. In practice, these considerations have lead to the predominantly qualitative use of the technique. Functional magnetic resonance imaging (fMRI) has been embraced by the neuroscience community as a safe, noninvasive tool to assess cerebral function. While the technique has been successfully applied to a wide variety of sensory, motor, and cognitive paradigms, the precise mechanism(s) by which the activation ‘‘maps’’ are produced is not well understood. It is thought that fMRI measures subtle changes in blood oxygenation in response to neural activity (BOLD contrast—Ogawa et al., 1990; Belliveau et al., 1991; Kwong et al., 1992). BOLD contrast relies on the relatively strong paramagnetism of deoxygenated blood to produce small susceptibility increases in the vicinity of activated neural tissue and, in consequence, a faster local decay of the T2* sensitive MR signal. In general, the supply of oxygenated blood to an activated area exceeds metabolic demand and the overall result is a change in oxy/deoxyhemoglobin ratio with a modulation in the amplitude of T2* signal in the order of 1–5% between activated and resting states. The BOLD explanation is seductive but may not be
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complete. All MR imaging techniques are sensitive to motion, be it rigid whole body movement, internal tissue displacements or, more importantly in the brain, blood flow in discrete vessels, and perfusion through the capillary bed. Rapid imaging techniques such as echo planar imaging (EPI), using gradient recalled echoes to produce a T2* sensitivity, necessarily involve a degree of compromise between sensitivity to hydraulic flow (flow without an associated change in oxy/ de-oxy ratio) and sensitivity to the BOLD effect. Some published evidence has suggested that the BOLD effect is extremely small in muscle (Hajnal et al., 1996). Other studies point to the dominance of flow over BOLD contrast in general (Frahm et al., 1994; Duyn et al., 1994) and in the vicinity of large vessels (Hlustik et al., 1998). Standard fMRI measurements are often powerless to discriminate between a true (susceptibility induced) T2* change in signal, which we call true BOLD, and a signal change that arises simply because blood with a different level of nuclear magnetization has flowed into or out of the imaging volume in the time interval between the selection pulse and the formation of a particular echo for that volume. Whereas the true BOLD signal depends entirely on the oxy/de-oxy hemoglobin ratio, the hydraulic flow signal would occur even if all blood were turned into pure water. The relative sensitivity of a particular MR pulse sequence to true BOLD and flow is in principle calculable but in practice depends on such a large number of interrelated factors that empirical tests might well provide more reliable results. Thus, although it is generally said that fMRI images, obtained using repeat times of TR ⬃ 3 s, are relatively free from flow effects; in fact, the results presented below show strong flow effects in and around large vessels. There a number of other puzzling features of the fMRI signal that have been noted but not explained. Many studies report that the typical fMRI time series contains ‘‘harmonic’’ frequencies (see for example Bullmore et al., 1996), which result in a ‘‘split peak’’ appearance to the T2* signal. Several studies have also reported an undershoot in the poststimulus period, which does not fit into a simple pure BOLD mechanism. Finally, an inverted fMRI response (a decrease in the fMRI signal during the periods of stimulation) has been assumed to represent a deactivation of neuronal activity during periods of stimulation, without any supportive evidence (see for example Clark et al., 1996). While the details of how fMRI actually works are not important for a static topographic description of the areas activated or deactivated by a stimulus, a more complete account of the physics and biology of signal generation would help our understanding of the underlying brain mechanisms and help differentiate brain signal from instrument or biological noise. The work we



present below did not set out to test the BOLD hypothesis. Our initial aim was to compare the time course of VEP and fMRI responses to periodic stimulation in an attempt to develop stimuli for use with both techniques. However, the completion of a set of pilot VEP/fMRI experiments forced us to address the issue as, to our surprise, we found in a new measure of the neurophysiological activity (the VEPEG—see below), an identical temporal pattern of activity to that seen with fMRI. The common features of the two sets of results demand a more detailed approach to fMRI signal analysis, which embraces the dynamics of the problem. Footprints in the Sand During the preparation of an initial draft of this paper we discovered, with a mixture of excitement and dismay, a rich lode in the literature of 30 years ago. Long before the advent of PET or fMRI there were several groups, scattered around the world, using local, invasive techniques such as electropolarography, electroplethysmography (impedance), the ‘‘transparent skull’’ (see Moskalenko et al., 1980), and Xenon perfusion, (Ingvar, 1975), to study both total and regional cerebral blood flow. It would appear that, by some quirk, much of this early work has been forgotten. Four areas are of particular relevance to our study: (i) the presence of large amplitude, low frequency spontaneous fluctuations in blood flow and partial oxygen pressure; (ii) the direct invasive observation of local changes in flow and partial gas pressure in response to visual stimulation; (iii) the influence of functional load on the flow response; and (iv) topographical regions of increased and decreased flow. Oscillations All detailed invasive observations of local blood flow show the presence of significant spontaneous fluctuations at very low frequencies (0.01 to 0.1 Hz; Moskalenko et al., 1980; Cooper et al., 1975). More recently these have been rediscovered by more modern techniques: transcranial Doppler (Diehle et al., 1991; Kuo et al., 1998), optical reflectance (Mayhew et al., 1996), and fMRI (Biswal et al., 1995, 1997). The earliest reports of periodic fluctuations in the microcirculation date to the last century (Jones, 1852), but the majority of the work is confined to the last 30 years. There is no real consensus about the origin, nature or possible function of these fluctuations, collectively described as ‘‘vasomotion’’ (see Allegra et al., 1993). Some authors concentrate on the observed periodic components and ascribe these to intrinsic variations in arteriole or sphincter diameter, driven by local pacemakers overlaid with additional, more random variations caused by control
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inputs from beyond the region of study. Other authors concentrate on the intermittency of the phenomenon and attempt a description in terms of chaotic motion and strange attractors. The function of vasomotion has been linked to a better, more even, distribution of oxygen along the length of the fine bore cylindrical vessel where red blood cell size becomes comparable to vessel diameter (Mayhew et al., 1996; Diehl et al., 1991; Cooper et al., 1975; Moskalenko et al., 1980). There appears to be no correlation between vasomotion fluctuation frequency, amplitude, and phase in cerebral blood flow and changes, such as heart rate, in the systemic circulation. Flow, Oxygen, and Carbon Dioxide Partial Pressures Moskalenko described simultaneous local measurements of blood flow, partial gas pressures (PO2 and PCO2), and EEG evoked by visual stimulation of varying intensity and duration (see Moskalenko et al., 1980, reproduced here in Fig. 1). The results of animal stimulation experiments with a stimulation period of 20 s suggested that the increase in flow in an activated region of cortex, has two quite distinct components. Shortly after the onset of stimulation, there is an early
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peak recorded in both flow and PO2 with a latency of 1–2 s. The flow then dips, as the PO2 declines, but then rises again, after a latency of about 7–10 s, at the same time that PCO2 increases. After the end of the stimulation period flow, PO2 and PCO2 drop back to their initial values. Moskalenko showed that when the stimulus duration fell below about 4 s, the second (PCO2 ) peak disappeared. Moskalenko describes a series of experimental manipulations which led him to the conclusion that the two flow surges were the result of two different types of control; the PO2 peak appeared to be the result of neurogenic changes and is described as a reflex response to cortical activation. In contrast, the PCO2 associated peak appeared to be under feedback control, with a variety of putative factors such as K⫹, carbonic acid, and pH levels in the perivascular tissue supplying the control signal. All the invasive work consistently shows that the more sustained evoked changes in flow and partial gas pressure ride on a background of low frequency oscillations that seem to have become partially entrained by the temporal pattern of the stimulus. The fact that the normal brain exhibits natural fluctuations in two quantities central to fMRI signal



FIG. 1. Invasive measurements of blood flow (LEPG), PO2, and PCO2 arising from photostimulation of animals reproduced from Moskalenko (1980). Traces A are averaged results obtained from monkeys; B and C are from experiments with cats. The double peak in the flow curve appears to comprise the early PO2 peak and the later PCO2 peak. On the basis of traces C it is suggested that anesthetic removes the PO2, showing that it is the result of a neurogenic input.
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generation (partial oxygen pressure and blood flow) and that the natural frequencies of the fluctuations overlap the typical fMRI stimulus modulation regime, has very important consequences for the statistical analysis of fMRI data. The stimulus might partially entrain these fluctuations or they might simply contaminate the signal with noise. In both cases the question of signal discrimination is made very much more difficult because the applied stimulus frequency will necessarily be accompanied by partially correlated natural fluctuations. Most signal detection techniques have to assume that the noise is uncorrelated with the signal. Functional Load The early work makes reference to the apparent nonlinearity of the brain’s response with respect to the ‘‘functional load’’ of the stimulation. Weak functional loads might be produced by short duration or simple stimuli; strong functional loads by long periods of stimulation or more complex tasks. It appears that with weak stimulation, the early flow peak is sufficient both to supply extra oxygen to an activated region and to clear away enough of the metabolic products to maintain an acceptable equilibrium without further changes in flow. On the other hand, more demanding stimulation seems to lead to a build up of sufficient quantities of metabolites (e.g., CO2 ) that a second flow peak is stimulated. Thus the overall waveform of the response, measured invasively, could exhibit either a single early peak or a more extended double peak structure depending on the functional load. Blood Flow Landscapes Ingvar (1975) describes ‘‘rCBF landscapes’’ (deviations from the mean hemispheric flow rates of 50–60 ml/100 g/min) obtained by 133Xe perfusion studies. At rest the landscape is quite diffuse. The dominant hemisphere receives more blood than the nondominant hemisphere and there is generally a 30% increase in flow in the frontal lobe with respect to the temporal and parietal lobes. During activation, regional differences become more sharply defined; flow increases in activated cortex and is surrounded by regions of reduced flow. These regions of decreased flow extend considerable distances from the focal region of activation and differ in topography from the pattern of decreased flow in the resting state. The broad spatial distribution of blood flow changes (of either sign) in response to visual stimulation have been confirmed independently by transcranial Doppler studies of Aaslid (1987). Topographical patterns of increased and reduced flow seem to be the origin of bipolar regions of focal impedance change (Holder, 1995). It seemed to us that this forgotten literature shed



some light on the biology of the fMRI signal. The total flow curve shown by Moskalenko bore a remarkable resemblance to many published fMRI time series with a ‘‘split peak’’ and a delay with respect to the stimulus by 5–10 s. Similarly, the landscapes described by Ingvar seemed a reasonable starting point to investigate inverted fMRI signals. With these thoughts in mind, we formulated a number of EEG and fMRI experiments, which would enable us to show whether the dynamics of the fMRI and VEPEG behaved in a manner predicted these early studies. More specifically we wanted to test whether: (i) there were fluctuations (between 0.01 to 0.1 Hz) in the fMRI and VEPEG time series that were, to some degree, independent of stimulation; (ii) changing functional load (either by stimulus duration or complexity) would influence the response waveform in the fMRI and VEPEG series; (iii) we could find ‘‘landscapes’’ of fMRI activity and, if so, whether these were related to inverted fMRI responses and the undershoot of fMRI signal. METHODS Subjects Four male subjects (W, J, D, C—age range 12–50) performed VEP and fMRI experiments in two sessions less than 3 weeks apart. All experiments were performed under binocular viewing conditions. One subject had normal corrected vision, the remaining three performed both sets of experiments uncorrected. All subjects gave informed consent. The study was approved by the Bethlem and Maudsley Ethics committee. Visual Stimuli The same visual stimulus was used in the fMRI and VEP investigations. It consisted of a high contrast regular checkerboard (1䊐 checks) generated by a Medlec ST10 stimulator triggered by in-house software. In the fMRI experiments the stimulus was projected onto a translucent screen placed across the end of the scanner bore (screen-eye distance ⫽ 1.7 m), resulting in an elongated semicircular field subtending 19° ⫻ 18°. In VEP experiments, subjects viewed a computer monitor masked to produce the same visual field (screen-eye distance ⫽ 0.57 m). Stimulus contrast and luminance was matched in the two sets of experiments. A 1-min cycle consisting of 30-s pattern reversal (ON) and 30 s continuous checkerboard (OFF) was repeated five times (experimental duration ⫽ 5 min; frequency ON/ OFF ⫽ 0.016 Hz; frequency black/white cycle ⫽ 0.96 Hz; frequency contrast transient ⫽ 1.89 Hz; epoch length 0.526 s).
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Experimental Manipulations (i) Stimulus duration. Two subjects (J and D) performed additional VEP experiments at ON/OFF frequencies of 0.014 Hz, 0.058 Hz, 0.116 Hz. (ii) Complexity. One subject (D) performed an additional fMRI experiment where the ON phase consisted of randomly coloured moving shapes presented, simultaneously, across a range of temporal and spatial frequencies and the OFF phase consisted of a black screen. (iii) Null experiments. Data from three subjects taking part in a different study were analyzed. The subjects had been required to lie in the scanner with their eyes closed and ‘‘do nothing’’ for 5 min. EEG/VEP—Data Acquisition Five electrodes were attached to the occiput and referenced to Fz. One electrode was placed 5 cm above the inion (Oz), and one each at 5 and 10 cm to the left and right of Oz (L5, L10, R5, R10). Electrode impedances were maintained below 3 k⍀. The EEG was recorded using a Siemens Mingograph EEG Universal (Siemens Elma), band pass filtered between 0.3 s (30% reduction at 0.5 Hz) and 30 Hz, digitized (12-bit resolution; 300 Hz sample rate; Amplicon PC226e card) and stored on a 486 PC for subsequent off-line analysis. The stored EEG records were quasicontinuous, with a 72-ms gap every 4 s to allow the transfer of data to the hard disc. The timing of data acquisition and stimulus trigger was controlled by the A/D clock. Movement and eye blink artefacts were removed off-line. EEG/VEP—Analysis Our data analysis treats each experiment as one long time series of EEG in which we know the precise timing of stimulus presentation. Thus the series is considered as a succession of 0.526-s intervals. An initial aim of these experiments was to find a measure of the EEG that could reliably indicate whether, at the particular time considered, the reversing stimulus was ON or OFF. Preliminary tests, using total variance and EEG spectral power at particular frequencies (e.g., mean alpha frequency) were inconclusive, although the alpha band did show a small modulation at the ON/OFF frequency. These preliminary results encouraged us to look for a better method. We argued that the average VEP, obtained from the summation of all 280 reversing epochs, could provide a template with which to assess how much of the evoked response was contained in each original epoch. For each epoch, we calculated the amount of overlap (linear correlation) between the averaged VEP and the EEG series. This provided a single number for each 0.526 s of EEG and thus a new
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time series for each complete experiment, now sampled at 1.89 Hz (a VEP/EEG time series or VEPEG). The VEPEG contains substantial amounts of apparent noise at frequencies above 1 Hz, but smoothing over 4 to 8 points reveals the underlying trend. In effect, the smoothed VEPEG has been sampled at about 0.25–0.5 Hz and thus can be compared directly with the standard fMRI time series (0.33 Hz sampling rate). The details of the numerical methods used here are described in the Appendix. Figure 2 shows how a VEPEG is constructed. Figure 2A shows the 5 min of EEG during a standard stimulation experiment. Note there are no apparent differences between the ON and OFF periods of stimulation. Figure 2B shows an averaged VEP derived from the ON periods of stimulation. The VEPEG time series that results from the linear correlation of the VEP with the EEG is shown in Fig. 2C. fMRI—Data Acquisition Gradient echo, echoplanar images (EPI) were acquired on a 1.5 Tesla GE Signa System (General Electric, Milwaukee) with an Advanced NMR operating console and quadrature birdcage headcoil for RF transmission and reception. In each experiment, 100 T2*weighted images depicting BOLD contrast (Flip angle ⫽ 90°: TR ⫽ 3 s; TE ⫽ 40 ms) were obtained at each of 14, noncontiguous 7-mm slices (0.7-mm interslice spacing) parallel to the plane passing through the anterior and posterior commissures (AC–PC) and covering the whole brain (in-plane resolution 3 ⫻ 3 mm). A high contrast, high resolution inversion recovery EPI image (TE ⫽ 74 ms; TI ⫽ 180 ms; TR ⫽ 1600 ms; NEX ⫽ 8; flip angle ⫽ 90°; voxel size ⫽ 1.5 ⫻ 1.5 ⫻ 3.3 mm) was acquired after the experiment. fMRI—Analysis We have used a standard physicist’s approach to the recovery of a deterministic signal, at a known frequency and phase, buried in noise. Phase-sensitive detection and signal averaging over both time and signal type are the main methods used. The background to these methods is described in the Appendix. Images were assessed for motion artefact by analyzing the temporal stability of profiles containing sharp anatomical features, such as CSF/soft tissue boundaries around the ventricles and the air/scalp boundary. These edges did not display any significant variation at the temporal frequencies of interest in these experiments (0.01–0.1 Hz) and therefore raw data was used, to avoid the possibility of introducing false frequencies into the time series. An anatomical threshold of 200 (AU) in the time-averaged MR signal was chosen to exclude the skull, scalp, and regions outside the head. In our data the MR signal values for soft brain tissue
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FIG. 2. The construction of the VEPEG time series. Top panel: The 5-min raw EEG recording from the center electrode of the montage shows little modulation at the stimulus period of 60 s, indicated by the solid bars (bar ⫽ ON). Middle left panel: The VEP is formed by averaging over the 280 stimulus reversals in the 5 ‘‘ON’’ periods. Linear correlation between the EEG and the VEP produces the VEPEG. Bottom panel: The VEPEG series, shown here for one subject (D), is typical of all experiments. Split peaks during the ‘‘ON’’ period and the negative undershoot in correlation during the ‘‘OFF’’ period are evident throughout the experiment.



were between 850 and 1100 (AU), while CSF in the ventricles had an average value of 1200 (AU). Our threshold is deliberately set low so that we do not exclude particular structures, such as the sagittal sinus, from the analysis.



All of our fMRI analysis has been carried out in the same way, using the phase-sensitive detection method. First we decide what, in a given voxel, we consider to be a signal and what we discard as noise. This is done by setting a threshold for the amplitude of the signal at a
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chosen frequency (Appendix: Setting a signal threshold). Those voxels which satisfy the threshold criterion are then classified according to the phase of the chosen frequency component. For the majority of our analysis we used the fundamental frequency of the stimulus fo ⫽ 0.0166Hz. We used this same frequency in our analysis of the resting state data (null experiments), even though in these cases there was no imposed periodicity. Our method also allows us to choose other frequencies to analyze, selecting voxels on the basis of 3fo rather than fo itself, for example (see Results). The time series illustrated are simple summations of raw data, pooled according to a particular choice of fundamental phase and smoothed with a three point running average, low pass filter to remove residual high frequency noise. It should be noted that no restriction is placed on the anatomical position of the individual contributions to these averages other than that the time averaged MR signal in the particular voxel should exceed the structural threshold. A preliminary analysis of our data using standard IOP fMRI analysis methods (Bullmore et al., 1996) showed that four MR slices contained significantly activated voxels and that one of these slices (⬃10 mm below the AC/PC plane) contributed more than half the total number of significant voxels. Our method for setting a threshold included data from all 14 slices but, since we are not concerned here with showing which brain regions are active but rather to show the temporal characteristics of the fMRI signal, most of our discussion arises from evidence obtained from this most populated slice. RESULTS We will divide our results into three sections. The first describes the properties of the VEPEG and compares it to fMRI time series signals. The second describes the influence of our experimental manipulations on the VEPEG and the fMRI. The third provides a detailed description of three broad categories of fMRI signal, their dynamics, and topography. The VEPEG and fMRI Compared The main result of this paper is illustrated in Figs. 3 and 4. These show the VEPEG and fMRI responses to reversing checkerboard stimulation (Fig. 3) together with their corresponding spectral densities (Fig. 4). The VEPEG data is the average over all five electrodes for each subject. The fMRI data is the average over all voxels falling within the ‘‘jet’’ of activation (see below). Two key points arise from these results. Both VEPEG and fMRI time series contain, in addition to the fundamental, the same extra frequency components which are not exactly locked in phase or frequency to the stimulus. The extra frequencies are most clearly seen around double and three times the fundamental in all
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our subjects. The triple frequency is entirely predictable from the ‘‘square wave’’ nature of the stimulus, assuming a linear response. The double frequency, on the other hand, could not arise if the brain’s response were linear. These additional frequencies are responsible for the bifid appearance of the averaged fMRI and VEPEG cycles. Since they occur in both experiments, we conclude that these extra components are unlikely to arise from uncorrelated instrument noise. The unexpected appearance of quasi harmonic modulations in the VEPEG prompted us to look in greater detail at the relationship between VEP and stimulus. Figure 5 shows the how the VEP fluctuates in size and polarity across the ON/OFF cycle. The fluctuations are consistent between subjects. Within the ‘‘ON’’ period the VEP waveform is approximately maintained, but its amplitude and width are modulated with respect to the grand average VEP. As expected, there was no average VEP in the OFF phase (there was no change in visual stimulus during this period). However, there appears to be a consistent inverted wave in the early part of the OFF period that accounts for the undershoot in the VEPEG. The modulation of the VEP amplitude across the ‘‘ON’’ period appears to be the cause of the overall similarity of the VEPEG to the fMRI time series. This is perhaps the most surprising finding of this work because it suggests that the same factors that control the fMRI response also influence the EEG. We return to this important topic in the discussion. Stimulus Duration Figure 6 shows the effect of changing the length of the ‘‘ON/OFF’’ cycle on the VEPEG series. The right hand column shows the averaged cycle VEPEGs obtained using four different ON/OFF frequencies. The left hand column shows the corresponding averaged spectral densities. Here the frequency axis has been scaled by the fundamental frequency shown on the right hand side of each row. The most notable features of this data are the loss of the clear double and triple quasi harmonic peaks and the appearance of sub harmonics as the stimulus frequency is increased. The sub harmonics occupy the frequency band just above our standard ON/OFF frequency, the same region as the double and triple harmonics in the standard experiments. These changes are also reflected in the averaged cycles. As the frequency increases, the double peaked response gives way to a more rounded, sinusoidal waveform, suggesting that here the harmonic frequencies either do not maintain any sort of phase coherence with the fundamental or are actually absent. It appears that using an ON/OFF frequency of about 0.06Hz, we have been able to outrun the dynamics of the cerebral control system. This is consistent with Moskalenko’s results which suggest a delay of about 10 s before the onset of the second (PCO2 ) peak. At our highest fre-
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FIG. 3. The VEPEG and fMRI time series for each subject obtained from full field checkerboard stimulation. In each case the VEPEGs have been smoothed over 2.5 s. Column 1 shows the complete VPEG time series; column 2, the VPEG series collapsed into a single cycle; column 3, the corresponding fMRI time series; and column 4, the collapsed fMRI cycles. The fMRI time series are averages of all voxels satisfying the criteria for the ‘‘jet’’ activations (see text).



quency (0.1162 Hz) the stimulus has been turned off well before this second surge appears. Stimulus Complexity The effects of stimulus complexity on fMRI signal are contained in Figs. 7–9. Figure 7 shows polar plots of fundamental fMRI amplitude versus phase for the weak and strong stimuli and compares these with resting state null experiments. The left side of Figs. 8 and 9 show the fMRI time series for weak and strong



stimulation. Three points are worth noting: (i) the amplitude of the fundamental response in individual voxels increases by a factor of nearly two between weak and strong stimulation (compare the lengths of the black lines in Fig. 7 ‘‘weak’’ with ‘‘strong’’ or compare the amplitudes of the average cycles in 8A and 9A etc.); (ii) the strong stimulus appears to produce a simpler, more ordered spectrum than the weak load (the time series is smoother in 8A than 9A etc.); (iii) as predicted by Moskalenko’s results, the strong stimulus appears



FIG. 4. The frequency spectra of the data shown in Fig. 3. The VEPEG spectra are the average over spectra obtained from each electrode. The fMRI spectra are the average of individual spectra obtained from each selected voxel. In each case the frequency axis is labeled in units of 0.0166 Hz (1 per minute) the stimulus ‘‘ON–OFF’’ frequency. 133



FIG. 5. The relationship between the VEPEG and the VEP across the averaged cycle. The subset of evoked responses obtained by averaging over 4-s blocks, centered at different time points (a–j) in the VPEG cycle indicated in the bottom right panel. Each labeled panel shows the subset of responses from the corresponding time point. The grand average VEP is plotted as a dotted line in each panel for comparison. 134



FIG. 6. The results of varying the ‘‘ON–OFF’’ period for a VEPEG experiment for one subject (J). The left panels show the frequency spectra plotted on a scaled frequency axis with the fundamental frequency at 1. The right hand column shows the corresponding averaged cycle VEPEG.
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FIG. 7. The amplitude (AU) and phase (degrees) of the fundamental (0.0166 Hz) single voxel activity across different experimental conditions. Each panel shows a polar plot of amplitude versus phase at the fundamental frequency from one MR slice. Each plot has the same radial scale. Null subjects are not being stimulated. The weak and strong stimulus data are from one subject (D). The asymmetric ‘‘jet’’ described in the text is clearly visible in the weak and the strong stimulus data. The null data shows no signs of the ‘‘jet.’’ All of the long phasor lines in the null subjects arise from voxels in or close to large vessels.
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FIG. 8. The fMRI time series phase maps at the fundamental for the strong stimulus. The data is from one subject (D). The left hand column shows the time series and averaged cycles of each class (a–e) of phase. The top right image shows the anatomical slice (grey) with color-coded suprathreshold voxels superimposed. The color coding of the phase angle is shown bottom right.
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to produce, on the average, a stronger later peak than the weak stimulus (see Figs. 8 and 9 time series). We will see below that this probably does not mean that all voxels activated by the strong stimulus have a larger second peak than all voxels activated by the weak stimulus. Rather there appears to be a continuous range of waveforms and thus probably degrees of activation for any stimulus, regardless of its functional strength. ‘‘Null’’ Activation In Fig. 7 we show the polar plots of amplitude versus phase obtained from the three resting subjects. The frequency chosen for voxel selection was 0.0166 Hz, the fundamental of our stimulation experiments. Clearly this is an arbitrary choice for the resting state data, given the absence of any external stimulation in these experiments. These data show that the resting state does not exhibit a ‘‘jet’’ (see below) of activity as found in the stimulated state but there is clear evidence for sustained components around 0.032 and 0.048 Hz. The Three Categories of fMRI Activation Signal Three categories of fMRI signal can be identified on the basis of phase and frequency spectrum at the fundamental. The right sided panels of Figs. 8 and 9 summarize our data for weak stimulation and strong stimulation, respectively. We have divided the phase spectrum into contiguous sections starting at zero phase angle, with respect to the stimulus. The positions of suprathreshold voxels (see Appendix: setting a threshold) are plotted on the anatomical image (homogeneous grey) with a color indicating phase category. We have used five phase categories which extend to phase delays of 270°, corresponding to a time delay of 45 s. In general the last section of the phase plot, which corresponds to delays greater than 45 s, contains only a small number of suprathreshold voxels and thus, for simplicity, these have been omitted from the figures. The main points that we wish to make are most easily visible in Fig. 8 but a similar behavior can be seen in the weak stimulus data shown in Fig. 9. As we progress through successively larger phase delays, so we pass from strongly activated visual cortex to diffuse regions of apparently inverted signals. 1. The ‘‘jet’’—focal primary activated areas. Jet activation refers to the numerous large amplitude voxels clustered around 45° of phase corresponding to a delay of 4–10 s (see Fig. 7). The majority of these voxels are located in the visual cortex. These signals are accompanied by significant components in the two quasi harmonic bands (ratio of power at fundamental to harmonic ⬎5:1). This region is not homogeneous in its response since the phase ‘‘jet’’ has a width correspond-



ing to about 10 s. The collapsed averaged cycles collected from the early, middle, and late parts of the ‘‘jet’’ show a progressive change in waveform from early to late peak domination (Fig. 8, second column). The phase selection process effectively discriminates between these categories simply because the averaged ‘‘weight of signal’’ shifts from early to late as the relative amplitudes of first and second peak change. The anatomical positions of these three categories also suggests a posterior to anterior ordering on the cortex in apparent phase. 2. Diffuse regions—inverted fMRI signals. Outside the jet regions we find significant signals with a wide distribution of fundamental phase angle, roughly centered 180° away from the primary signal. These regions typically have very much lower (⬍5:1) fundamental to harmonic amplitude ratios than the jet regions (the time series becomes ‘‘jagged’’ when passing from 8A– 8D). Our data suggests that the diffuse region is very widespread, extending both forwards and upwards in the brain, away from the visual cortex. It is quite possible that essentially all parts of the brain actually contain a vestigial amount of the response to stimulation although we have not carried out a sufficiently rigorous statistical analysis on lower signal to noise voxels to prove or disprove this point. We have arbitrarily divided the diffuse region into two parts to emphasize that there are not just ‘‘inphase’’ and ‘‘out of phase’’ signals present but rather a continuum of apparent phase outside the jet region. 3. Large fluctuation signals—large vessels. At the fundamental frequency, a region at the occipital pole, in a position consistent with the posterior sagittal sinus, appears to be activated by the stimulus. However, it is apparent that the fundamental frequency component generally makes only a small contribution to the overall variance of the signal obtained from this region. The vast majority of signal power is actually contained in higher frequency components centered on 0.03 and 0.07 Hz (approximately 2fo to 4fo ). Here the fundamental frequency component has a lower amplitude than the harmonics (⬍1:1). If a higher frequency is used as the means of voxel selection, then we obtain a topography consisting of the sagittal sinus together with varying amounts of the large arterial structures. Further analysis of these time series reveals a remarkable degree of coherence from voxel to voxel, which provides a reliable way of selecting large vessel structures from the time series. Figure 10 shows results obtained from the resting and stimulation experiments. A large variance voxel is selected from the sinus region, and the raw time series stored and used as the template for a linear correlation analysis with all other voxels in the slice. Voxels are selected which have either positive or negative correlation coefficients exceeding a threshold of
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50%. We suggest that these signals arise from the middle (MCA) and posterior (PCA) cerebral arteries based on the relative topographic constancy of these patterns, both between subjects and between experimental conditions, and the similarity of the topography to standard MR angiograms. The fact that the fluctuations are also present in resting subjects leads us to conclude that these high frequency components, which in our stimulation experiments we have described as quasiharmonics, represent intrinsic oscillations of the cerebral circulation, which can be used as ‘‘finger prints’’ of larger cerebral arteries and veins. DISCUSSION We can summarize our main results as follows: (i) fMRI and VEPEG time series both contain extra frequency components which are not phase locked to the stimulus; (ii) the fMRI signals can be divided into three categories corresponding to focal regions, diffuse regions and large vessels, each with its own frequency spectrum finger print. Taken as a whole, our fMRI results are very difficult to interpret on the basis of a pure BOLD mechanism but they become more understandable if we allow the fMRI signal to be influenced by hydraulic flow. In fact, we suggest that our data provides strong circumstantial evidence for a hydraulic flow contribution to the fMRI signal. There are four factors which have led us to this conclusion. First we note that the posterior sagittal sinus, which must be full of a low viscosity fluid, could be expected to produce a high average MR value, of order 1200 (AU); however, it appears with an anomalously low value. We suggest that this arises from a signal reduction due to inflow/ outflow effects in this large lumen vessel. Second, by far the largest amplitude signals obtained in any one subject come from the sinus or the large arterial vessels. Again we suggest that these are more likely to be hydraulic flow/velocity changes than oxygenation changes. Third, within our ‘‘jet’’ region the overall time series waveform corresponds more closely with the total flow curve described by Moskalenko than his PO2 curve. Finally, the 90° flip angle used to obtain our fMRI data, makes a strong hydraulic flow effect very likely (Frahm et al., 1994). Our results appear to be documenting a similar division between hydraulic flow and the BOLD effect to that described by Buxton et al. (1997) who employed MR tagging to separate flow from the BOLD components. We will assume throughout our discussion that hydraulic inflow and outflow effects are present throughout the image data. Quasi Harmonic Components in Stimulation The presence of extra frequency components in the fMRI signal is well documented (Bullmore et al., 1996)
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and appear to be present in most stimulation experiments which use a 1-min ON/OFF stimulus cycle, regardless of the modality being tested (McRobbie, 1998). The fMRI data presented above confirm these findings. As far as we are aware, the VEPEG has not been previously described and thus the appearance of extra frequency components in the EEG is necessarily a new result. The extra components cannot simply be the consequences of a linear brain response to a square wave input function as: (i) they are not phase locked to the stimulus and have variable amplitude and phase relationships one to another; (ii) they appear even when the brain is not being stimulated; (iii) in large vessels they have amplitudes which greatly exceed the response at the fundamental. As the components are present in what we interpret to be large arteries and draining vessels, we suggest that these components are intrinsic cerebral blood flow fluctuations linked to the cerebral blood flow control system. It is the presence of these quasi harmonics that produces the modulations of both types of time series. Given that a complex mixture of biological reflex and negative feedback control mechanisms seem to be at work maintaining and redistributing cerebral blood flow, one could expect low level oscillations in the system (Franklin et al., 1986). An engineering approach to the brain response would assume a dominantly linear system and then employ Fourier methods (as we have done) to uncover the system transfer function relating the response to the input. Any linear system would be expected to have the fundamental as the dominant response accompanied by lower amplitude harmonics with fixed phase and frequency relationships. However, this is not what we observe in large vessels. In fact, the vessels appear to be in constant rapid fluctuation at quasi harmonic frequencies. The average fMRI and VEPEG cycles shown in Figs. 3 and 8 and 9 are very similar to the invasive data described by Moskalenko (see Fig. 1) and it is tempting to associate the two peaks within the ‘‘ON’’ period with the PO2 and PCO2 components he described. Our finding that the second peak is attenuated by short stimulus durations and accentuated by increasing stimulus complexity supports this view. It appears that both the fMRI activation signal and the EEG are strongly modulated by processes associated with the dynamics of cerebral blood flow control. The absence of a tight phase locking between stimulus function and harmonics means that a given activation time series can have a unique temporal structure which reflects not only the stimulation experiment but also the more general functional state of the subject at that particular time. Averaging over these variations will lose valuable information about more general functional processes that impinge on the direct response to the stimulus. We
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The fMRI signal characteristics and fundamental phase maps in the weak stimulus experiment. All conventions as in Fig. 8.
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think that it is reasonable to associate these quasi harmonics with the spontaneous oscillations observed in both the older invasive experiments and the more recent findings using transcranial Doppler (Deihle et al., 1991), optical reflectance (Mayhew et al., 1996), and fMRI (Biswal et al., 1995, 1997).



to attentional mechanisms. Further work in this area is planned using more sophisticated tests to examine possible relationships between functional performance and the underlying modulation of blood flow distribution. Local and Non-local fMRI Responses



Closing the Circle Few would dispute the notion that changes in neurophysiology (EEG), are accompanied by metabolic/flow (fMRI) effects—the correlation between EEG changes and blood flow was central to the early invasive work in this area. However, there are not very strong grounds for supposing that, under normal physiological conditions, the converse is also true—that metabolism/flow can influence neurophysiology and perhaps the performance of function. Within the ON phase of the stimulus the VEPEG is modulated in a fashion that closely resembles both the modulation of flow in the literature and the observed modulation of the fMRI signal. Perhaps more surprising is the appearance, within the OFF phase, of an inverted VEP when nothing is happening in the stimulus. The most likely explanation for these phenomena is that, in some way, cerebral blood-flow influences the EEG and, if the size of the VEP can be taken as its measure, the degree of neurophysiological activation. Although these results are surprising they seem to be in close accord with the effects of the indomethacin on the EEG (Kraaier et al., 1992). Indomethacin produces a substantial decrease in blood flow (30%) through vasoconstriction, which results in an associated decrease in peak alpha frequency and a small redistribution of EEG power during resting experiments. An analysis of the EEG data obtained in our VEPEG experiments also shows a 0.5–1 Hz reduction in mean alpha frequency between ON and OFF periods. Alpha reduction cannot account for the VEPEG modulation we observed as the alpha band contributes very little to the VEP itself. It seems that in addition to the VPEG a second, unrelated aspect of cortical activity (the alpha band) is altered as a consequence of flow modulations. It seems possible that the relatively large redistribution of blood produced by visual stimulation results in functional changes in other brain regions. Of course, the relationship between alpha and visual attention is well known and thus it might be argued that the modulation of alpha in our experiments is not related to blood flow but rather



Our measure of fMRI ON response showed focal activity within a physiologically plausible brain region that was smeared in time with respect to the stimulus. The phase histogram shown in Fig. A1 is quantitatively the same as that described by Bullmore et al. (1996). We do not think that the variation in delay represents a rigid translation in time of a constant hemodynamic response but rather attribute the temporal variation to a change in the proportion of the early and late peaks in the response within the jet region (see Fig. 8) resulting from differing local ratios of PO2 to PCO2. It is possible that the topographical variation of signal phase is, in some way, related to the systematic changes in cytochrome oxidase staining across the occipital lobe reported by Clarke (1994). Area V2, for example, takes up less cytochrome oxidase stain than area V1, suggesting different metabolic demands in the two regions. The brain slice in Figs. 8 and 9 cuts through the visual cortex at an oblique angle so that both areas will be sampled. Our results also revealed a diffuse, nonlocal, ‘‘inverted’’ fMRI response during the OFF phase. The conventional explanation of the response is that it represents either (i) neural activity suppressed by the stimulus, or (ii) activation in the OFF period. Both of these explanations are possible although the latter explanation seems unlikely given that nothing is happening during the OFF phase of our stimuli. Our preferred explanation is more prosaic and stems from the similarity between these fMRI images and Ingvar’s early work on flow landscapes. We believe that the diffuse response is not related to neurophysiological activity at all, it is simply a steal phenomenon—the result of blood being diverted from one brain region to compensate for increases in another. We think that the difference in frequency spectrum finger print between focal and diffuse regions and the continuous spectrum of signal phase outside the ‘‘jet’’ rule out the notion of the diffuse regions as being activated by the OFF phase or deactivated in the ON phase. Rather, our results suggest that the diffuse regions lie closer in character to



FIG. 10. The fMRI signal in large blood vessels. Data is shown from: a null volunteer (top), a null patient (middle), and subject D, strong stimulus (bottom). The time series and frequency spectra shown in the left hand column arise from the voxel indicated by the red arrow on the maps. This time series template is used to select all the other voxels by linear correlation. Voxels positively correlated at and above 50% are marked by red circles, negatively correlated voxels are marked by blue circles. The apparent spread of correlation into tissue exhibited by ‘‘null 3’’ has been found in only three of nine subjects.
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FIG. A1. (a). a histogram of fundamental frequency amplitudes obtained in a single MR slice. (b). the same data plotted against fundamental phase angle. Panels in the middle row are the histograms obtained by subdividing the total distribution in (a) into three parts: low (l), middle (m), and high (h). The bottom row shows the corresponding averaged frequency spectra obtained from the three regions. The threshold used in all of this work corresponds to a value of 4(AU) on the horizontal axis of (a). It should be noted that all the large amplitude fundamental signals (region h) are clustered into a narrow range of phase angle ⬃30–40°.
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the supply and draining vessels. The spectrum in Fig. A1 and the phase plots in Figs. 7 –9 show clearly that there are not two well-defined peaks representing in-phase and out of phase signals, rather a continuum, including voxels displaying a quadrature phase. It is very difficult to interpret a signal in-phase quadrature with respect to the stimulus as arising from either deactivation during ON or activation during OFF. A steal effect would also account for the undershoot found in the fMRI signal, since the supply to areas in the OFF phase may itself result in a steal from the previously activated regions. The VEPEG results add some extra weight to a steal explanation. There is no obvious physiological explanation for the existence of a correlated signal in the OFF period apart from a lingering effect of the preceding ON phase. Both fMRI and VEPEG suggest that the effect is quite short lived (5–10 s). Such a duration is in accord with the typical apparent hemodynamic relaxation times observed in this work, in other fMRI studies, and in the early invasive work. The Large Vessel Signals The occurrence of oscillations of similar frequency (vasomotor signals) in both the supply and draining systems suggests that these oscillations have a common origin and, possibly, a common function. The degree of coherence between supply and drain is surprising given that the intervening capillary bed is not significantly correlated. In this respect the vasomotion phenomena appear to mimic the cerebral pulse. Large pressure variations between systole and diastole are maintained throughout the arterial system up to the level of the arterioles, where their amplitude abruptly declines to nearly zero. In an erect subject we would not expect there to be a pulse in the cerebral sinus at all but, in the supine position, there is a retrograde pulse that propagates from the right atrium and reaches the sagittal sinus. This can be observed directly using MR with a short TR (McRobbie et al., 1999). Thus we could expect that any characteristic fluctuations arising from the heart itself could reach the large vessels of the brain by two separate routes without involving any transit of the disturbance across the capillary bed. However, such a widespread disturbance in the circulation would be expected to modulate the intracranial pressure and thus be present in the CSF and ventricles, far from any vessels. All our results suggest that is not the case; large amplitude fluctuations are only observed in large vessels and not in the ventricles. So far we have failed to find correlations greater than 20% between the vasomotion in large vessels and activated tissue in any of the normal subjects studied. However, we have observed coherent fluctuations apparently spread to tissue in two patients from two different



studies (elderly subjects with eye disease and adolescents with attention deficit disorder—see null3 in Fig. 10). We are currently investigating these tissue signals as potential markers of cerebral pathology. The Fourier spectrum of cerebral arterial blood flow fluctuations revealed by TCD shows the simultaneous presence of the pulse and its harmonics at frequencies above about 1 Hz together with the very low frequency signals attributed to vasomotion (Deihle et al., 1991). Using a TR of 3 s we have direct access to the low frequency components (⬍0.1 Hz), but are blind to the direct action of the pulse itself. Our results are thus almost certainly contaminated to an unknown extent by aliasing. The TCD results show that the pulse components have an RMS power about one order of magnitude greater than vasomotion and of course occur at 3 to 5 times our sampling frequency. In general this makes strong aliasing inevitable and the exact vasomotion spectrum in any one subject at any one time, highly sensitive to the exact pulse rate. This is confirmed by our computer simulations, which show that it is quite possible to reconstruct complex vasomotion spectra with strong peaks near 2 and 3 times our paradigm frequency simply from an arterial pressure waveform sampled at 3-s intervals. Thus it is likely that our large vessel signals represent a mixture of ‘‘real’’ vasomotion signals and artifactual aliased pulse but the brain tissue signals (arising from voxels containing only arteriole and capillary vessels) will in general be expected to be relatively free from the alias since there the pulse amplitude is very much reduced. This might explain the apparent general lack of coherence in the vasomotion signals between tissue and large vessels in normal subjects. Experiments are underway to resolve this issue by using an MR sequence with a TR of 0.2 s and an accompanying pulse monitor. This will allow us to examine the MR equivalent of the TCD results in which vasomotion and aliased pulse are not mixed together. Implications for fMRI and VEP Techniques We suggest that our results have the following implications for the design and interpretation of future fMRI and VEP studies: (i) VEPs can no longer be considered pure measures of neurophysiological activity. Our results suggest that they are influenced by variations in cerebral blood flow. (ii) If the inverted fMRI signal in an ON/OFF design is a steal effect, ON/ON designs (where one active condition is compared to another) become difficult to interpret. The experimenter needs to decide whether a region of activity is secondary to neurophysiological activation or due to steal. (iii) The variation in form and delay of the hemodynamic response with stimulus load will compromise
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techniques that rely on template fitting and fixed delay functions to detect cerebral activations. (iv) Experimental techniques which vary the stimulus across different phases of the cycle (e.g., stimulating different parts of the visual field) and subsequently link stimulus phase to the fMRI response (phase encoded stimulation—see Sereno et al., 1995) may be confounded by the substantial local phase variations described above. (v) Coherent, large amplitude fluctuations are mainly confined to large vessels but can spread to tissue. Although the frequency of the stimulus paradigm is relatively small in these signals it is not zero and will confound analytical methods which aim to detect a signal at the fundamental. (vi) In a standard ON/OFF design, a considerable amount of information is contained in the quasi harmonic frequency components which can, for example, be used to distinguish between activated regions, diffuse-steal regions, and large blood vessels. A detailed study of the vasomotion signal may provide a new method of detecting pathologies of cerebral blood flow. CONCLUSION We have demonstrated that the EEG/VEP can be compared directly with fMRI by using linear correlation to produce a new time series, a VEPEG. Both VEPEG and fMRI have many features in common: in both, the fundamental frequency is quite tightly locked to the stimulus but higher frequency components are not. The overall picture of our fMRI data suggests that hydraulic flow effects make an important contribution to the ‘‘BOLD’’ signal. We suggest that there are three clearly defined types of fMRI signal corresponding to neurophysiologically active regions, large supply and drain vessels and diffuse regions, temporarily deprived of blood in order to service the needs of the active regions while at the same time maintaining an overall constant flow to the brain. We have shown that the fundamental and harmonic responses are dissociable: the fMRI signal at the fundamental being strongest in the activated regions but almost absent from the supply and drain vessels while the harmonics are largest in vessels but are much smaller in activated regions. The fact that harmonic frequencies occur in the vessels of resting subjects suggests that they are related to cerebral blood flow control mechanisms. Taken together our VEPEG and fMRI data suggest that metabolism/flow are not only the consequence of neuronal activity but may also influence that activity. With hindsight we should not have been so surprised by this result. Had it been possible to do this work 25 years ago then our original hypothesis would almost certainly have been that the EEG would be influenced by



cerebral blood flow rather than be a pure measure of neuronal activation. A great deal of further work is required to verify and clarify the present hypothesis and make use of its predictions. APPENDIX The Construction of VEPEG Series The original EEG time series consists of a five-cycle run of 56 epochs lasting 158 points corresponding to the ‘‘ON’’ period of stimulation followed by 56 epochs again lasting 158 points corresponding to the ‘‘OFF’’ period. The averaged evoked potential is formed by the summation of the 280 on periods to form a VEP spanning 158 points. VEPi, 5i ⫽ 0 . . . 1576 The mean 7VEP8 of this series is obtained and subtracted from VEPi. This is then the template used for linear correlation between the averaged VEP and the original EEG time series. Each of 560 epochs of the EEG series is treated similarly by removing the mean, 7EEG8. The linear correlation coefficient between VEP and EEG is formed by 157
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where the index j labels the time position of the reversal epoch within the complete experiment and runs from 0 to 559. The resulting VEPEG time series represents the variation of linear correlation, sampled at 0.526 Hz. In general this contains large amounts of noise which obscures the longer term trends. This can be removed by using either broad bandpass digital filter or by smoothing over nl successive points. The data shown in this paper were obtained by using the recursive filter described by Lynn (1971) and a running average of 5 to 8 points. The fMRI Time Series Analysis The activation experiment deliberately imposes a definite stimulus periodicity with a definite phase on the subject and thus the brain’s response, as measured by fMRI, can be expected to mimic the stimulus to some degree. The measured signal will, however, contain additional components arising from nonspecific brain activity and instrumental noise. These last two are grouped together and dubbed noise and the components that can reliably be related in frequency and phase to the stimulus are regarded as a signal. This signal can be extracted from the noise by ‘‘phase
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sensitive detection’’ as long as the two do not overlap in frequency. The first stage of analysis is then to establish the frequency components of the response and the noise. This analysis shows that the ‘‘signal’’ is contained in three relatively narrow frequency bands centred on the fundamental fo ⫽ 0.0166 Hz and two bands centred on 2fo and 3fo (see Fig. A1). Noise appears to occupy the intervening frequencies and thus there is no reason to suppose that it is absent from the signal bands. Furthermore there is strong evidence from transcranial Doppler (Diehl et al., 1991) and the invasive work (Moskalenko, 1980) that shows natural spontaneous oscillations in blood flow and blood oxygenation occur with frequencies that completely overlap the frequency regime of our experiments. There is then a question of just how much signal and how much noise is contained in the signal bands. A true null experiment accompanying each and every activation experiment would give us an estimate for instrumental noise but may not provide an accurate measure of the patient’s spontaneous activity at the time of a particular activation experiment. We have adopted an approach to this problem, which, while not completely formalized in rigorous statistical theory, does seem to make intuitive sense. In essence we first identify a finger print in the frequency spectrum that characterizes the signal and then establish a threshold for signal amplitude detection that we use to distinguish signal from noise. Our approach has three steps: (i) The time series from each voxel in brain soft tissue is subjected to a phase sensitive detection analysis using the fundamental frequency fo. This provides histograms of fundamental amplitude and phase. (ii) Complete spectral densities using an FFT (Mathcad) are calculated for each voxel. Averages are taken over those voxels, in expected anatomical locations, which contain the very largest amplitude signals to establish a signal finger print. (iii) The histograms of RMS amplitude distribution with respect to amplitude and phase are analysed to establish a threshold in fundamental amplitude below which the signal finger print cannot reliably be detected in the averaged FFTs. Phase Sensitive Detection Each fMRI time series fMRIi 5i ⫽ 0 . . . . . . 996 is treated in the same manner. The mean, 7fMRI8 and linear trend, are removed. Then a linear correlation between the corrected fMRIi and the trigonometric functions sin (2 ⫻ 0.0166ti ), cos (2 ⫻ 0.0166ti )
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These are the amplitude and phase of one component (the fundamental) of the full Fourier spectrum. Setting a Signal Threshold Figure A1 shows some typical results taken from the ‘‘strong functional load’’ experiment. The distribution of fundamental RMS values found in 1662 voxels of a complete slice, are shown with respect to amplitude and phase on the top row. The amplitude histogram (Fig. A1a) shows a strong peak centered on an RMS value of 1.1 together with a broad tail stretching to higher amplitudes. The phase distribution shows a strong peak centered on 48° with a more diffuse bump centred on 170°. The amplitude distribution is subdivided into three sections low (l), medium (m), and high (h), and the phase angle distributions and spectral densities for each of these subdivisions are shown in second and third rows, respectively. The 91 highest RMS values, contained in the high region (h) are clearly confined to the phase region centered on 48°. The resulting averaged spectral distribution shows the characteristic three peak structure that we call the signal, with maxima at fo, 2fo, and 3fo. The activation maps show that nearly all of these 91 voxels are confined to the posterior region of the slice completely consistent with the brain region V1. The intermediate RMS regime (m), containing 667 voxels, shows a much broader distribution of phases, covering more than 180° and a different averaged spectral density but one which clearly contains maxima at fo and 3fo. These voxels are found distributed, mostly in clumps, right across the slice but predominantly outside visual areas. The lowest RMS
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regime (l) appears to be qualitatively different from the other two. The phase angle histogram is nearly flat and the spectral density shows no evidence of the three peaked signal structure. The slight dip close to fo shows a little less amplitude at the fundamental than that expected from a ‘‘flat noise’’ background, suggesting that the upper edge of the low region (l) has been slightly underestimated. As the edge of the low region (l) is extended to higher RMS amplitudes the three peak structure gradually emerges in the spectral density and the phase distribution acquires its peaks. The lower edge of the high region (h) can thus be taken as an estimate of the threshold for this experiment. Its position in Fig. A1 is at an amplitude of 3.9. Somewhat arbitrarily we have set a threshold of 4 to produce the data shown in Figs. 8 and 9 of the paper. Using this value, there is clear visual evidence of the signal fingerprint in both the averaged spectral density and phase distribution and the resulting averaged time series shows activation in all five stimulation cycles. These three factors taken together provide sufficient evidence that voxels which we mark on our activation maps are in all probability the result of activation. We cannot judge whether or not the excluded region (l) contains weak signals masked by noise, a more sophisticated method of analysis would be required to settle this matter. The RMS amplitude scale in the bottom row of panels in Fig. A1 has been adjusted so that a value of 100 corresponds to a sinusoidal modulation with an amplitude of 1% of the overall MR averaged signal amplitude in soft brain tissue. The flat noise spectrum thus corresponds to an average modulation of about 0.2% of the MR. The total noise contribution, obtained by integrating over all frequencies, is 6 to 10 times this value and thus this corresponds approximately to the largest signals seen in the ‘‘strong functional load experiment.’’ A similar analysis for the ‘‘weak functional load’’ shows approximately the same flat noise floor but a maximum signal amplitude some 2 times smaller. The spectra obtained from amplitude regimes h and m demonstrates the nonlinearity of the hemodynamic response in two ways: (i) there is a clear peak close to 2fo, which a linear system cannot produce in response to a square wave stimulus; (ii) the fundamental to harmonic amplitude ratio decreases with increasing overall modulation amplitude, another sure sign of a nonlinear response. ACKNOWLEDGMENTS This work was supported by the Bethlem and Maudsley Research Fund. The authors are grateful for the scanner time granted for this work and to Mike Brammer for access to the null data. D. H. ffytche is supported by the Wellcome Trust by a Clinical Scientist Fellowship.
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