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Abstract. The aim of our project is to design an algorithm for counting people in public transport vehicles such as buses by processing images from surveillance cameras’ video streams. This article presents a method of detection and tracking of multiple faces in a video by using a model of first and second order local moments. The three essential steps of our system are skin color modeling, probabilistic shape modeling and bayesian detection and tracking. An iterative process is used to estimate the position and shape of multiple faces in images, and to track them in video streams.
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Introduction and previous works



Estimating the number of people in a noisy environment is a central task in surveillance. A real time count can be used to enforce the occupancy limit in a building, to manage transport traffic in real time, to actively manage city services and allocate resources for public events. Our project is to add a counting system for moving platforms such as buses, to an existing on-board digital video recorder, without requiring specific sensors or other equipment. Images are captured using a video camera placed in front of the vehicle entrance and are analyzed to determine the number of people stepping into and out of the bus. Acquisition rate is about 6 frames per second, and the recorder delivers JPEG images with a high compression rate (quality 50). The context of our application and the viewpoint of the camera are so that the scene background is dynamic. Indeed, outdoor scene as seen through windows is different at every bus stop, and there can be moving objects such as cars or other people that we should not count. Then the bus starts again and the background starts moving. The scene also vary much in lighting conditions, according to time of day and vehicle location. Figure 1 shows a sequence from inside a vehicle. People can be viewed from the front and from the side. Finding people in images is a difficult task [1] due to the high variability in the appearance of people. For human detection and tracking for surveillance, various approaches have been proposed in the past years [2, 3]. Background subtraction [5] is often a first step to find objects of interest such as faces. Unfortunately, this approach needs a stationary background, whereas
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c



Fig. 1. original sequence



the background often changes in our application. Interframe motion based approaches [6] do not apply easily for the same reason. Classical template matching methods require the learning of several face patterns [8]. Recent works [9] on template matching deal with variation in scale, pose, or shape, in the context of pedestrian detection. In their acquisition conditions, the great variability of human is dramatically reduced which is not true for our application. Feature based approaches extract invariant structural features from one or more images, and then classify extracted objects with statistical classifiers such as support vector machines [11], neural networks [12], probabilistic approaches [13], or cascades of filters [14]. Features are designed to be invariant to some changes in illumination and pose. Several works use Harr wavelets [14], DCT [15] or local descriptors [16]. However, the most widely adopted feature is skin color [2, 3] since it forms a relatively tight cluster in color spaces, even when considering darker and brighter skins. Color is low level information, which permits fast processing and is robust to changes in pose and illumination. This motivates our approach, which is to count people by finding and tracking faces, using skin color as the main information source. The main problem of methods based on skin color is the determination of a threshold to be used on each pixel for deciding which pixels correspond to skin: this segmentation step gives a binary mask for further processing like clustering. This can lead to information loss if the skin color model is not accurate enough. Our method solves this problem by taking a Bayesian approach and deciding for skin or non-skin at an upper stage of processing, combining skin probabilities information with spatial and temporal information. A similar strategy has been used by [18] for single face tracking. This article presents the main steps of our multiple faces tracking method. The next section deals with how skin probability maps are obtained from the images and skin model. Then the shape model is presented, as well as how it is integrated into a Bayesian framework. Our iterative method to estimate the faces positions and shapes is detailed. Finally some results of face detection and tracking are discussed.
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Skin model



A skin color model is needed in order to detect skin colored pixel in images. Skin chrominance is very specific, as opposed to its luminance. Thus our model is defined in a chrominance color space so that skin pixels can be easily recognized from non-skin pixels. The two-dimensional normalized-rg color space is efficient for this task. It is defined from the original RGB space by: G R , g= R+G+B R+G+B In this color space, skin color can be accurately modeled by a single bidimensionnal gaussian probability distribution, whose parameters are learned from about 160 million skin pixels from the FERET faces database [19], by computing the mean vector and variance-covariance matrix of the sample set. The resulting gaussian probability density function is named gskin , and is applied to each pixel of an image I to obtain a skin probability map SI : r=



SI (i, j) = gskin (I(i, j)) where (i, j) is a position in the image I and I(i, j) is the color of I at this position, in normalized-rg coordinates.



3 3.1



Face shape model and bayesian framework Statistical Modeling



Our face detector is based on a statistical representation of the problem: a face is a skin region, parameterized by its position, shape and orientation. Our tracking application does not need an accurate representation of face shape. A elliptical shape is convenient since it does not require many parameters and is general enough to approximate most face shapes. Let x be a 5-dimensional random variable modeling the position and shape of a skin object, by its first and second order moments:   σx11 σx12 x = (µx , σx ) with µx = (µx1 , µx2 ), σx = σx12 σx22 Our face model can be seen as an ellipse centered in µx with axes defined by covariance matrix σx . This model has been introduced in [18] for one single face tracking using color, whereas our algorithm is designed to track multiple faces. And let z be a random variable representing each observed image. That is to say, the realizations for z are the images where faces are to be detected. The face detection problem then involves computing the probablity density p(x/z), from which we can decide where faces are likely to be in the image. Considering a bayesian framework, the a posteriori probability density p(x/z) is proportional to the product of the observation density p(z/x) by the prior density p(x): p(x/z) ∝ p(z/x).p(x)



p(x) describes all a priori information on expected faces, such as possible faces positions and sizes. This helps the algorithm to avoid detecting arms and legs that are also skin colored. 3.2



Observation density



The observation probability density p(z/x) must now be defined. It represents the probability to observe the image z, knowing that a skin object parameterized by x is present. The number of skin objects in the image is not known, and p(z/x) should allow the estimation of the number of objects and their parameters. Since random variable x is defined as the parameters of only one object, it is 5-dimensional, which is reasonable, but it does not directly allow the estimation of many objects. Thus p(z/x) is defined so that there is a local maximum for each x corresponding to a skin object in the image. The function chosen for the observation probability is the correlation function between the skin map Sz of image z and the bidimensional gaussian gx parameterized by x : Z p(z/x) ∝



Sz (t).gx (t)dt



where t is a bidimensional variable. p(z/x) has local maxima for each skin object in z, with the hypothesis that objects are well separated from each other.



Fig. 2. (a) original image, (b) skin map , (c) local maxima (d) detected objects



3.3



Skin objects detection



From this point, there are several ways to detect the objects in our image, including the exhaustive search of local maxima in the 5-dimensional function x 7→ p(z/x), or sampling algorithms like Condensation [17]. We propose a method that doesn’t require the computation of p(z/x) for all values. The random variable x can be seen as two random variables µx and σx which represent the first and second order moments of the object respectively. The method proposed here estimates µx by using a priori information about σx , then estimates σx for each detected object, using an iterative process.



3.4



First order moment estimation



The detection of the first order moments µx of objects in the image involves an a priori estimation of σx . σm is defined as the average covariance matrix representing a face. With this assumption, the observation density becomes: Z p(z/µx , σx = σm ) ∝



Sz (t).gµx ,σm (t)dt Z



∝



Sz (t).g0,σm (µx − t)dt



The observation density with fixed σx = σm is proportianal to the 2-dimensional convolution product of Sz by a gaussian function with covariance matrix σm , which is an inexpensive computation. Objects’ first order moments are detected by finding the local maxima of the function. 3.5



Iterative second order moment estimation



Suppose that an object x0 is present in the image, with first order moment µx0 . Its second order moment σx0 must be estimated so that p(z/x0 ) is a local maxima. If there is only one skin object in the image, the problem is simply resolved by computing the second order moment of the whole skin map: Z σx20 = (t − µx0 )2 .Sz (t)dt where t is a bidimensional variable. Since the number of objects in the image is unknown, our method is to estimate σx0 by using local moments iteratively. Let R W be a 2-dimensional window defined in the same space as Sz , with W (t)dt = 1. The second order local moment of Sz centered in µx0 is defined as: Z 2 σSz ,W = (t − µx0 )2 .Sz (t)W (t)dt (1) A sequence of local moments is defined as: 



σ0 = 1 2 σn+1 = σS2 z ,g(µx



0



(2) ,α.σn )



where g(µx0 , α.σn ) is the bidimensional gaussian window of first and second order moments µx0 and α.σn respectively, with α chosen experimentally for convergence. As expected, this sequence converges to the second order moment of the skin object. By using local moments, the computation of σx0 is not disturbed by the other objects in the image. The detection of multiple skin objects in the image can then be achieved. Figure 2 shows the results obtained with this method.
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Tracking



Our method for temporal tracking of detected skin objects is tighly related to the recursive method used for the second order local moment estimation. The tracking is composed of a prediction step followed by an observation step for each object. Prediction step During the tracking of a skin object in the video stream, the past estimated positions and shapes are stored and used to predict the next state of the object. Any kind of prediction can be used here. For our application, a constant speed prediction gives good results since people enter the bus with a continuous motion: x ˆt+1 = xt + (xt − xt−1 ) Observation step The observation step corrects the predicted position and shape of the object with respect to the observed image. The gaussian function parameterized with the predicted state defines the window in which the first and second order local moments of the object are computed. This step is iterated by using the previously computed local moments as the parameters of the gaussian window:  µ0 = µpredicted   σ = σ 0 predicted (3) µ = µS ,g(µn ,α.σn )  n+1   σ2 = σ2 z n+1



Sz ,g(µn ,α.σn )



with µSz ,g(µn ,α.σn ) the first order local moment of Sz in the window g(µn , α.σn ), defined by: Z µSz ,g(µn ,α.σn ) =



t.Sz (t).g(µn , α.σn )dt



In this sequence, the σ update step is the same as in equations 1 and 2. This sequence converges to the first and second order moments of each face for the current image.
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Results Faces detection results



The skin model and face detection algorithm have been validated on the Caltech image database, containing 873 images of faces from a total of 9352 images. 95% of the faces were successfully detected, while the false detection rate was 15%. These rates are similar to those (74% to 98%) of other efficient face detectors [2]. Figure 3 presents some results. Images (a) to (d) shows successful results obtained on face images. The color model is robust to lighting intensity variations



as seen in Image (d). Image (e) is an example of detection failure, where observed skin color does not match the skin model. Image (f) presents a case of false detection when non-face objects have a color very similar to skin. Finally, images (g) to (i) are example of images in which there were no face, and no false detection occurred.
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Fig. 3. face detection examples



5.2



Face tracking results



Our tracking method has been tested under real conditions, on video streams from a transport vehicle. We used 3 hours of video and 3 cameras. The acquisition rate was 6 frame per second for each camera. The front camera was the most useful for our people counting application, whereas the other cameras were only



used to validate the tracking method with a different scene. Several bus stops were simulated, with about 15 people getting in the vehicle each time. The total time for all bus stops sequences is about 10 minutes. Experiments in an indoor office under controlled illumination conditions have also been made. 72 persons passed by the camera during 5 minutes, with many people crossings and turn-backs. The acquisition frame rate is 30fps in this sequence.
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Fig. 4. tracking example



Fig. 5. office sequence crossing example



Figure 4 shows an example of tracking of several faces inside a transport vehicle during a stop. Four people were present in this sequence, and were all



tracked successfully. Image (b) includes a false detection of a face, caused by pixels whose color is very similar to skin. Since those pixels are static, this false detection has no effect on the results of a people counting application. Figure 5 shows an example of two people crossing during the office video sequence. The two faces have been tracked successfully. In the middle image, the two faces are very close from each other, but the constant speed prediction step manages to keep track of each face. The middle images also presents an example of false detection: an arm is detected as a face. This can be easily avoided with an appropriate prior probability map describing possible face positions and shapes. It is difficult to describe quantitatively the performance of a face tracker. In the bus video sequences, each person entering the vehicle was present for about 30 images. During these 30 images, the face starts being tracked when it gets close enough to the camera (because small objects are intentionnally discarded by the tracker), and the person is tracked successfully most of the time. Cases were people cross each other are the main difficulty we encountered since it happens that the tracker jumps from a face to the other. This happens when the two faces are very close from each other. The prediction step could be improved to help the tracker avoiding these tracking failures. In a simple counting system, counting rate has an accuracy of 85% on office video, and 90% on video transport. These results have been obtained by counting tracked faces crossing a segment defined manually in image space. Most non-detections were caused by faces passing under the segment or people walking behind another person. False detections were caused by some arms being counted. The office video results are not as good as the vehicle results because there were more people crossing each other. The processing rate is about 2 images/second with unoptimized C code, which is a third of the required rate for real time. This gap could be bridged by deferred processing of images between two bus stops for the counting application.
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Conclusion and Perspectives



The main features of our method are the statistical modeling for detection and tracking and the iterative estimation of shape parameters. Only one parameter is needed: the minimum face size σm used for first order moment estimation. The statistical model is convenient since it helps to avoid thresholding during skin detection, and integrates efficiently several information sources: – prior knowledge such as expected faces position and shape – skin color probability for each pixel – shape probability, modeled by a gaussian function whose parameters are estimated iteratively. Other information sources can be easily added to our framework, as soon as they can be expressed as probability maps. The next step is to improve tracking robustness by learning the trajectories of tracked faces, in order to compute



automatically a probability map for frequently appearing face shapes and positions. This will result in a better prediction step. The skin detection can also be improved by using an adaptive skin model. Trajectography methods could also be included for a more robust tracking in crossing situations.
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