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Feature economy in sound systems* G. N. Clements CNRS/Sorbonne-Nouvelle, Paris Feature economy is a principle of sound systems according to which languages tend to maximise the ratio of sounds over features. The major goal of this study is to conﬁrm the predictions of feature economy at the synchronic level, using an objective sampling technique applied to a genetically and areally balanced sample of the world’s languages. It also shows that feature economy can be used as a tool in phonological feature analysis, and oﬀers voiced aspirates, voiceless sonorants and various types of glottalised sounds as illustrations. Feature economy applies not only to distinctive feature values, but to redundant values of features that are distinctive or phonologically active elsewhere in the system. Feature economy cannot be reduced to a purely phonetic principle of gesture economy, but may reﬂect a general principle of linguistic organisation according to which the active categories of a grammatical system tend to be used to maximal eﬀect.



1 Introduction 1.1 Feature economy Speech sounds tend to occur in series, such as ‘voiced fricatives ’ or ‘front rounded vowels ’; but why? This study argues that FEATURE ECONOMY is a basic organisational principle of sound systems. According to this principle, languages tend to maximise the combinatory possibilities of features across the inventory of speech sounds : features used once in a system tend to be used again. The major goal of this study is to test the * The UPSID-92 database has been an invaluable resource in carrying out this work, and I would like to thank its creator, Ian Maddieson, for helping me with questions at various times. Thanks are also due to Hannah Rohde for assistance in developing computational tools, to Jean-Yves Dommergues for advice on statistical modelling, and to Maarten Mous, Paul Newman, David Odden and Tony Traill for answering questions on language data. I have beneﬁted from comments by Caroline Fe´ry, Andrea Calabrese and a further anonymous reader. Finally I would like to thank participants at the following meetings, especially Elsa Gomez, Gregory Guy, Elizabeth Hume, Jeﬀ Mielke and Curt Rice, for stimulating discussion : the 3e Journe´es d’e´tudes linguistiques ‘ Les universaux sonores ’ (Nantes, 2002), the 4e Journe´es Internationales du GDR ‘ Phonologie ’ (Grenoble, 2002), the 2nd International Phonology Seminar (Porto Alegre, 2002), the 1st Old World Conference on Phonology (OCP 1; Leiden, 2003), the LSA Linguistic Institute (East Lansing, 2003) and the 15th International Conference of Phonetic Sciences (Barcelona, 2003).
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288 G. N. Clements predictions of feature economy at the synchronic level, using an objective sampling technique applied to a genetically and areally balanced sample of the world’s languages. A further goal is to show that feature economy can be used as a criterion to discriminate between competing feature analyses. As an illustration of feature economy, let us examine the three consonant systems in (1) :



(1) Three consonant systems a. Hawaiian: 8 consonants (after Elbert & Pukui 1979) p k m n w l ? h



b. French: 18 consonants (after Dell 1985) p k t b g d f S s v Z z m n ¿ l ¶ j



c. Nepali: 27 consonants (after Bandhu et al. 1971) p t ts k W pH tH tsH WH kH b d dz Ü g b∑ d∑ dz∑ Ü∑ g∑ s H m n (Ω) l,r These systems vary greatly in size and content. Yet each displays feature economy to varying degrees, as is shown by the sounds enclosed in the boxes. In Hawaiian, three manners of articulation (stop, nasal, approximant) cross-classify two basic places of articulation (labial vs. non-labial) to give six supralaryngeal consonants, the theoretical maximum that can be obtained with these categories (2¥3). In French, voicing is fully exploited in stops and fricatives to double the number of obstruents (6¥2). Nepali uses ﬁve places of articulation and four manners of articulation within its stop system to obtain twenty stops (5¥4), with no gaps. Examples such as these are typical, and similar examples can be found in most other languages. It is also typical, however, that not all theoretical feature combinations are realised. For example, Hawaiian has no nasalised h, French avoids palatal stops and velar fricatives and Nepali balks at voiceless or aspirated nasals, even though further economy could be achieved by allowing them. In many such cases, avoided feature combinations can be shown to be



Feature economy in sound systems 289 ineﬃcient from the point of view of speech communication. That is, their articulation is relatively complex, or their auditory attributes are not distinct enough from those of some other sound in the system. For example, the diﬀerence between an oral and nasal h is auditorily subtle, palatal stops require an active retraction of the tongue-blade articulator, and voiceless [N] and [M] are hard to distinguish from each other and from [h], etc. While we therefore ﬁnd exceptions to feature economy, such exceptions normally correspond to functionally ineﬃcient feature combinations which tend to be avoided across languages. It is possible to give a quantitative measure of feature economy. One way of doing this is in terms of a measure called the ECONOMY INDEX. This is simply the ratio of speech sounds in a system over the smallest number of features required to characterise them. Thus, given a system with S speech sounds characterised by F features, its economy index, E, is given by expression (2) : (2) E=S/F The higher the value of E, the greater the economy. Feature economy can be deﬁned quite simply as the tendency to maximise E. This can be achieved either by increasing S or by decreasing F. In other words, we can obtain an increase in economy either by increasing the number of speech sounds in the system or by decreasing the number of features. For example, the economy of the French system could be increased either by adding the sounds [”], [P] or [‰], all of which are characterised by already existing features, or by replacing the postalveolar sounds [S Z ] with the corresponding velar sounds, eliminating the distinctive feature underlying palatality. Let us see how this measure can be applied to the systems shown in (1). (3) contains all and only the features required to distinguish all consonants in each system, following an algorithm described in Clements (2001). Checks correspond to distinctive features and blanks to nondistinctive features. For example, [voiced] is left unchecked for Hawaiian, in which this feature is non-distinctive, but it is present for French and Nepali, in which it distinguishes pairs of consonants like /p/ and /b/.1



1 The features [posterior] and [laminal] are used here and below in the same role as



the traditional features [anterior] and [distributed]. The feature [coronal] is not present in the table since [labial], [dorsal] and [+posterior] are suﬃcient to distinguish all oral places of articulation in these languages. Note that neither [coronal] nor [dorsal] is distinctive in Hawaiian, as non-labial stops are predictably dorsal and non-labial nasals predictably coronal.



290 G. N. Clements



(3) Distinctive features in Hawaiian, French and Nepali consonants Hawaiian French Nepali [sonorant] ß ß ß [labial] ß ß ß [dorsal] ß ß [nasal] ß ß ß [voice] ß ß [spread glottis] ß ß [constricted glottis] ß [continuant] ß ß [posterior] ß ß [apical] ß [lateral] ß 5



total



7



10



Given these features, we obtain the ranking shown in Table I : distinctive features consonants economy index Hawaiian French Nepali



5 7 10



8 18 27



1·60 2·57 2·70



Table I Economy of the Hawaiian, French and Nepali systems compared (economy index=S/F).



All systems show some degree of economy. However, of these systems, Hawaiian is the least economical and Nepali the most. Interestingly, none of these languages comes anywhere close to attaining the theoretical maximum of 2n sounds for a system of n features. This observation illustrates the force of the constraints that disfavour or exclude dysfunctional feature combinations. In this respect, too, these three languages are quite typical.



1.2 Feature economy is not parsimony It is important to distinguish economy in the above sense from its nearsynonym PARSIMONY, since the two terms are sometimes used interchangeably (e.g. by Hockett 1955 : 159–160). Parsimony is a principle which favours small inventories over large ones, all else being equal. Viewed as an analytical criterion (an instance of Occam’s Razor), it tells the linguist not to multiply entities beyond necessity. This is of course good scientiﬁc practice, and applies to all aspects of theory construction. Viewed as a



Feature economy in sound systems 291 constraint on system size, however, it is more dubious. Under this interpretation, speakers would be expected to prefer small inventories to large ones, all else being equal; but in this sense, the principle has never been very seriously maintained. Taken literally, it would predict that languages should prefer Hawaiian-type systems, while in fact, Hawaiian, with its eight consonants, is an atypically low-inventory system (Maddieson 1984). It would also predict that language evolution should lead to massive phoneme mergers, triggered solely by pressure to reduce the inventory, which is also contrary to observation: most phoneme mergers result from articulatory, perceptual and functional considerations, such as the pressure to eliminate marginal, non-salient contrasts.2 Unlike parsimony, feature economy does not require phoneme sets to be small. Instead it favours maximising the number of phonemes that can be obtained by the free combination of a given set of features. Nor does it require feature sets to be small ; it states that whatever their size, they should be used eﬃciently. To see the diﬀerence between these two notions, we can compare the consonant systems of Hawaiian, French and Nepali in terms of economy and parsimony. As we see from the ﬁrst two columns in Table I, Hawaiian is the most parsimonious of these systems and Nepali the least parsimonious, whether we count speech sounds or features. In contrast, as the third column shows, Nepali has the most economical system and Hawaiian the least. Thus in these systems, economy is inversely related to parsimony. 1.3 Feature economy is not symmetry Feature economy is also diﬀerent from the notion of SYMMETRY (or the related concept of PATTERN CONGRUITY) which is sometimes invoked in the earlier literature (e.g. Hockett 1955: 140–142, 158–159, Chomsky & Halle 1968 : 410, 414). This criterion favours analyses that yield the greatest symmetry. For example, the set of four consonants [t k d g] is favoured over systems lacking any one of its members, since [t] is to [k] as [d] is to [g] (Hockett 1955: 140). This principle may sometimes have heuristic value in leading the analyst to useful hypotheses. When unconstrained by feature analysis, however, it reduces to the subjective exercise of lining up phonemes on the page. (For instance, the ‘ symmetry’ of the French consonant system could be increased by putting postalveolar consonants and velar consonants in the same column in (1), in spite of their diﬀerent place features.) This practice can lead to highly abstract and arbitrary analyses, and for this reason it is seldom appealed to in current phonological theory. Its core insight, that languages disfavour ‘gaps ’, can be shown to follow as a consequence of feature economy (see below). To see the diﬀerence between symmetry and feature economy, let us consider the hypothetical systems in (4). 2 For further critique of the notion of parsimony see Hockett (1955 : 159–160).



292 G. N. Clements



(4) Three sound systems di‰ering in symmetry and economy system A system B system C c p t c k p t c k p t b d Ö g b d Ö g b d Ö s f x s S f x s S f Z v v z Z G



k g x



System A is symmetrical and fully economical (E=16/5=3.20) ; the manner features [continuant] and [voiced] are used to maximum eﬀect across all four places of articulation.3 System B is also symmetrical, but it is not fully economical, as [voiced] does not combine with [continuant] (E=12/5=2.40). System C is more economical than B since it obtains more phonemes with the same features (E=13/5=2.60), but it is not fully symmetrical due to the gaps. Thus full symmetry does not necessarily imply full economy (system B), nor does an increase in economy necessarily imply an increase in symmetry (system C vs. system B). The two concepts are quite diﬀerent. 1.4 Feature economy is not representational economy Feature economy is also related to the notion of REPRESENTATIONAL which maintains that features are present in phonological representations only if they are lexically distinctive or phonologically active (Clements 2001). Representational economy does not strictly imply feature economy, since it is applicable to economical and uneconomical sound systems alike. It nevertheless bears on feature economy in that only features that are actually present in representations can be expected to exert economy eﬀects. If representations predominantly contain only marked values of distinctive features, for example, only such values should show economy eﬀects. We shall review the evidence for such a preference in the concluding discussion (§7).



ECONOMY,



1.5 Historical sources and current status of feature economy Feature economy seems to have been introduced by the Dutch linguist A. W. de Groot. His paper ‘Phonologie und Phonetik als Funktionswissenschaften ’, read at the 1st International Phonology Meeting in Prague in 1930, was the ﬁrst to lay out the basic principles of functionalist phonology which were subsequently developed by Martinet and others. Regarding feature economy, de Groot wrote (1931 : 121):4 Eine zweite Hypothese ist diese, daß versucht wird, gewisse mitcharakterisierende Phonemeigenschaften mehr als einmal zu verwenden : ¨ konomie reden. [A second man ko¨nnte hier von einer Tendenz zur O 3 In this paper the term ‘ manner feature ’ is used for convenience to refer to all



features other than place features. No ‘ manner node ’ is implied. 4 Translations here and below are the author’s.



Feature economy in sound systems 293 hypothesis is that there is a tendency to employ certain accompanying phoneme properties more than once ; one can speak here of a tendency toward economy.] By way of illustration, de Groot observed that consonant systems often make repeated use of such properties as occlusion and frication, labiality, dentality and velarity, nasality and orality, and voicing and voicelessness. In later work he characterised feature economy as a principle underlying sound change (de Groot 1948: 192) : We may further take it as a general rule that, ceteris paribus, those phonemes appear ﬁrst and most easily which have only phoneme marks already ﬁguring in the phoneme system. De Groot was inspired by the observation, which he attributed to van Wijk, that new phonemes often enter a system in ‘open spaces’, or gaps, as we would now say. By deﬁning gaps in terms of marks (i.e. as missing feature combinations), he was able to give a more precise characterisation of this principle. Feature economy was further developed by Martinet in Chapter 4 ´ conomie des changements phone´tiques (1955), whose ´ conomie’) of his E (‘ E main points are summarised for English-speaking readers in Martinet (1968 : 480–485). After describing the initial economy achieved by representing the meaningful units of a language in terms of phonemes, Martinet wrote (1955 : 95): Une nouvelle e´conomie est re´alise´e en faisant re´sulter [les phone`mes] de combinaisons de traits phoniques non-successifs, ce qui re´duit encore le nombre des e´le´ments de base. [Further economy is achieved by making [phonemes] result from combinations of non-successive phonic features, which further reduces the number of basic elements.] A feature-based phoneme system is thus more economical than one in which each phoneme involves an entirely unique articulation. But Martinet stressed that features do not always combine freely; he continues : Il ne s’agit pas de n’importe quelles combinaisons, mais seulement de celles qui par leur nature servent au mieux les besoins de la communication. [It’s not a matter of just any combinations, but only those that by their nature best serve the needs of communication.] Feature economy is thus constrained by functional considerations imposed by the nature of speech communication, favouring sounds that are easy to articulate and easy to perceive. Other functional considerations include the need to maintain a minimum ‘ margin of security ’ between auditorily similar phonemes so that they do not become confused. This means that a potential feature combination will be disfavoured if the resulting sound cannot be easily distinguished from another sound in the system.



294 G. N. Clements Martinet proposed several possible motivations for feature economy (1968 : 483) : (i) for the same total of phonemes, they require fewer articulations to keep distinct ; (ii) these articulations, being less numerous, will be more distinct ; (iii) each of them being more frequent in speech, speakers will have more occasions to perceive and produce them, and they will get anchored sooner in the speech of children. In later work, especially in the United States, the notion of feature economy came to be confused with notions of parsimony, symmetry and pattern congruity as discussed above. Even today, these notions are often not clearly distinguished. Nevertheless, feature economy (and closely related ideas) continue to appear in the theoretical literature, though usually not under this name, nor with explicit reference to earlier work. I cite a few recent examples by way of illustration. Lombardi (1994) observes that a voiced vs. voiceless distinction in sonorants is parallelled in many languages by a plain vs. aspirated distinction in obstruents. She argues that this patterning supports the view that voicelessness in sonorants should be analysed in terms of the same feature as aspiration in stops. Her reasoning is that if a language uses [aspiration] as a distinctive feature for obstruents, then ‘it is natural that it should also use this feature for the voiceless sonorants, and it does not complicate the feature system of the language ’ (1994: 151). Here is a direct application of feature economy (though not identiﬁed as such) to a problem in feature analysis. We shall see more evidence in §4 that feature economy provides a powerful tool for feature analysis. In his discussion of inventories, Boersma (1998 : 354) cites feature economy (which he terms the ‘maximum use of available features ’) as guarantor of inventory symmetry. He states that ‘most languages seem to have this kind of economically representable grammars’, but also notes that articulatory and acoustic constraints counteract this tendency. McCarthy (1999 : 235) identiﬁes feature economy (again not by this name) as one of three major arguments for distinctive features : Many languages have no sounds from the set [bdg], but if a language has one of them, it is likely to have all of them. These sounds are all [+voice] º having the full [bdg] set together in a language maximises the cross-classiﬁcatory eﬀect of that distinctive feature. In a study of what are termed ‘segmental modiﬁcations’ (including secondary articulations, phonation types, nasalisation, and aﬀrication), Hinskens & van der Weijer (2003 : 1042) defend the following claim : (5) Hypothesis 1: In segmental inventories types of segmental modiﬁcation occur on a natural class of segments, rather than randomly or on isolated segments. This hypothesis is related to feature economy, since if segmental modiﬁcations occur on all members of a natural class they are being used with maximal eﬃciency. Both principles would be supported, for example, by



Feature economy in sound systems 295 a language in which all consonants have labialised counterparts, since in such a language the feature of labialisation occurs on the natural class of consonants (satisfying Hypothesis 1) and is used maximally in consonants (satisfying feature economy). Notice, however, that Hypothesis 1 would also be satisﬁed by a less economical system in which only a subclass of consonants (such as velar stops) were labialised. Thus Hypothesis 1 presents a weaker claim than feature economy, which requires features to be generalised over all classes of sounds which can theoretically bear them.5 Some linguists have proposed to recognise a principle analogous to feature economy operating at the phonetic level. Maddieson (1995) identiﬁes gestural economy as one of the basic principles structuring phoneme inventories. He writes (1995 : 574) : There is [a tendency] to be economical in the number and nature of the distinct articulatory gestures used to construct an inventory of contrastive sounds, and it is this (rather than a more abstract featural analysis) that underlies the observed system symmetry. Maddieson claims, for example, that it is not an abstract feature of labiality but a particular (and perhaps language-speciﬁc) labial gesture that is generalised across a given sound system. A similar account is suggested by Bybee, who speaks of a ‘strong tendency for speakers to reuse a single set of highly entrenched neuromotor patterns and to substitute members of this set for novel or less common conﬁgurations’ (2001 : 54). In sum, though feature economy (together with related notions) has not disappeared from the literature, for a principle of such widely acknowledged importance it has received surprisingly little attention in recent work. 1.6 Diachronic vs. synchronic applications of feature economy The principle of feature economy was earlier applied mainly to the study of sound change. Martinet observed that isolated phonemes (phonemes which have no counterpart in a given correlative series), such as /x/ in the system in (6), tend to disappear, to acquire correlative partners (in this case, /ƒ/) or to evolve in such a way as to ﬁll gaps in some other series.



(6) f v



s z



S Z



x



Martinet did not systematically explore the implications of feature economy at the synchronic level. However, it is surely desirable to test feature 5 Hinskens & van der Weijer’s principle also diﬀers from feature economy in its use



of phonetic categories (essentially, the ones used to encode the data in the UPSID phonetic database) instead of phonological features.



296 G. N. Clements economy in the synchronic domain, where much data is now available and where hypotheses can be more rigorously evaluated without interference from the confounding inﬂuence of the various forces that make historical sound change open to conﬂicting interpretations. 1.7 Goals of this paper The major goal of the present study is to test the predictions of feature economy at the synchronic level, using an objective sampling technique applied to a genetically and areally balanced sample of the world’s languages. It will present new evidence that feature economy is one of the basic organising principles of sound systems. A further goal is to show that feature economy is a powerful tool in phonological analysis, enabling linguists to discriminate between competing feature sets and feature analyses. The remaining discussion is organised as follows. §2 formulates a central prediction of feature economy, describes the database and presents a method for testing the predictions against the data. §3 applies the method to the study of feature-economy eﬀects in various stop and fricative types. §4 illustrates the use of feature economy as a tool in feature analysis, taking glottal and glottally modiﬁed consonants as the object of study ; it examines voiced aspirated stops (§4.1), voiceless sonorants (§4.2), laryngealised and glottalised sounds (§4.3) and implosives (§4.4). §5 shows that feature economy applies not only to distinctive features, as has been traditionally thought, but to marked values of redundant features as well. §6 compares feature economy with an alternative principle of gesture economy, and shows that feature economy gives a better account of a broad range of facts. Finally, §7 provides a summary and general discussion.



2 Method This section outlines an approach for studying feature-economy eﬀects in sound inventories. §2.1 formulates a testable prediction of feature economy, §2.2 describes the database and §2.3 presents a method for testing feature-economy eﬀects. 2.1 A prediction of feature economy A basic insight underlying feature economy is that speech sounds tend to be composed of features that are used elsewhere in the system. We may test this expectation by formulating it as a prediction that can be tested across a large sample of language. We shall term this MUTUAL ATTRACTION. (7) Prediction 1 A given speech sound will occur more frequently in systems in which all of its features are distinctively present in other sounds.



Feature economy in sound systems 297 To take an example, many languages have a voiced labial fricative, such as [v] or [§], characterised by the features [labial], [+voiced] and [+continuant]. Let us designate such a sound by upper-case V. By Prediction 1, such a sound should occur more frequently in systems in which [labial], [+voiced] and [+continuant] are distinctively present in other sounds. Thus V should be commoner in systems having some other labial, some other fricative and some other voiced sound. At least one member of each of these sets must be present in a system for the condition of Prediction 1 to be satisﬁed. The economy index E of a system is increased if and only if this condition is satisﬁed. Addition of V to any system in which its features [labial], [+voiced] and [+continuant] are already distinctively present will always increase the value of E, since the number of features remains constant. But adding V to a system lacking any one of the three features will introduce both a new unit and a new feature, which always lowers the values of E.6 One speciﬁc prediction, for example, is that V should occur more frequently in systems containing both another labial sound and a voiced coronal fricative, which we may designate as Z. Since systems containing V always have other labial sounds, this amounts to saying that V should be more frequent in systems also containing Z. By analogous reasoning, voiced coronal fricatives Z are expected to be more frequent in systems also containing V. It follows that languages having both V and Z should be more frequent than would be expected on the basis of the overall cross-linguistic frequencies of V and Z. One way of testing Prediction 1, then, is to compare the frequencies of V and Z across languages. A method for doing this will be described in §2.3. In contrast, feature-economy eﬀects should not be observable between featurally unrelated sounds, such as F and a liquid L (the very few features shared by F and L, such as [+consonantal], are likely to be present in a system whether F and L are present or not). Comparisons of F and L (or similarly unrelated pairs) should reveal no patterns of mutual attraction. As already noted, Prediction 1 is in conﬂict with functional constraints which place severe upper limits on how many sounds a system is likely to acquire. If feature economy operated in an untrammelled fashion, a system with n features would have 2n speech sounds.7 In fact, no languages come anywhere near this maximum. French, for instance, with its seven consonant features in (3), has only eighteen consonants instead of the 27=128 predicted by feature economy in its strongest form. The reason for this shortfall is that most theoretically possible feature combinations are in conﬂict with requirements of eﬀective speech production and perception. Thus, for example, the fact that audible friction is diﬃcult to produce in 6 More generally, in any system in which the number of sounds is greater than the



number of features, the addition of one new feature supporting just one new sound will always decrease its economy, while the elimination of a single sound and a single feature will always increase its economy. 7 Or somewhat fewer, if we allow that certain feature combinations are theoretically excluded.



298 G. N. Clements sounds articulated with nasal airﬂow explains the fact that most languages avoid nasal fricatives, even when the combination of nasality with frication would increase the economy of the system (Martinet 1952 : 25). For this reason, the majority of exceptions to feature economy are broadly similar across languages : the great majority of languages exclude nasalised fricatives, voiced ejectives, voiceless vowels and so forth. Only in the case of feature combinations that are only marginally dysfunctional (such as voiced stops or nasalised vowels) do we ﬁnd much cross-linguistic variation. 2.2 The database The database used for this study is UPSID-92, a sample of 451 phoneme systems from the world’s languages (Maddieson & Precoda 1989). This database incorporates most of the earlier inventory of 317 phoneme inventories (UPSID-84) published in Maddieson (1984), which itself draws upon the earlier Stanford Phonology Archive of 196 languages. UPSID92 was selected for several reasons. First, it is the largest database of this type currently available. Given a rough estimate of around 6800 languages currently spoken in the world (Grimes 2000), its 451 languages represent about 6–7% of the total. Second, UPSID-92 was constructed by selecting just one language from each moderately distant genetic grouping (as measured by the distance between North and West Germanic), a procedure which goes a considerable way toward insuring some degree of genetic balance. Third, the use of a computerised database facilitates rapid searches using query languages such as the one packaged with the database itself. Finally, as UPSID-92 is available to the public from the UCLA Phonetics Laboratory, results obtained from it can be readily checked and compared by researchers using diﬀerent theoretical approaches. Nevertheless, as Maddieson (1991a) has pointed out, some caveats are in order. No database is ideal. One problem is that true genetic balance is an unattainable goal, since there is inevitable skewing toward genetic units containing large numbers of languages. Thus, for example, Niger-Congo8 is represented in UPSID-92 by 55 languages, Sino-Tibetan by 21 and isolates such as Basque by only one. Though these three units are genetically independent, Niger-Congo is vastly overrepresented with respect to Sino-Tibetan, and both are overrepresented with respect to Basque. The rationale for including 55 Niger-Congo languages must be that these languages have become suﬃciently diﬀerentiated over time so as to preclude the possibility that existing trends have been inherited from the common ancestor language. However, this is unlikely to be entirely true of relatively stable features, such as place of articulation or voicing in wordinitial position. A related problem is that shared features of geographically 8 This family was formerly known as Niger-Kordofanian, the term used by



Maddieson (1984) ; the older term ‘ Niger-Congo ’ has since been reinstated for reasons discussed by Williamson (1989: 19).



Feature economy in sound systems 299 proximate languages are frequently acquired through contact (as in the case of clicks, shared by geographically adjacent Khoisan and Bantu languages ; see Janson 1991). For such reasons, many trends in the database are best explained by genetic and areal inﬂuences. This means that before concluding that any given trend represents a genuine cross-linguistic generalisation, we must check it for representativity across major genetic units and geographical regions.9 A second problem arises from the fact that the inventories included in UPSID have been compiled by many diﬀerent researchers, who interpret phonetic labels diﬀerently and use diﬀerent theoretical models and criteria in phonemic analysis. No two researchers are likely to agree in all details of any analysis. One major area of disagreement concerns the choice of phonemes. For example, drawing on earlier sources, UPSID lists Ewe as having four nasal stops, even though more recent studies such as Capo (1981) and Bole-Richard (1983) have demonstrated that its nasal consonants are allophones of oral sounds. Another question concerns the choice of the allophone used to code each phoneme; for example, should the Spanish phoneme /b/ be coded as [b], [§] or indeed as the pair [b]y[§] (Simpson 1999) ? Other problems include the wide disagreement and inconsistency among researchers in applying terms such as ‘dental ’, ‘alveolar ’, ‘palatal’, ‘implosive ’, etc., or the sporadic failure to report nondistinctive properties such as apical vs. laminal articulation in anterior coronal sounds (or [+ATR] in mid vowels), which are distinctive in other languages. For such reasons the full normalisation of phonetic descriptions and analyses in earlier sources is an impossible goal. It is sometimes claimed that such inconsistencies or errors will cancel themselves out over the long run, but this is unlikely to be so in all cases. A third problem concerns clerical errors involving miscopying, etc. ; see Basbøll (1985) for a sample of coding errors in the original version of UPSID. In my work with UPSID-92 I have discovered a fair number of further discrepancies between the data and the original sources. Such errors may not be signiﬁcant in the case of broadly based trends, but can become important when generalisations (or exceptions to generalisations) are based on just a few languages. In such cases, the crucial data should be checked against the original sources (see §4.4 for an example). In sum, while UPSID-92 is a valuable tool for research on sound systems, it must be interpreted with care. 2.3 Controlling for genetic or areal skewing To control for genetic or areal skewing, observed trends must be tested across all genetic and areal groups for which suﬃcient data are available. To achieve this, separate tests are currently being run on the eleven units 9 As Maddieson also points out (1991b), the possibility of remote genetic relation-



ships among presently recognised genetic units adds to the problems discussed here.



300 G. N. Clements shown in Table II, all of which contain 20 or more members in the UPSID-92 database. Eurasia Africa Americas Australasia



Indo-European (23), Ural-Altaic (28), Austro-Tai (39), Sino-Tibetan (21) Niger-Congo (55), Nilo-Saharan (23), Afro-Asiatic (26) North American (58), South American (66) Australian (25), Papuan (39)



Table II Language units selected to test for possible genetic skewing. The number of languages in each unit represented in UPSID-92 is shown in parentheses.



Genetic or areal skewing will show up as the restriction of a trend to certain genetic units or contiguous regions. 2.4 Feature coding To test Prediction 1, the phoneme systems of UPSID-92 were coded in terms of a standard model of distinctive features. For this purpose a selection of features has been drawn from the feature sets of Sagey (1990), Halle (1992) and Clements & Hume (1995), which are essentially equivalent as far as the sounds discussed here are concerned. For consonants, these include those shown in (8) : (8) a. one-valued [labial], [coronal], [dorsal], [radical], [spread glottis], [constricted glottis] b. two-valued [sonorant], [consonantal], [distributed], [anterior], [strident], [lateral], [voice], [nasal], [continuant] As this list shows, features are classiﬁed as one-valued or two-valued, depending on their phonological behaviour (Sagey 1990). Feature-economy eﬀects are not tied to the speciﬁcs of the system in (8). This system does not diﬀer radically from the Prague School feature system within which feature-economy eﬀects were ﬁrst detected. The two feature sets share the following characteristics :10 (i) most features are deﬁned in articulatory terms; (ii) most manner features are two-valued ; (iii) most place features are one-valued. Many features are common to both systems. Natural classes deﬁned by the two systems are also very similar. The system in (8) diﬀers from the Prague system mainly in its inclusion of the articulator-based features [labial], [coronal] and [dorsal] instead of more speciﬁc place of articulation features such as labiodental, apicodental and velar. Even with this diﬀerence, however, the systems are easily comparable. 10 Here we distinguish ‘place ’ and ‘ manner ’ features, both distinguished from ‘ major



class’ features, for purely expository purposes.



Feature economy in sound systems 301 2.5 Statistical analysis The basic method used for the evaluation of implicational universals is the comparison of observed vs. expected distributions of selected sounds (Maddieson 1991b). This method is applicable to the study of featureeconomy eﬀects as well. Frequencies of selected sets of sounds are compared in order to determine the number of languages having : (i) each member of the set; (ii) all members of the set; (iii) no members of the set. For example, if two sound types, A, B, are under comparison, the number of languages having A alone, B alone, both A and B and neither A nor B is determined. Numbers are arrayed in contingency tables, and observed values are compared with expected values to test the null hypothesis that the distributions of A and B across the sample are independent of each other. The diﬀerences between observed and expected frequencies are tested for signiﬁcance by the chi square (c 2) test. This test is commonly used to determine whether two characteristics are independent or associated in such a way that high frequencies of one tend to be coupled with high frequencies of the other. It is therefore appropriate here. However, several precautions must be taken in interpreting c 2 test results. 2.5.1 Cells with very small values. First, tables containing cells whose expected values are ﬁve or under must be avoided as far as possible, since in such comparisons one of the assumptions underlying the c 2 test, that the values correspond to a continuous rather than a discrete frequency distribution, is not valid. In cases where such tables must be used, c 2 values should be calculated using Yates’s continuity correction, which yields smaller values and makes a more conservative projection of signiﬁcance levels. Yates’s correction is used in this study on all tables containing cells with values of seven or less. This limitation on the use of the c 2 test raises a problem not only for comparisons involving sounds found in very few languages, but also (perhaps less obviously) for sounds found in nearly all languages, such as voiceless stops, since in such comparisons cells showing the number of languages expected to lack these sounds will usually contain a total of ﬁve or less. However, this problem is only apparent, as it makes little sense to seek feature-economy eﬀects involving these common sound types in the ﬁrst place. Since nearly all languages have them, their cross-linguistic frequency cannot be signiﬁcantly increased by the presence of other sounds ; these segment types are universally favoured, and come for free, as it were. In contrast, less favoured sound types involve a cost, but feature economy predicts they will cost less if the system already has other sounds bearing their features. It is the relations among such sounds that will concern us here. 2.5.2 Covert attractors and subset eﬀects. A more serious problem is that a statistically signiﬁcant association between A and B does not necessarily demonstrate a direct relation between A and B. The association may instead be due to the covert inﬂuence of a third term, C, which is associated with both A and B.
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Figure 1 In (a), an apparent association between A and B (innermost shaded area) is due to the presence of a ‘covert attractor’ C, which is associated with both A and B. In (b), an apparent association between A and B is entirely due to subset A¢.



Such ‘covert attractors ’ can usually be detected by performing a new comparison within the subset of the database from which languages having the suspected attractor have been removed. For example, the UPSID data reveal a weak positive association between voiced stops and voiced fricatives (c 2=4.772, pY0.05). However, further study reveals a strong positive association between voiced stops and voiceless fricatives (c 2=15.312, pY0.0001) and between voiceless fricatives and voiced fricatives (c 2=22.377, pY0.0001). When we restrict our search to the 45 languages lacking voiceless fricatives, the observed number of languages having both voiced stops and voiced fricatives is strictly identical to the expected number (three in both cases). Voiceless fricatives are thus ‘covert attractors ’ between voiced stops and voiced fricatives.11 A related problem is that a positive association between A and B may be due to a subset of A rather than to A as a whole. For example, the positive association between glottals and voiceless coronal fricatives proves to be due just to voiceless H-sounds, a subset of glottals. Such ‘subset eﬀects ’ can be detected by running a new comparison between the suspected subset A¢ (in this case, voiceless H-sounds) and B, and another between the complement of A¢ (voiced H-sounds and glottal stops) and B. If a subset eﬀect is present, the c 2 value and signiﬁcance level of the comparison involving A¢ will be higher than in the comparison involving A as a whole, and the comparison involving the complement of A¢ will prove non-signiﬁcant or negative. These two situations are illustrated schematically in Fig. 1. 2.6 A comparison of V and Z To illustrate this method we may compare the frequencies of voiced labial fricatives V and voiced coronal fricatives Z across the UPSID inventories. 11 One might ask whether it is instead the association between voiceless fricatives and



voiced stops that is spurious, since they have no manner feature in common. Could this association be explained by the covert inﬂuence of voiced fricatives, which share a feature with each? Separate tests show that this is not the case : the association between voiceless fricatives and voiced stops holds even in the subset of the data from which voiced fricatives have been removed ( c 2=7.807, pY0.01).



Feature economy in sound systems 303 In this study upper-case letters are used to designate general sound types as deﬁned by phonological features, and lower-case letters are reserved for speciﬁc phonetic categories. Thus V represents the broad class of voiced labial fricatives, and thus includes bilabial and labiodental fricatives, while [v] represents the voiced labiodental – but not bilabial – fricative. Adding either V or Z to a system already containing the other will almost invariably increase its economy index E. This is because the overwhelming majority of languages have consonants at both labial and coronal places of articulation ; adding a second voiced fricative Z or V to such a system will necessarily increase its economy. This is shown in (9) for typical systems containing the voiceless stops P, T and the voiceless fricatives F, S.



(9) subsystem A P T F S V



subsystem C P T F S V Z



subsystem B P T F S Z



All these systems require the three marked features [labial], [+voiced], [+continuant]: (10) [labial] P vs. T [+voiced] F vs. V and/or S vs. Z [+continuant] P vs. F In the ﬁrst two systems these features yield an economy index of 1.67 (S=5, F=3, S/F=1.67). System C, which adds the missing voiced fricative, thereby ‘ﬁlling the gap ’, achieves an economy index of 2.00. Subsystem C is thus the most economical of the three. The expectation under Prediction 1 (Mutual Attraction), then, is that the voiced fricatives V and Z should be positively associated with each other in frequency due to their shared features [+continuant] and [+voiced]. In other words, more languages should have both V and Z in their consonant inventories than would be expected on the basis of their independent frequencies in the sample as a whole. To test this prediction, a 2¥2 contingency table is constructed as shown in Table III : Z present V



absent



present 110 (57) 37 (90) absent 65 (118) 239 (186) total



175



276



total 147 304 451



Table III Contingency table showing observed frequencies of V (voiced labial fricatives) and Z (voiced coronal fricatives) across languages in UPSID-92. Expected frequencies are shown in parentheses.



304 G. N. Clements This table partitions the UPSID languages into four subsets, corresponding to the four cells. It shows that of the total of 451 languages in the sample, 110 have both V and Z, 37 have V but not Z, 65 have Z but not V, and 239 have neither V nor Z. These are the observed frequencies of each subset. The expected frequency of each cell is calculated on the assumption that the frequency of V or Z in each subset is proportional to its frequency in the sample as a whole (as would be the case if Prediction 1 is false). This frequency, shown in parentheses, is given by (TR *TC)/T, where TR and TC are the row and column totals corresponding to the cell in question and T is the total sample size. Of particular interest is the expected frequency of languages having both V and Z, as shown in the upper lefthand cell. The expected frequency in this cell is (147*175)/451, which (after rounding) gives 57. Since the observed frequency in this cell (110) is higher than this, the association between V and Z is positive. This means that languages having one of these sounds tend to have the other. We next ask whether this association is signiﬁcant. The probability that a given cell value is due to chance (the null hypothesis) is calculated on the basis of the diﬀerences between observed and expected values in all cells (Butler 1985). In Table III the discrepancies are very large and prove to be highly signiﬁcant (c 2=119.203, pY0.0001). We may conclude that the association between V and Z across the sample is not only positive, but signiﬁcantly so. This result conﬁrms Prediction 1 for this pair of sounds. We must still ask, however, whether it could be due to genetic or areal skewing. An examination of the V/Z distribution in each of the eleven units in Table II reveals a positive association between V and Z in nine of them. The other units (Australian, Nilo-Saharan) show neither a positive nor a negative association (only three of the 25 Australian languages have fricatives at all). We conclude that the association between V and Z is not due to the undue inﬂuence of any one group in the sample. Prediction 1 is therefore conﬁrmed at the cross-linguistic level.



3 Results This section applies the method just outlined to several test cases. It ﬁrst shows that manner features tend to generalise across places of articulation, in accordance with Prediction 1 (§3.1). It then examines, and conﬁrms, a second prediction of feature economy, according to which isolated sounds (i.e. sounds containing features not found in other sounds) tend to be disfavoured (§3.2). It ﬁnally examines cases in which feature-economy eﬀects generalise across manner categories (§3.3). 3.1 Feature-economy eﬀects involving manner features Comparisons were made among several pairs of stops sharing all manner features but diﬀering in place, as shown in Table IV. Stops are deﬁned to



Feature economy in sound systems 305 include plosives and aﬀricates. Given that the vast majority of languages have consonants at each major place of articulation (labial, coronal, dorsal), all associations are expected to be positive. a.



P¯ vs. T¯ P¯ vs. K¯ T¯ vs. K¯



b.



B vs. D B vs. G D vs. G



PH vs. TH PH vs. KH TH vs. KH



P’ vs. T’ P’ vs. K’ T’ vs. K’



BH vs. DH B< vs. D< BH vs. GH B< vs. G< DH vs. GH D< vs. G 
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