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Fault detection using state estimation. Application to an electromechanical process S. Bousghiri-Kratz, 0. MalassC, W. Nuninger



Centre de Recherche en Automatique de Nancy, CNRS URA 821 INPL, 2 Avenue de la forst de Haye, 54516 Vandauvre-lts-Nancy Cedex, FRANCE E-mail. { skratz, malasse, wnuninge) @ensem.u-nancy.fr Tel. (33) 83 59 59 59 Fax. (33) 83 59 56 44 ABSTRACT In this paper, we present a method in order to detect and localize sensor or actuator failures. This approach is based on redundancy analysis using data reconciliation. This procedure yields to a simultaneous state and input estimation through a sliding window. Using the concept of standardized least square residuals, residuals can be generated in a number of ways and a corresponding design of fault detection and fault isolation scheme can be presented. We verify the performances of our method on a real electromechanical system (i.e. DC engine). Key-words: Recursive estimation, Analytical redundancy, Unknown Input, Diagnosis, Electromechanical actuator. INTRODUCTION To control any industrial process, we need the knowledge of the operating system state, what requires consistent data. Indeed it would be useless to compute a control input based on erroneous measurements (sensor faults) or if a malfunction occurred in the functional components (actuator and component faults). In generai, faults or failures in complex automated control systems are unavoidable facts that is why quick detection, location and identification are necessary in order to eventually accommodate the system. Nowadays, monitoring is based on system models and analytical redundancy except for expert systems. Any change of the behaviour of the system or in functional relations existing among different process variables allows us to detect sensor or actuator faults. This study presents a fault detection technique based on simultaneous state and input estimation using data reconciliation. We can consider such a problem as: how to rectify process data in order to satisfy their consistency with respect to operating equations which are assumed to be correct ? Then, what conclusion should be drawn from the magnitude of this correction ? The direct formulation of estimation equations leads to a problem of a very great dimension. Moreover, we usually consider all the possible data (i.e. all the past o f the process), what makes the dimension increase indefinitely. Some authors as Zasadsinski [ 171 and Ragot et al. [16] proposed recursive estimation technique for fault detection. For their parts, Janyene [SI and Kratz [9] studied a finite-memory observer. Both approaches restrict the dimension ofthe online reconstruction of measured variables taking the given mathematical model. In the present work, we show how this last method is useful for diagnosis of dynamic systems to detect and localize failures such as sensor biases and actuator malfunctions (see [l]) and we apply it on an electromechanical process with various disturbances and non-linearities. This paper is organized as follows. In section 1, the problem formulation is stated in the case of a finite observation horizon and an “on-line” estimation algorithm for the estimation of the current state and input of the
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process is proposed. In section 2, we describe the electromechanical process. We give a linearized model of this process and we experiment our method. I. ESTIMATION FORMULATION FOR FAULT DETECTION ALGORITHM I. 1. Estimation problem formulation Let us assume that the mathematical model of the system is given, for the observation horizon of size N, by the discrete form: xk+l = A xk + B uk k= 1, ..., N-1 (14 yk = c X k f vk k= 1, ...,N ( 1 .b) zk =DUk+Wk k = 1, ..., N-1 ( 1.c) with Xk, the state vector of dimension n, uk, the control vector of dimension m, Yk, the output measurement vector of dimension p, zk, the input measurement vector of dimension q, v k and wkrthe output and input measurement noise vectors respectively of appropriate dimension. We assume that vk and wk are zero mean Gaussian independent vectors of respectively known constant covariance matrices, V, and V,. We stress on the fact that eq. (1.b) and (1.c) respectively represent the state and control measurements. With regard to the cost, the convenience or technical feasibility, only a few variables are measured in a process. Nevertheless, we might still be able to estimate the values of the remaining variables from other measurements. In that case, it is obvious that all variables should be observable. For a given system, the state space representation (1) is not unique. So we can choose another formulation to determine the observability constraint that we need afterwards. Let us define:
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g = [ A B -In] ; h = 0 D 0
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; e=(:) vk+l



then (1) can be represented by the following equations: gX=Q and Z=hX+e (2) Note that equation (2) is structurally identical with the equations of linear static systems. So all concepts already used for the observability of linear static systems [3] can be applied. Moreover, we will extend equation (2) on a finite time interval of size N. Now, we assume that the complete observability condition is satisfied. Such a condition can be written as: ran
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=2n+m



(3)



with 2n+m the number of unknown variables (i.e. X dimension).
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Let us begin by recasting the estimation problem as a quadratic minimisation problem. If we consider the maximum likelihood, the evaluation balance problem consists in retrieving the minimum value of the following cost function:



Using eq. (10) and (9.b) to eliminate A,we obtain:



2 = P R-'HTV-' 2



(12)



with: P = I(o+m)~.m - R-' MT(M R-' MT)-'M



(13)



where P is the ((n+m)N-m,(n+m)N-m) matrix. with respect to



and i i k that satisfy the constraint:



;(k



A k k + B iik = 0



-kk+l+



k = 1,...,N



(4.b)



In order to define the cost function (4) under a matricial form. Let us create the extended vectors:



XN



where k, and f i i are the estimate of x and U based on the time interval (1, N). We get an extended form of equation (2) on a finite time interval of size (N) by using the following matrices (" . stands for zero block matrices): "
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. . . . VY where M is a (n(N-l),(n+m)N-m) matrix, H a ((p+q)N-q,(n+m)N-m) matrix and V a ((p+q)N-q,(p+q)N-q) matrix. So, JNhas the following expression: 1



A



JN= 3 I1H X - Z
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and the constraint becomes: MX=O (7.b) To solve our problem, the following lagrangian is defined: 1 A L = 2 II H X - Z 1 ;-I



+ AT (M fi )



The procedure can be computed easily, except with the matrices that are to be inverted. Indeed their sizes increase considerably with the related dimension of the process; indeed, for a process described for instance by a state vector with dimension restricted to n = 4, an input vector with dimension m = 2 and observed during N = 100 sampling periods, we obtain a (598,598) matrix for R (eq. (1 1)). So, for an on-line treatment, it is necessary to have an appropriate formalism. Various techniques can be considered such as recursive ones consisting in expressing the estimate at time N as a function of the estimate at time N-1, or a technique using a sliding observation horizon. In the following we give priority to the last technique, because it is especially convenient to on-line treatment as the formalism shows it. 1.2. Estimation on a fixed size sliding window The computation of both estimat of xk and uk is based on dynamic observations in the past and present time. It has been shown 141, Ragot et al. [15] that the filter memory is limited and the estimates can be calculated on only a fixed number of measurements. Indeed, the term in the block that forms the lower limit of matrix P (i.e. eq.( 13)) tends toward zero. The incorporation of the corresponding measurement provides no additional information about i k and fik. Then, it is possible to limit the size of matrix P by only keeping terms that differ significantly from zero. Consequently, eq.(12) can only be used to update the terms located in a window. Its width corresponds to the process memory. We can rewrite the estimation problem based upon this finite window fork from 0 to N such as: (14.a) A



under the constraint: M XNL=0 (14.b) where ZNLis a data window of finite width and L is the number of measurements.



(8)
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where the vector h contains the Lagrange parameters. The first order stationary conditions of the lagrangian are:



(15)
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This problem is identical to the problem (7) and we obtain:
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x=MX=O



2 m = P R-' HTV-' Zm



(9.b)
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When the system is observable, is a full column rank matrix thus it is possible to find a global resolution of problem (9). Our solution is based on the book of Ragot et al. [15]. By premultiplying eq. (9.b) by MT and adding it to eq. (9.a) we obtain:



R 2 - HTV-1



z + MT A = o with : R = H T V 1H + MTM where R is a ((n+m)N-m) order square matrix.



appearing in (6), (11) and (13), with the appropriate dimensions. So, we only need to compute &N.I and ;(N which A are the two latest component value of XNL.If we partition the matrix PR-'HTV-' as: p~



(10)



(1 1)



(16)



The matrices M, H, V, R and P are the same as the ones



- HT 1 V-1



=
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(17)



where the block PLis a (n+m,(p+q)L-q) matrix, we obtain the following estimates of UN.1 and xN.
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[



)= PL ZNL



There is no difficulty to apply the eq. (18) if we assume that the width of the data window L is correctly chosen. It can be shown [4] that if there is no significant change in the new estimate or covariance then, the estimate can be calculated only on the fixed number L of measurements. Note that we start with the initial conditions:



koL = P R-' MTV-' &L (19) Thus the estimation algorithm may be summarized in the following statements:



the actuators, with Az representing any actuator malfunction and wk the actuator noise. Note that A, B and C are the nominal matrices of the system as we do not take into account any parameter variation. We assumed that if one sensor fails then, the actuators are fully reliable and vice versa. Thus the case of simultaneous failures on actuators and sensors is not treated here. So the decision function will only allow a unique isolation of either a single faulty sensor or a single faulty actuator. Then, we would exclude the possibility of simultaneous failures of two or more sensors or actuators. 1.4. Diagnosis



(i) - Determination of the window 's length L (L can be chosen such that the measurements are sufficient).



The redundancy among the measurements can be evaluated for the diagnosis with the general procedure:



(ii) - Computation of the matrix P R-' HTVI (eq. (6), (11) and (13) with the appropriate dimensions). (iii) - Extraction of the PLrow block as shown in eq. (17).



(i) Generation of residuals, i.e. functions that are made oversensitive to the fault.



A



(iv) - &L computation from eq. (19). (v) - For each sample time (for k from 0 to N), computation of h - 1 and ?N (eq. (18)), based on the measured ZNL(eq.



(15)). Note that the steps (i) to (iv) are off-line computed and stored. The estimation error is given by (20.a) rzN.l= ZN-I - D biv-1 (20.b) ryN= Y N - C )2N Let eq. (20.a) and (20.b) have the form:



(ii) Decision concerning the faults and their isolation. If a fault occurs, the redundancy relations are no longer satisfied and one residual r differs significantly from zero. The residual is then used to form an appropriate decision function. The basic idea of the state estimation approach is to estimate the system states and inputs from all the measurements or subsets of measurements. We use the estimation error r (eq. (20)) as a residual for the faults detection and isolation. To analyse these residuals, it was suggested in [ 121 to use a statistic test based on the transformed residual vector defined for the i-th component by: e,(i> =



c)



withF=( D O



r4) F~ rz(i,i)



i = 1,. ..,q



(29.a)



i = 1 , . . ., p



(29.b)



where Vr, and Vr, are the covariance matrices of r, and r, respectively (eq. (26)).



Given that: (23)



(24) with : S = (0 0 ....0 Ip%) where S is a (p+q,(p+q)L-q) matrix. From eq. (18), (21) and (23) we deduce:



The residual vector follows a zero mean normal distribution [ 121 with the error covariance matrix:



where : D = S - F PL (27) Note that Vr, and Vr, are the error covariance associated with both estimates of z and y respectively. Vr, is a q order square matrix and Vr, a p order one.



Besides, the transformed residual vectors e, and ey follow a zero mean normal distribution with unit variance. Then, a statistical test of data inconsistency may be introduced to detect bias. It is also possible to use simpler decision rules such as comparison with a threshold [lo]. It should be noted that the threshold can be determined so that no alarm is given under normal conditions. While a single residual is sufficient to detect a fault, a set of residuals is required for fault isolation. To facilitate isolation, residual sets are usually enhanced in the following way: in response to a particular fault, only a faultspecific subset of the components is non-zero. Such residual-sets will be called structured. A structured set implies that each residual is completely unaffected by a different subset of faults [7]. The question of residual sensitivity is thus a decisive point in the application of FDI schemes based on state estimation and has been of concern in literature ([2]; [ 5 ] ) for a long time.



1.3. Failure models Let us now introduce Ay and Az both additive measurement faults (bias) on the input Uk and output yk. Then, eq. (1.b) and (1.c) become: ~ k D = ~ l + r AZ + wk k = 0,.._, N-1 (28.a) yk= c Xk -I-Ay Vk k = 0, ..., N (28.b) For the control inputs, there is no measurement sensor; but, whereas zk is the control signal, uk is its implementation by
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Frank [6] proposed different schemes for Instrument Failure Detection (IFD) and Component Failure Detection (CFD). In our design, we combine these ideas with the scheme shown in figure 1 to provide a simultaneous state and input estimation. This scheme presents the modified Generalized Observer Scheme by using our estimator. T h e



resulting configuration is then similar to the one quoted above except that additional estimators for actuator failure cases have to be included.



The system configuration in figure 1 is adopted. Each estimator is driven by a different subset of the outputs y and inputs U. It should be noted that we achieve each subset of outputs from different block rows of matrix C.The input vector, diminished by one or more components, represents a different subset of inputs. setlsor fad6



Actuator faults



t



U



U



Y



The decision function for actuator failure can be defined the same way by: 4 4 ) = W I W , a&), sei)}



ti



1.k i#j



j = 1, . . ., p



II,THE ELECTROMECHANICALPROCESS



'J i#k



k = 1, . . ., q



II. 1. Process description The physical process used as a testing bench is an electromechanical plant composed by a DC motor coupled with an axis as shown in figure 2.



Figure 2: electromechanical actuator.



One can meet this kind of process in robotics and machinetools. The DC motor is driven by the input current. The electromechanical process can be described by the following block-diagram in figure 3.



(30.a)



where OR is the logical operator "or" and {c,j(k), cyj(i)} are the logical variables generated by all estimators which are not driven by the j-th sensor. and a(k) = OR {czk(i), Cyk(j)}



(31.b)



The first and second steps correspond to the estimation algorithm (see section 1). The first step will be to compute the off-line steps (i) to (iv) and store them. In the second step, for each sample time, the estimates of the output and input are computed. In the third step, the residuals are coded and in the last step, using the previous coding-sets, the decision function for actuator and sensor failures d,(i) and dJj) are computed for i from 1 to q and for j from 1 to p.



Figure 1:scheme of FJX using estimation



Note that if the observability condition is not satisfied, it is possible to use the decomposition results to unobservable process [3]. If a faulty sensor (i), which does not drive the estimator, fails, then the reconstructed output vector and input vector are correct and both e,(k) and eJj) equal zero for all k and all j except j equal i. On the contrary, if the sensor (i) drives the estimator, all estimates are wrong, e,(k) and er@ differ significantly from zero for all k and j. A complete FDI system usually includes another set of residuals which is designed to detect actuator failures. Let us consider all the estimators which are driven by different subsets of outputs and by a complete measurement input vector decreased by the i-th component, then uk(i) is considered as an unknown input. If the i-th actuator fails and if the i-th component of the input vector is deleted, the reconstructed output vector and input vector are correct and both e,(k) and eyU)equal zero for all j and all k except k equal i. From this perspective, we can exhibit the coding-sets corresponding to the state of the residuals. We associate logical variables cz and cy respectively with e, and q.Then a value " 1" will be assigned to a fault sensitive residual, and a value "0" to a fault insensitive residual. So let us define: ~(i) = OR {Czj(k), cyj(i)}



i = 1, . . ., q



(30.b)



where{ C,k(i), CykU)} is generated by all estimators which are not driven by the k-th component of the input vector. The j-th output yo) does not appear in so), then, if s(j) takes the value "l", this implies that one sensor (i) with igj or one actuator has failed. Since we assumed that only a single sensor could have failed, then the j-th sensor cannot be suspected. One may then define the decision function for the sensor failure as: i = 1, . . ., p (31.a) ddi) = AND {S(i>,so), a(k)l



Figure 3: block-diagramof the electromechanicalactuator



J, and J, are the motor and load shaft inertia respectively.



The state variables are the motor shaft velocity Rm,the elastic torque A0 and the load shaft velocity Q. Both motor and load viscous friction coefficients are respectively F, and F, respectively. ka is the motor torque constant. k, is the coupling rigidity coefficient. The gear ratio is denoted N. The main disturbances and non-linearities are due to backlash (NLl), Coulomb frictions (NL2) and elastic coupling between the motor shaft and the load shaft. The state space linearized model of the plant is given by: X = A X+Bs US y=cx+v



ji where AND is the logical operator and,



SG) is the logical complement of so'). If ds(i) takes the value "l",this implies that s(i) = 0, s(j)=l (i.e. the j-th sensor cannot be suspected for j =1 to p except j =i) and a(k) = 1 (i.e. the k-th actuator cannot be suspected for k = 1 to 4). Therefore, we can conclude that the i-th sensor has failed.



+ Bd d



where x is the state vector, U the control input (i.e. the current I), d the external disturbance and y the measured output. Only the first and third state variables (R,, R,) are measured. The external disturbance d is due to Coulomb frictions and load reactions. The nominal matrices of the state space linearized model are given by:
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-13.3333 -7854.1666 0 0 -1 0 456.9697 0



]



0



Bu=E]=F],Bd=[



]and.=[



01]=[



-



0



1 0 0 I]



-12.1212 4



We used an H, control law, with integrator, based on normalised coprime factor plant [14]; MalassC et al. [13]. To apply our method, we consider the model in the following form: X=Ax+Bu,



y=Cx,



B = [ B , Bd] ; ]:[=U



and



I



6



5



time (sec) Figure 5: Load speed measurement and its estimation by E12 estimator.



z=Du



; D = [ O 11



11.2. Experimental results In the following table, we present all the possible configurations concerning the choice of the remaining measurements. The first column shows the different estimators which can be used, for example E l u shows that the estimator is driven by the input U and the first output. For the columns two to three, “Yes” indicates that the measurement of the concerned variable is taken in the estimation procedure. The 4-th column indicates whether the process is observable or not (see section 1).
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3 4 5 6 time (sec) Figure 6 Motor speed measurement ant its estimation by E12



Figure 7 Control measurement k t i;s estimation by E12



A failure is introduced as a constant bias on the current measurement. We first implement this failure on the sensor measurement at time 2 sec. Note that we choose a 20% fault. Secondly, we implement a 40% fault on the actuator measurement at time 2 sec. We only consider the cases which respect the observability constraint of the process (figure 5).
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0 1 2 3 4 5 6 time (sec) Figure 8: Load speed measurement and its estimation by E2u
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Figure 4: general scheme for FDI



Figures 5 to 7 describe the output and input measurements (black curves) and estimations (grey curves) for the fault actuator. We just present the results for the estimator E12. Figures 7 to 9 describe the output and input measurements (black curves) and estimations (grey curves) for the fault speed sensor. Only the results for the estimator E2u are presented in the following.
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time (sec) Figure 9: Motor speed measurement and its estimation by E2u
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So, from the above residuals, we can conclude that a failure occurred. But, in both cases (single fault sensor or actuator), we need the calculation of all residuals to isolate the fault sensor or actuator. We associate a logical variable with each ones. Then a value “1” will be assigned if the residual is fault sensitive and a value “0’otherwise.
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15



One of the advantages of this method is that it can be applied to processes with very limited observability. Moreover, it is easy to implement. Unfortunately the achievable quality for the practical applicability of FDI systems based on analytical redundancy greatly depends upon the quality of the model. Future research should therefore concentrate on the sensitivity to process parameter variations.
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time (sec) Figure 10:Control measurement and its estimation by E h
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Figure 11: Normalised residuals between the control measurement and its estimation by the estimatorE12
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Figure 12: Normalised residuals between the motor speed measurement and its estimation by the estimator E2u.



In the following coding-set, the table represents the fault codes of actuator and sensor 1. From this table we calculate the decision function to isolate the faulty component. sensor 1



actuator



E12 Elu E2u



1 1 1 1



1 1 1 1



1



CONCLUSION In this paper w e developed a method to determine a simultaneous state and input estimation for failure detection in dynamic systems. Then, the detected faulty sensor or actuator is automatically isolated. W e applied this method on a testing bench composed by an electromechanical process (a DC motor driven by the input current).
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