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ii Abstract Finite fields have great applications in various areas as cryptography, that is why it is important to have fast ways of computation to manipulate them. A first approach developed in this report lies in representing integers of the field using floating-point numbers, which lead to efficient computations. Operations in our case are done by restricting the characteristic p of the field to a floating-point mantissa: p − 1 < 2M −1 . Taking advantage of error-free transformations on modern architectures, one can manage quite large finite fields exactly with floating-point arithmetic. After returning back to the basic of floating-point numbers, we introduce slightly different approaches to compute the dot product in an efficient way. In a second part, we have the same calculations done in a Residue Number System (RNS) over both integer and floating-point numbers. We show how this system can be efficient for well-chosen basis and present experimental results. Finally, we discuss how we parallelized our algorithms on a GPU card.



R´ esum´ e Les corps finis ont des applications particuli`erement int´eressantes dans beaucoup de domaines comme la cryptographie, et il est important d’avoir des modes de calculs rapides pour les manipuler. La premi`ere approche choisie consiste ` a repr´esenter les grands entiers du corps dans des nombres flottants sur lesquels les calculs sont efficaces. Les calculs sont conduits en limitant la caract´eristique p du corps `a une mantisse flottante: p − 1 < 2M −1 . En utilisant des algorithmes de transformations exactes sur des architectures r´ecentes, on voit qu’il est possible de g´erer des corps finis relativement grands de mani`ere exacte. Apr`es un rappel sur l’arithm´etique flottante, nous pr´esenterons dans ce rapport deux m´ethodes l´eg`erement diff´erentes pour le calcul du produit scalaire de deux vecteurs chacune visant `a r´eduire le temps de calcul. Dans un deuxi`eme temps, nous montrerons comment les mˆeme calculs peuvent ˆetre fait en arith´etique flottante et enti`ere en utilsant un syst`eme modulaire de repr´esentation des nombres (RNS). Nous montrons que ce syst`eme peut s’av´erer tr`es efficace pour peu que la base soit choisie correctement. Finalement, nous exposons comment nous avons parall´elis´e nos algorithmes sur GPU.



¨ Sammanfattning Andliga kroppar har intressanta till¨ampningar i flera omr˚ aden, s˚ asom kryptografi, och det ¨ar viktigt att snabbt kunna utf¨ora ber¨akningar f¨or att manipulera dem. Tillv¨agag˚ angss¨ attet som utvecklas i denna rapport g˚ ar ut p˚ a att representera element i kroppen genom att anv¨anda flyttal, vilket leder till effektiva ber¨ akningar. Ber¨akningarna ¨ar utf¨orda genom att begr¨ansa karakt¨aristiken p av kroppen till en flyttalsmantissa: p − 1 < 2M −1 . Genom att anv¨anda exakta transformationer p˚ a modern arkitektur, kan man hantera stora ¨ andliga kroppar exakt med flyttalsaritmetik. Efter en genomg˚ ang av flyttal, kommer vi att introducera ett n˚ agot annorlunda tillv¨agag˚ angss¨att f¨or att ber¨akna skal¨arprodukten p˚ a ett effektivt s¨ att. I en andra del, har vi samma ber¨akningar som gjorts i en Residue Number System (RNS) ¨over b˚ ade heltal och flyttal. Vi visar hur detta system kan vara effektivt f¨or v¨al vald bas och presenterar experimentella resultat. Slutligen diskuterar vi hur vi parallelliserade v˚ ara algoritmer p˚ a en grafikprocessor (GPU).
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Introduction 1.1



Introduction



Finite fields have an important place in computational algebra. They happen to be the basic representation to solve many integer problems. Generally, every problem about integers may be reduced to several smaller instances of the same kind of problem over finite fields. Once solved, small solutions are put together to reconstruct the solution to the initial problem. Among those problems, one can quote integer system solving, polynomial factorization or integer determinant calculation. Theoretically, finite fields are also of intrinsic use particularly in error correcting codes or cryptology, for instance with the factorization of large integers or discrete logarithm computations. In all of these areas, linear algebra gets involved and heavy calculations are generally needed. That is why there exist totally dedicated routines called BLAS (Basic Linear Algebra Subprograms) which provide standard building blocks for performing basic vector and matrix operations. These routines can be categorized in three different levels. The Level 1 BLAS performs scalar, vector and vector-vector operations, the Level 2 BLAS performs matrix-vector operations, and the Level 3 BLAS performs matrixmatrix operations. Because the BLAS are efficient, portable, and widely available, they are commonly used in the development of high quality linear algebra software. As an example, one can mention the project LinBox [7], which is a library for exact, high-performance linear algebra computation with dense, sparse, and structured matrices over the integers and over finite fields. In linear algebra, the most crucial operation happens to be the succession of a multiplication and an addition (r ← a × b + y). Omnipresent in BLAS implementations, this operation called AXPY (or fusedmac) is commonly seen as atomic and has recently been introduced in floating-point units of modern processors. The dot product consists in a succession of this operation on vector elements. This general idea allows a good use of pipelines in the case of floating-point calculations, but when working in the finite field Fp (also denoted Z/pZ), p being a prime number, the needed modular reduction after each fused-mac operation is really affecting performances, since it adds operations and possibly conditional branches. From this observation, one would avoid and delay modular reductions as much as possible. Since we are limited by the machine precision, we won’t be able to represent natively arbitrary large fields but with some considerations on floating-point arithmetic, one could extend what has been done in some previous work [6] (see 1.4). As mentioned in the first paragraph, finite fields may as well be a means to solve bigger problems. Let n be an integer and In an instance of a problem with parameter n. Ideally, In is divided in multiple instances Ip1 , . . . , Ipk , where p1 , . . . , pk are the primes of the prime decomposition of n. Each smaller
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instance leads to a solution and once all solutions are known, it is usually possible to reconstruct the solution of the initial problem In . Theoretically, this is made possible thanks to the Chinese Remainder Theorem. In our case, we are already working in a finite field so that applying the same decomposition is not possible; we are rather providing a way to compute more efficiently the smaller instances. However, a similar idea would be of great use to speed-up performances. If we could instantiate the calculation of dot product in the prime field on the same computation on smaller instances, we could enhance the time of calculation. We develop this idea in Chapter 3, where we describe the idea of residue number system. This underlying idea of splitting the computations in several parts leads us to think about a way of computing in parallel. Nowadays, most of processors have more than one single core, so that it is possible to have them all working at the same task simultaneously. Moreover, in our particular case, it is quite natural to think about the dot product as a parallel mechanism: we would trivially parallelize the summation. We look deeper into this in Chapter 4 where we use General-Purpose computation on Graphics Processing Units (GPGPU) to parallelize the dot product. Traditionally functionalities of GPU have been quite limited. In fact, for many years the GPU was only used to accelerate certain parts of the graphics pipeline. Some improvements were needed before GPGPU became feasible, but now it can perform computation in applications traditionally handled by the CPU.



1.2



Problem



Let p ≥ 3 be a prime, and (ai ), (bi ) two vectors of N scalars of Z/pZ. We want to compute the dot product of a and b in Z/pZ: N X a·b= ai bi (mod p). i=1



1.3



Assumptions on floating-point arithmetic



An important part of this report is based on floating-point arithmetic to manage integers of the field. We will devote the whole Chapter 2 to this, but we will be working under a few assumptions for this particular arithmetic: 1. We use floating-point numbers in either single (float), or double (double) precision to represent Z/pZ integers. 2. If M is the size of the mantissa in the chosen precision (either 24 or 53 according to IEEE 754 standard), we limit p to p − 1 < 2M −1 . (1.1) Any integer of the finite field Z/pZ could then be represented exactly. The term M − 1 is necessary rather than just M to be able to sum exactly at least two integers in the field without introducing a rounding error. 3. In all this report, we will assume the rounding mode to be rounding to zero. This is needed in the following to ensure the error to be non-negative in applications of error-free transformations. 4. In accordance with the last edition of IEEE 754 standard (August 2008), we assume that a fusedmac is available on the targeted platform. We will refer to it as FMA.
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Notations We denote by F the set of all floating-point numbers in the chosen precision. The operation ◦ ∈ {+, −, ∗, /} on a, b ∈ F equals a ◦ b in R and is rounded to fl(a ◦ b) in F (assume b 6= 0 if ◦ = /) . fl can thus be seen as an non-injective application on R into F. We note either Fp or Z/pZ the finite field of cardinal p. For x ∈ F, ufp(x) will be the unit in the first place of x and ulp(x) the unit in the last place of x [17]. We will give definitions and properties about ulp and ufp later on. Related to floating-point arithmetic, one cannot avoid precision, heavily depending on computer architecture. Then, we will refer to machine precision as u = 2−M +1 , because we chose rounding toward zero.



1.4



Context and previous work



There have been some work related to the computation of the dot product in a finite field, for instance Jean-Guillaume Dumas did it in [6] but the general hypothesis was not strictly the same. He assumed the prime p on the field to be such that λ(p − 1)2 < 2M , for λ ∈ N∗ . His approach consists of limiting the prime characteristic of the field to avoid an overflow in the calculation of a product. Under this hypothesis, if ai and bi are in Z/pZ, then ai bi would be at most (p − 1)2 so that λ of such double products could be summed together without any modular reduction, except at the very end to get the final result in Z/pZ. This technique can be used with both integer and floating-point numbers, with a different M value according to the chosen precision. For instance, for M = 64, working with integer numbers and prime modulo p = 40009, a dot product of vectors of size lower than 264 /(40009 − 1)2 ≈ 1010 will always be computed exactly, without any overflow during the calculation. A single modular reduction is needed at the very end, to get the final result in Z/pZ. The naive algorithm when reducing modulo p at each step is defined with this model when λ = 1. This behavior happens to be the worst case of the algorithm, but allows to reach the highest representable finite fields. Again, for M = 64 bits integers, the biggest p √ indeed needs to be smaller than 264 = 232 . Any bigger prime would introduce overflow and thus errors in computation. In this same paper, Jean-Guillaume Dumas introduces as well a slightly different approach around the λ term where he lets the overflow occur in the summation. In the previous paragraph, the basic idea was to reduce modulo p each time the theory tells us an overflow may occur: that is, every λ. The improvement of this method he called division on demand, is to let the overflow happen. Then, once the partial computed sum overflowed, we need to detect and correct it. Suppose that we have added a product ab to the accumulated result t and an overflow has occurred. The variable t now contains a wrong value, but we know it, it equals to t − 2m since we are in m-bit precision. To correct the accumulated sum, we need to add the correction value c = 2m (mod p), which can be precomputed once and for all. In this report, we want to generalize the work of Jean-Guillaume Dumas on the floating-point representation of numbers. We aim at extending the range of possible prime to compute the dot product. Indeed, this is quite frustrating not to be able to choose a prime p as big as the available precision. To do so, we relaxed the square in his hypothesis to get only p − 1 < 2M −1 . We will discuss later on why we introduce M − 1 rather than just M , but basically, this new hypothesis will change totally the way calculations will be done, since a lot of overflow would now occur, starting with products. Basically, an element of the finite field Z/pZ can be represented using only one floating-point number, but when it comes to a product, one has to use two of them, to virtually extend the precision. The
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product is not represented in one piece, but as an unevaluated sum of two floating-point numbers. We refer to so-called methods as error-free transformations (Section 2.2), since a number is transformed into an exact sum of two floating-point numbers. A higher precision can then be reached. More generally about floating-point arithmetic, most of previous papers were focused on rounding mode to the nearest. Rounding is crucial when calculating with floating-point numbers; we will discuss that in the next section. Even if at first glance, this mode would allow a better precision, our approach uses rounding toward zero. As explained later on, we change the default rounding mode to get only non-negative numbers. Note that rounding toward zero behaves as a truncation of the fractional part.



1.5



Outline of the report



We divided the report in chapters: the first following one – Chapter 2 – deals with floating-point arithmetic, whereas Chapter 3 tackles Residue Number System and its particular arithmetic and Chapter 4 the parallelism. The next section (Section 2.1) described floating-point arithmetic and Section 2.2 all error-free transformations used in our algorithms (see 2.2.1 for a definition). There are basically three of them: the sum of two numbers (see 2.2.2), their product (see 2.2.3) and the binary Euclidean division of an element (see 2.2.4 and 2.2.5), that is an exact transformation which computes both the remainder and the quotient in the division by a power of 2. We present our first method to compute the dot product under the assumption that λ(p − 1) < 2M −1 in Section 2.4. In the last section dealing with floating-point arithmetic, we present a different approach to avoid any reduction modulo p in the main loop of the dot product. It has been made possible under the assumption that vectors a and b do not exceed 2M/2 in size (see Section 2.5). Finally (Section 2.6), we will compare together the two methods detailed in this report. Chapter 3 is dedicated to Residue Number System (RNS), where we will present the theory and how we solve our problem with it. Basically, once the theory has been set, the way we instantiate the problem only depends on the choice of the basis used. Generally dealing with integers, we will discuss of the possibility to replace integer representation of numbers by floating-point numbers to allow the use of BLAS routines. The whole Chapter 4 is dedicated to the parallelization of computations using Graphics Processing Units (GPU). For this section, we use the CUDA technology [19] on a nVidia card C1060. After an overview of the technology, we will discuss how relevant this mode of computation is and present the performances of algorithms of Chapter 2 and Chapter 3 on this architecture.
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Floating-point arithmetic 2.1 2.1.1



Floating-point arithmetic Generalities



The term floating-point refers to the fact that the radix point (decimal point, or, more commonly in computers, binary point) can float; that is, it can be placed anywhere relative to the significant digits of the number. This position is indicated separately in the internal representation, and floating-point representation can thus be thought of as a computer realization of scientific notation. Over the years, several different floating-point representations have been used in computers; however, for the last ten years the most commonly encountered representation is that defined by the IEEE 754 Standard (see section 2.1.4). The advantage of floating-point representation over fixed-point and integer representations is that it can support a much wider range of values. The floating-point format needs slightly more storage to encode the position of the radix point, so when stored in the same space, floating-point numbers achieve their greater range at the expense of slightly less precision. The speed of floating-point operations is an important measure of performance for computers in many application domains. It is measured in flops, and we use this unit in this report as well to evaluate the efficiency of our algorithms. Definition 1. For floating-point numbers a and b and ◦ ∈ {+, −, ×, /}, let c = a ◦ b exactly (assuming b 6= 0 if ◦ = /). Let x and y be consecutive floating-point numbers with the same sign as c such that:|x| ≤ |c| < |y|. Then, the floating-point arithmetic is called faithful if fl(a ◦ b) = x whenever c = x and fl(a ◦ b) is either x or y whenever c 6= x.



2.1.2



Accuracy and rounding



Even if floating-point numbers look like real numbers, they are not. Floating-point numbers of F form a subset of R and because of physical limitations, one can not represent a infinite amount of numbers like R. It’s clear that if x ∈ F then x ∈ R, but the other way is wrong. The value π ∈ R but we cannot represent all its digits in a floating-point number, which has as finite amount of digits: π ∈ / F. What we can do though, is imagine F as a discrete set such that every real number x would have a faithful representant in F. Clearly, F inherits from the classical ordering of R and leaving apart underflow and overflow particular situations, we have: ∀x ∈ R,



∃(a, b) ∈ F2



s.t. a ≤ x < b.



(2.1)



To be faithful (Definition 1), one needs to choose between a or b for the floating image fl(x) of x. Action of choosing is called rounding and introduces errors in computations. A first choice may me
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rounding to the nearest one would choose between a and b regarding the magnitude |x − a| and |x − b|. Roughly, if x is in the first half of [a, b], then we choose a, otherwise, we choose b. If x is exactly half-way of a and b, then we choose the even one among a and b. One also refers to this tie-breaking method as rounding tie to even. Let us note (x) this rounding of x. A second choice may be the one according to a fixed direction. Those rounding methods are known as directed rounding. In this report, we use rounding toward zero on non-negative numbers. In this particular case, fl(x) is chosen to be the greatest floating-point number smaller than x. If we assume all numbers to be non-negative in (2.1), fl(x) would be a. We will note ◦(x) this rounding mode. Depending on the chosen precision, one cannot represent the same numbers. Thus, we generally introduce the machine precision u for the chosen rounding mode. This same value is also called machine epsilon or macheps. It is the difference between 1 and the smallest exactly representable number greater than one. It gives an upper bound on the relative error due to rounding of floating-point numbers. We then define the unit in the last place (ulp) and unit in the first place (ufp) of floating-point numbers. Unit in the last place is the gap between two very close floating-point numbers. To be exact: ulp(x) is the gap between the two finite floating-point numbers closest to the value x, even if x is one of them (Kahan’s definition) [17]. As for the unit in the first place [24], we define it as follows: ( 0 if x = 0, ∀x ∈ R, ufp(x) = (2.2) blog |x|c 2 2 if x 6= 0. For x ∈ R, the value ufp(x) denotes then the weight of the most significative bit in the representation of x. Following the definition, we state a property (Theorem 2). Generally speaking for rounding, (x) is a better approximation of x in F because they can differ by as much as half a ulp(x) in the worst case: x = (x).(1 + ), || < 2−M . With rounding toward zero, ◦(x) can differ from x up to ulp(x), so that x = ◦(x).(1 + ), 0 ≤  < 2−M +1 , but x would always be larger than ◦(x). In the first case of rounding to the nearest, one notices that the round-off error is in a symmetric interval centered around zero. In rounding toward zero, the round-off error is always non-negative. For our task, we preferred this property to the better accuracy of the rounding-to-nearest mode.



◦(x) = fl(x) ∈ F



x



(x) ∈ F



Figure 2.1: Rounding modes for x ∈ R+



2.1.3



Definitions and properties



As a discrete and finite subset of R, F comes with some properties. In the following, we define concepts of predecessor and successor, as it can be defined in N. This is possible because of the discrete and ordered nature of F.
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Remark 1. In the following, one assumes no underflow nor overflow occurs. Definition 2. Let x be in R. The predecessor of x noted pred(x) and the successor of f noted succ(x) are defined by: pred(x) = max {f ∈ F | f ≤ x} ,



succ(x) = min {f ∈ F | x < f } .



With this definition, we have: ∀x ∈ R,



pred(x) ≤ x < succ(x)



and if x is a floating-point number of F, then: ∀x ∈ F,



pred(x) = x



∀x ∈ F,



succ(x) = pred(x) + ux = (1 + u)x



Theorem 1. Let x ∈ F and y ∈ F such that 0 ≤ y < ux. Then: fl(x + y) = x. Proof 1. Both x and y are supposed to be non-negative. If y = 0 nothing has to be proved. Assume then y > 0. We have: x < x + y < x + ux, so that: x < x + y < (1 + u)x. Because x is in F, pred(x) = x and succ(x) = (1 + u)x. Hence: pred(x) < x + y < succ(x). Rounding leads to: fl(x + y) = ◦(x + y) = x.



Theorem 2 (By Rump [24]). Let x ∈ R. We have: ufp(x) ≤ |x| < 2 · ufp(x). Proof 2. For x ∈ R∗ , by the definition of the floor function, we have: blog2 |x|c ≤ log2 |x| < blog2 |x|c + 1, so that: 2blog2 |x|c ≤ |x| < 2blog2 |x|c+1 . By (2.2), the definition of ufp(x), this can written as: ufp(x) ≤ |x| < 2 · ufp(x).



Floating-point arithmetic Name Type Size Binary32 Single 32 bits Binary64 Double 64 bits



8 Mantissa 23+1 bits 52+1 bits



Exponent Unit roundoff (→ 0) 8 bits u = 21−24 ≈ 1.92 · 10−7 11 bits u = 21−53 ≈ 2.22 · 10−16



Interval ≈ 10±38 ≈ 10±308



Table 2.1: The binary32 and binary64 formats are the single and double formats of IEEE 754-1985.



2.1.4



IEEE 754



The IEEE Standard for Floating-Point Arithmetic [11] – IEEE 754 – is the most widely-used standard for floating-point computation, and is followed by many hardware – CPU and FPU – and software implementations. Many computer languages allow or require that some or all arithmetic to be carried out using IEEE 754 formats and operations. The current version is IEEE 754-2008, which was published in August 2008 and among others, the standard defines arithmetic formats, rounding algorithms and operations. Since the beginning, two precisions have been mainly used, namely simple (binary32) and double (binary64) precisions (see Table 2.1). Newly arrived into the IEEE 754 standard, the fused-multiply-add (FMA) operation used in this paper improves a lot the performance of dot product computation. This is a common operation that computes the product of two numbers and adds that product to an accumulator: a ← a + b × c. Basically, we take advantage of this operation because a + bc is computed to infinite precision, and just rounded once at the end to return fl(a + bc).



2.1.5



Arithmetic



Definition 3. For positive integer M and β > 1, the M -digit β-radix floating-point numbers are those numbers of the form x = mβ k , where m and k are integers and |m| < β t . We usually standardize nonzero numbers in choosing m and k such that β t−1 ≤ m. With such a choice, β k is ulp(x). Remark 2. In all this report, the chosen radix β is 2, so that digits are bits. Let ◦ be a floating-operation and a, b ∈ F. Generally speaking, a ◦ b cannot be represented because the precision of F is not enough. Thus, we introduce a rounding of this operation with fl(a ◦ b). Priest showed in [22] that when rounding to the nearest, the roundoff error is a floating-point number. This property is not trivial but will be used a lot in the following for error-free transformations (section 2.2). When rounding toward zero, this result generally does not hold, except in special cases. In the following, we tackle this issue for two operations: addition and subtraction. Firstly, we will show that when adding two positive floating-point numbers, then Priest’s property is true. The result is wrong without assuming the positiveness of numbers. This is easy to show: consider floating-point arithmetic in base 10 with 4 digits. In this case, 1000 · 106 and −1 are both floating-point numbers. Summing them up leads to the exact result 999999999 = 9999 · 105 + 99999. The floating-point
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result would then be fl(999999999) = 9999 · 105 and the exact roundoff error 99999, which cannot be represented exactly since there are five digits. It has been proved (proof 6) that in our positive case, the roundoff error is still an element of F. As for subtraction, a case where no error is committed had been suggested by Sterbenz [25]: Theorem 3 (Sterbenz). If a and b are floating-point numbers of F such that: b ≤ a ≤ 2b, 2 then the result computed by fl(a − b) is exact. That is: fl(a − b) = a − b. Proof 3 (Priest in [22]). Without loss of generality, assume a > b > 0. This implies ulp(a) ≥ ulp(b), so both a and b are in ulp(b)N, and so is a − b. The hypothesis of theorem states a ≤ 2b so that a − b ≤ b, hence a − b is in ulp(b)N but not larger than b. a − b is then a floating-point number and fl(a − b) = a − b. In others cases, when numbers are too far from each other, one cannot compute exactly their difference. A bit more general are the three following properties for the exact subtraction: Theorem 4. If a and b are non-negative floating-point numbers of F such that 0 ≤ a ≤ b and fl(b − a) = b − a exactly, then: ∀c ∈ [a, b] ∩ F, fl(c − a) = c − a. Proof 4. 1 Assume fl(b − a) = b − a exactly. By Sterbenz’s result (Theorem 3), we have fl(c − a) = c − a exactly for all c ∈ [a, 2a]. So we may assume without loss that b > 2a, and we only need to prove fl(c − a) = c − a exactly for c ∈ (2a, b]. Observing b 6= 0, one can write: b = m2k ,



with



2M −1 ≤ m < 2M .



By hypothesis, fl(b − a) = b − a exactly, hence b − a is a M -bit number, positive, and we may write as well: b − a = n2j , with 2M −1 ≤ n < 2M . As a < b/2, we have b − a > b/2, and j = k or j = k − 1. Now introducing the predecessor b0 of b, note that b = b0 + ulp(b0 ); hence: b0 − a = b − a − ulp(b0 ) = n2j − ulp(b0 ). If ulp(b0 ) = ulp(b) = 2k , then clearly b0 −a is a M -bit number. The only possibility is that ulp(b0 ) = 2k−1 , but this can happen only if b = 2k+t−1 , in which case we must have j = k − 1, and again b0 − a is a M -bit number. In either case, then, by faithfulness we must have fl(b0 − a) = b0 − a exactly. Now repeating the preceding argument with b replaced by b0 , we conclude inductively that fl(c − a) = c − a exactly for all c ∈ (2a, b], which ends the proof. 1



More details in [22]
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Theorem 5. If a and b are non-negative floating-point numbers of F such that 0 ≤ a ≤ b and c = fl(b−a), then we have: fl(b − c) = b − c exactly. Proof 5. 2 Let c = fl(b − a). If a ≥ b/2, then by Sterbenz’s result (Theorem 3), c = b − a exactly; therefore b − c = a and by faithfulness: fl(b − c) = b − c exactly. Suppose instead a < b/2. Let a0 the predecessor of b/2 and note that b − a0 is the smallest M -bit number not less than b/2. We have a ≤ a0 , thus by faithfulness: c ≥ b − a0 ≥ b/2. Sterbenz’s result (Theorem 3) on this leads to: fl(b − c) = b − c exactly, which ends the proof.



2.2 2.2.1



Error-free transformations Definition



Definition 4. Let ◦ be an operation in {+, −, ×, /}, a and b be two floating-point numbers, and x ˆ= fl(a ◦ b), with b 6= 0 whenever ◦ = /. The elementary rounding error in the computation of x ˆ is: y = (a ◦ b) − fl(a ◦ b) that is the difference between the exact result and the computed result of the operation. In particular, for ◦ in {+, −, ×}, the elementary rounding error y belongs to F when rounding to nearest, and is computable using only the operations defined within F. Thus, for ◦ in {+, −, ×}, any pair of inputs (a, b) ∈ F2 can be transformed into an output pair (ˆ x, y) ∈ F2 such that a◦b=x ˆ+y



and



x ˆ = fl(a ◦ b).



Ogita et al. [20] call such a transformation an error-free transformation (EFT) because no information is lost. More information about error-free transformations might as well be found in [4, 8, 12, 14, 15, 20]. We will now present the most common error-free transformations, which we will use in our algorithms. There are basically three different operations: addition (2.2.2), multiplication (2.2.3) and a particular case of division (2.2.4 and 2.2.5).



2.2.2



Exact sum of two floating-point numbers when rounding toward zero



TwoSum algorithm suggested by Dekker [5] is correct when rounding mode is to nearest. Here, we are in the particular case of non-negative floating-point numbers and show that this exact sum enables us to compute exactly the roundoff error term during summation of those numbers. Thus, Dekker’s algorithm holds for this subset of numbers, as discussed by Priest in [22]. Theorem 6. Let s and e be the result of TwoSum-toward-zero applied to a and b. We have: a + b = s + e, s = fl(a + b), 0 ≤ s ≤ a + b, 0 ≤ e ≤ us. 2



More details in [22]
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Algorithm 1 — TwoSum-toward-zero Parameters: a, b ∈ F such that a, b ≥ 0 Result: s ∈ F and e ∈ F such that a + b = s + e if a < b then swap(a, b) end if s ← fl(a + b) d ← fl(s − a) e ← fl(b − d) return (s, e)



Cost 3 flops and 1 test. Proof 6. 3 Let a and b be positive floating-point numbers. Without loss of generality, assume a ≥ b. If b = 0 then clearly the algorithm produces c = a, and d = 0, which sum correctly to a so that the proposition holds. Assume then a > 0. Let s = fl(a + b) as in the algorithm and define r the roundoff error in this computing: r = a + b − s. (2.3) Because we work with non-negative numbers, the roundoff term r may be represented in F. This point is generally wrong when dealing with non-positive floating-point numbers (see example above). Here, we then have r ∈ F. Let d = fl(s − a); hence, from the observation (2.3) of r, we have s − a = b − r ∈ F so that fl(s − a) = s − a exactly. Finally, e = fl(b − d) computes the exact roundoff error in the first summation a + b, that is: b − d = b − s + a = r exactly. Hence, e = r.



2.2.3



Exact product of two floating-point numbers



Algorithm 2 — TwoProductFMA Parameters: a, b ∈ F such that a, b ≥ 0 Result: x ∈ F and y ∈ F such that ab = x + y x ← fl(ab) y ← FMA(a, b, −x) return (x, y)



Theorem 7 (see [18]). Let x and y be the result of TwoProductFMA applied to a and b. We have: ab = x + y, 3



x = fl(ab),



0 ≤ x ≤ ab,



0 ≤ y < u · ufp(x),



0 ≤ y < ux.



For the general case of two floating-point numbers when rounding to the nearest, see Priest’s proof in [22].
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Cost 2 flops. Proof 7. 4 Because a and b are floating-point numbers, each with M signicant bits at most, their mathematical product ab requires at most 2M bits. When rounding ab down toward zero, one truncates the last M digits, so that the floating-point result fl(ab) and the exact mathematical difference ab − fl(ab) (which exists abstractly but is not yet computed) can be represented by two floating-point numbers with M digits each. Hence, the exact mathematical difference requires only M bits. Thus, ab − fl(ab) happens to be a floating-point number with at most M bits, which rounding to M bits leaves intact. Consequently, FMA produces the exact result ab − fl(ab): y = FMA (a, b, −fl(ab)) = ab − fl(ab). Therefore, ab = fl(ab) + (ab − fl(ab)) = x + y exactly. The chosen mode of rounding by truncation implies the floating-point result to be at most the exact result: fl(ab) ≤ ab, thus 0 ≤ x ≤ ab. Because y is the round-off error in the rounding of the floating operation x = fl(ab), the truncation imposes: y < u · ufp(x) and ufp(ab) ≤ fl(ab) ≤ ab, hence: 0 ≤ y < u · ufp(x) ≤ u · ufp(ab) ≤ ux.



2.2.4



Exact separation of one float into two



Suggested in [10] and quoted in [24] by S. Rump, this algorithm splits a floating-point number into two non-overlapping others.



Algorithm 3 — ExtractScalar Parameters: a ∈ N ∩ F, and σ = 2k , k ∈ N, σ ≥ a Result: x ∈ N ∩ F, y ∈ N ∩ F such that a = x + y q ← fl(σ + a) x ← fl(q − σ) y ← fl(a − x) return (x, y) Theorem 8. Let x and y be the result of ExtractScalar applied to a ∈ N∩F and σ ∈ F, σ = 2k , k ≥ M . We have: a = x + y, 0 ≤ y < uσ, 0 ≤ x ≤ a, x ∈ uσN.



Cost 3 flops. Proof 8. The idea behind this splitting method is to use the rounding mechanism of the floating-point unit. Set to be toward zero, the rounding behaves the same way as a truncation. In terms of bits, the M -bit string a is divided in two strings s1 and s2 which do not overlap such that the concatenation s1 +s2 4



This proof is largely inspired from the proof in [18].
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equals a. As subparts of a, both bit-strings s1 and s2 are in F. If a = 0, the result x = y = 0 is obvious. We assume then 0 < a ≤ σ. Like in the algorithm, let q = fl(a + σ). We have σ ≤ q ≤ a + σ ≤ 2σ, so that: σ ≤ q ≤ 2σ. 2 By Sterbenz’s result (Theorem 3), we get: fl(q − σ) = q − σ.



(2.4)



Hence, x = q − σ exactly. Let δ be the error of truncation in the first summation: a + σ = q + δ. Note that in this equality δ ≥ 0 because rounding is directed toward zero. q = fl(a + σ) ≤ a + σ.



(2.5)



Moreover, the sum of the two positive numbers a and σ leads to an error δ, which is a floating-point number as well: δ ∈ N ∩ F. With this, a − x = a − q + σ = δ, and thus: fl(a − x) = fl(δ) = δ. This last equality means y = fl(a − x) = a − x ∈ N ∩ F. All in all, a = x + y with x, y ∈ N ∩ F. With (2.4) and (2.5), we have: q − σ ≤ a, which means: x ≤ a. x is non-negative since q ≥ σ. As a ≥ x, we have: y = a − x ≥ 0. Moreover, the rounding of the first sum force: δ < u.ufp(a + σ), which leads to δ < uσ. Then, 0 ≤ y < uσ. Finally, we know that q ∈ u · ufp(q) N, and by q ≥ σ, we have ufp(q) ≥ σ, so that q ∈ uσN. In a same way, σ ∈ uσN, so that q − σ ∈ uσN. From (2.4), if follows that x ∈ uσN.



2.2.5



Binary Euclidean division



The previous algorithm ExtractScalar is an error-free transformation of a ∈ N ∩ F, so that its transformation has been written in a traditional way x + y. But one could write the same result as: a = x + y = quσ + r,



q ∈ N,



0 ≤ r < uσ,



with x = quσ



and



y = r.



Written this way, the algorithm computes the Euclidean Division of a by uσ. One could then write a more general algorithm, without assuming our current hypothesis: k ≥ M . Theorem 9. Let (q, r) be the result of BinaryEuclideanDivision applied to a ∈ N and σ ∈ F, σ = 2k , k ∈ N. If σ ≥ a, then we have: a = qσ+r with q ∈ N, 0 ≤ r < σ.
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Algorithm 4 — BinaryEuclideanDivision Parameters: a ∈ N ∩ F, a ≥ 0 and σ = 2k , σ ≥ a Result: q, r ∈ N ∩ F, such that a = q σ + r σ 0 ← σ/u [q 0 , r] ← ExtractScalar(σ 0 , a) q ← q 0 /σ return (q, r) Cost 5 flops Proof 9. Let σ 0 = σu−1 . Since σ ≥ a, we have σu−1 ≥ au−1 ≥ a. Needed preconditions for ExtractScalar are then fulfilled. Let (q 0 , r) be the result of ExtractScalar. By the previous theorem, we have: a = q 0 + r, 0 ≤ r < u σ 0 , 0 ≤ q 0 ≤ a, q 0 ∈ uσ 0 N. That is : a = q 0 + r,



0 ≤ r < σ,



q 0 ∈ σN.



And q 0 ∈ σN implies that there is a q ∈ N such that q 0 = σq.



2.3



Reference algorithm based on GMP



The reference is the well-known library GMP [9], which manages arbitrary large integers. Initially, we used version 4.3 of GMP. New version 5.0 has been released recently and is said to be more efficient. In order to be as consistent as possible, we kept version 4.3 to share a same point of comparison between all parts of this report. Computing the dot product in the finite field is done into two phases using GMP: first, the accumulation of ai bi ; second, a unique reduction modulo p. The actual algorithm we implement is detailed in Appendix A.1. Remark 3. For reference algorithm, measured performances for implementation do not take into account memory-related – malloc and free – needed operations.



2.4



First method: λ-algorithm



Assumption We strengthen the general hypothesis (1.1) on the prime p. Suppose there exists λ ≥ 1 such that: λ(p − 1) < 2M −1 .



(2.6)



Remark 4. The main interest in this assumption lies in delaying reductions modulo p, which are heavy computations for the processor. Under this hypothesis, one can add λ integers of Z/pZ without exceeding 2M . So, rather than dividing by p at each step in the dot product, one can delay the reduction and divide only N/λ times.
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First of all, we state the proof of the computation, the algorithm computing the actual dot product will be exposed later on.



Notations l = blog2 (p)c,



(2.7)



and: u = 2−M +1 .



(2.8)



Note that by definition of l, we have: l = log2 (ufp(p)). Then 2l = ufp(p). We use the notation u for machine precision.



2.4.1



Proof



From (2.7) and (2.2), we have: l ≤ log2 (p) < l + 1, thus: 2l ≤ p < 2l+1 , and because p ≥ 3 is prime: 2l < p < 2l+1 . In terms of ufp, one can write: ufp(p) < p < 2 · ufp(p). For p − 1, we obtain: (2l − 1)2 < (p − 1)2 < (2l+1 − 1)2 . So: 22l ≤ (p − 1)2 ≤ 2l+2 (2l − 1). Assume equality in (p − 1)2 ≤ 2l+2 (2l − 1), we then have: 2 log2 (p − 1) = l + 2 + log2 (2l − 1). With integers, this means: 2blog2 (p − 1)c = l + 2 + blog2 (2l − 1)c. Because p is odd, ufp(p − 1) = ufp(p) = 2l , thus blog2 (p − 1)c = l; consequently, equality never occurs. We then have: 22l ≤ (p − 1)2 < 2l+2 (2l − 1). We will know distinguish two cases regarding the value on the modulo p, whether p2 can be represented in one float or not. Let i such that 1 ≤ i ≤ N .



Case 1: 2l > M In this case, the product ai bi may exceed M bits because one float is not enough to represent p2 , but two would. Applying the error-free transformation TwoProduct, one can deduce (Theorem 7): ai bi = hi + ri ,



hi = fl(ai bi ),



0 ≤ hi ≤ ai bi ,



0 ≤ ri < u · ufp(hi ).



Note that all numbers are non-negative and the rounding mode that had been chosen is toward zero. That’s why the floating-point hi is less than (or equal to) the exact value ai bi .
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ai < 2l+1



bi



bi < 2l+1



ai b i 2M



M



0 l = blog2 (p)c



2l



We now use an observation linking field elements and the value of l. Let x ∈ [0, 2l+1 ]. Regarding in which half of [0, 2l+1 ] x lies, we can derive a value of Z/pZ, with a simple correction of 2l . ( 0 ≤ x ≤ 2l =⇒ x ∈ Z/pZ, l+1 ∀x ∈ [0, 2 − 1] ∩ F, 2l < x < 2l+1 =⇒ x − 2l ∈ Z/pZ.



0



2l



x ∈ Z/pZ



l



x − 2 ∈ Z/pZ



0 ≤ x ≤ 2l



2l+1



2l ≤ x < 2l+1



Case 1.1: ri > 0 Here, the product ai bi cannot be represented on less than M bits so we need two floating-point numbers. Then r is not null and we have: 0 < hi ≤ ai bi ≤ (p − 1)2 . Since hi < 22l+2 , we get hi ≤ 22l+2 − 1 so that ufp(hi ) ≤ 2l + 1. Finally: 0 < hi < 2l+2 (2l − 1), 0 < ri



2s3 so that ulp(hi ) > 2s1 . Once we split hi into two pieces αi + βi0 , one can split βi0 into two others. This is done by calling ExtractScalar on βi0 with parameter σ = 2s4 −1 . This results in: βi0 = βi + i , 0 ≤ βi < u σ, 0 ≤ βi ≤ βi0 , βi ∈ uσN, hence: βi0 = βi + i ,



0 ≤ i < 2M ,



0 ≤ βi ≤ βi0 ,



βi ∈ 2M N.



(2.17)



Again, ExtractScalar on error term during the multiplication ri with parameter σ = 2s3 −1 gives the decomposition: ri = γi0 + δi , 0 ≤ δi < u σ, 0 ≤ γi ≤ ri , γi0 ∈ uσN, so that: ri = γi0 + δi ,



0 ≤ δi < 2s1 ,



0 ≤ γi0 ≤ ri ,



γi0 ∈ 2s1 N.



(2.18)



All in all, one has: ai bi = hi + ri = αi + βi0 + ri = αi + βi + i + ri = αi + βi + i + γi0 + δi With (2.16), (2.17) and (2.18), we have ulp(hi ) = ulp(αi + βi + i ) = ulp(i ) because αi > βi > i . Thus, ulp(i ) > 2s1 . Moreover, i < 2s2 so bits of i are localized between 2s1 and 2s2 . As for γi0 , it is the same. Either γi0 > 0 in which case bits of γi0 are localized in the same interval as i , either γi0 = 0 and there will have no problem in summation. Then one can say γi0 and i are in the same quarter, so one sums them together: γi = γi0 + i .
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Finally: ai bi = αi + βi + γi + δi . And (2.16), (2.17), (2.18) give: αi = Ai 2M +s1 , βi = Bi 2M , γ i = Ci 2 s1 , for some Ai , Bi , Ci ∈ [0, 2s1 ], so that: ai bi = Ai 2M +s1 + Bi 2M + Ci 2s1 + δi .



∀i ∈ [1, N ], And: a·b=



=



N X



ai bi



i=1 N X



Ai 2M +s1 + Bi 2M + Ci 2s1 + δi







i=1



= 2M +s1



N X



Ai + 2 M



i=1



N X



Bi + 2s1



i=1



N X



Ci +



N X



i=1



δi



i=1



Each four sums can be added together without rounding errors, because: ∀X ∈ {A, B, C, δ},



N X



Xi ≤



i=1



N X



2s ≤ N 2s ≤ 2s 2s ≤ 2M .



i=1



Without any reductions modulo p until now, we have the equality in Z/pZ: M +s1



a·b=2



N X



Ai + 2



M



N X



i=1



Bi + 2



i=1



s1



N X i=1



Ci +



N X



δi



(mod p).



(2.19)



i=1



which can be easily computed under our general hypothesis (1.1) by considering the remainder in Z/pZ of each eight pieces.



Case 2.1: α = 0 and β > 0 (see Figure 2.8) In this case, 2s2 < ufp(hi ) < ss3 , so we need to cut hi with a new parameter σ, smaller than 2s5 −1 . Discarding the previous result of the splitting, one gets a new one with ExtractScalar on hi with σ = 2s4 −1 leading to: hi = βi + γi0 ,



0 ≤ γi0 < u σ,



0 ≤ βi ≤ hi ,



βi ∈ uσN,



hi = βi + γi0 ,



0 ≤ γi0 < 2M ,



0 ≤ βi ≤ hi ,



βi ∈ 2M N.



hence: (2.20)
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ai bi hi



β



γ0 γ



2M



ri



3M/2



M



 M/2



0



Figure 2.8: Splitting of ai bi when α = 0 and β > 0.



To get the full decomposition in four quarters, one needs to apply ExtractScalar on γi0 with σ = 2s3 −1 : γi0 = γi + i ,



0 ≤ i < u σ,



0 ≤ γi ≤ hi ,



γi ∈ uσN,



γi0 = γi + i ,



0 ≤ i < 2s1 ,



0 ≤ γi ≤ hi ,



γi ∈ 2s1 N.



so we have: (2.21)



This last equation ends the process of splitting and finally, with two applications of ExtractScalar, we have: ai bi = hi + ri = βi + γi0 + ri = βi + γi + i + ri . Because in this case, we had 2s2 < ufp(hi ) < ss3 , the remainder ri is such that ri ≤ uhi < uss3 = 2s1 . So that both i and ri are in [0, 2s1 ]. We define δi = i + ri ∈ [0, 2s1 ]. Then: ai bi = βi + γi + δi . (2.22) This last statement (2.22) is similar as (2.19) in the general case, except that Ai = 0.



Case 2.2: α = 0 and β = 0 (see Figure 2.9). Here, we even have ufp(hi ) < 2s2 . This means that all significative bits of hi are between 0 and M . The result of the multiplication ai bi did not go over the mantissa, so that ri = 0 and one just has to split hi in two parts with ExtractScalar and σ = 2s3 −1 : hi = γi + δi ,



0 ≤ δi < u σ,



0 ≤ γ i ≤ hi ,



γi ∈ uσN,



hi = γi + δi ,



0 ≤ δi < 2s1 ,



0 ≤ γ i ≤ hi ,



γi ∈ 2s1 N.



so we have: (2.23)
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ai b i hi



γ



2M



3M/2



M



δ



M/2



0



Figure 2.9: Splitting of ai bi when α = 0 and β = 0.



Finally in this case: ai bi = hi = γi + δi We have the same relation as (2.19) with both Ai and Bi equal to zero. All in all, we get four column-vectors of N scalars with at most M/2 bits each. With the hypothesis (2.15) of the size of input vectors, one can sum those four vectors exactly (see Figure 2.10). Hence, each
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Figure 2.10: One sums up the four vectors



four sums is stored exactly in one floating-point number, which can then be reduced modulo p to get the final result.
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Cost



In the worst case, within an iteration i, one needs three calls to ExtractScalar, which needs 3 flops each to be performed. Added to the additional 2 flops needed for the computation of the product and the computations of the sums of the four vectors (5 flops), this makes a total of 16 flops at each iteration. Then, in the worst case, one would need 16N + O(1) flops to compute the dot product a · b in Z/pZ. This cost is then linear with N as we will see it later on.



2.5.4



Algorithm



The algorithm 6 (see Appendix A.3) is the implemented algorithm for this method. There is no reduction modulo p in the main loop.



2.5.5



Results



This (α, β, γ, δ)-algorithm has been tested in the same environment as the previous one: an Itanium 2 processor with FMA. Compiled with gcc -O3 -mtune=itanium2, timing results are presented in figures 2.11, 2.12 and 2.13. On Figure 2.11, we plotted one curve for both algorithms: GMP and (α, β, γ, δ). Timing results have been measured for all couples (p, N ), with log2 (p) ∈ [10, 52] and N ∈ [103 , 107 ]. Both curves are (almost) planes because the cost of the dot product computation is linear in the entry, namely the size N of the vectors for a fixed p. This cost is 16N + O(1) in our case. On Figure 2.12, we plotted the same data but in a slightly different way. We computed the ratio of GMP timings to show for which couples (p, N ) our method is faster than GMP. When the timing ratio (α,β,γ,δ) is greater than 1, it means GMP took more time to be computed than our algorithm. So for all points of the curve greater than the constant plane equals to 1, our algorithm is faster. On this figure, clearly, this is wrong for every small sizes of vectors. Whatever the finite field is, GMP is faster when the vectors are relatively small (the blue part). Otherwise (the red part), our method is about 155% faster. On the last Figure 2.13, the same ratio is plotted, but just in the plane. Easier to read, it shows the same results as the previous figure. Note that even the smallest ratio for the smallest values of N is greater than 1. That is to say, in the worst case, our method is as good as GMP.



Figure 2.11: Timing comparison between GMP and (α, β, γ, δ)-algorithm for couples (p, N ), N ∈ [103 , 107 ] and log2 (p) ∈ [10, 52]. GMP results are the higher plane.
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Figure 2.12: Timing ratio=



GMP for N ∈ [103 , 107 ] and log2 (p) ∈ [10, 52]. (α, β, γ, δ)



Figure 2.13: Timing ratio=



GMP for N ∈ [103 , 107 ] and log2 (p) ∈ [10, 52]. (α, β, γ, δ)
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Comparison of λ- and (α, β, γ, δ)-algorithms



At this point, we detailed two algorithms to compute the dot product under particular assumptions and then measured their respective performances separately. In this last section, we compare these two methods together to determine ranges of parameters where each one is optimal. To do so, we used previous data, mixed them and plotted them. On Figure 2.14, both algorithms are shown and λ-method is the one at the bottom. As discussed in a previous section, this method involves slowness for biggest primes p. On the next two pictures, we show a comparison between the two algorithms. To do so, we introduce λ the ratio of timings, = f (log2 (p), N ). (α, β, γ, δ) On Figure 2.15(a) and Figure 2.15(b), we represented the three-dimensional timing results for quotient. This way, we can see in which cases each algorithms is the best. On Figure 2.15(b), one can clearly see that for the biggest prime p, the quotient is smaller than 1. In those cases thus, λ-algorithm took more time to be computed, and then the (α, β, γ, δ)-algorithm was faster. In all others cases, the difference is positive, and λ-algorithm is better.



Figure 2.14: Timing comparison between λ- and (α, β, γ, δ)-algorithms detailed previously, for N ∈ [103 , 107 ] and log2 (p) ∈ [10, 52].
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(a)



(α, β, γ, δ)-algorithm = f (log2 (p), N ) λ-algorithm



(b) Projection of the surface of (a)



Figure 2.15: Timing comparison between our two methods: [103 , 107 ] and log2 (p) ∈ [10, 52].



(α, β, γ, δ)-algorithm for N ∈ λ-algorithm
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Residue Number System 3.1



Introduction to Residue Number System



Before getting into residue arithmetic, one needs to understand the context it evolved in. Arithmetic uses numbers to perform operations on them, but there are many ways to write the solution of an operation. For instance, human beings usually prefer to use radix 10 representation, like 123 or 1024 rather than radix 3 or 8. This is more common and more handy for us. On the other hand, computers manage radix 2 numbers; that is to say, they write and manipulate numbers with only 0’s and 1’s. This is more handy for them since it sticks better to how they are built, with electrical connections and gates. All these ways of manipulating numbers are based on a positional notation. In base-10 (decimal) positional notation for example, there are 10 decimal digits and the number 1024 can be written as: 1024 = 2 × 104 + 0 × 103 + 2 × 101 + 4 × 100 . In base-2, this same number is simply 1024 = 210 . Linking with the previous chapter, we could add a decimal point to this notation, so that this system can be extended to include fractions and the decimal expansions of real numbers. From this premise, one could naturally imagine that there are other systems to represent numbers. A old and famous one was used in the ancient Rome is the Roman one. The Roman numeral system is decimal – that is base-10 – but not directly positional and does not include a zero: XXVIII for instance. Modern Arabic way of writing numbers facilitates arithmetic and this explains why this system is now widely used. A similar idea could come up if we want computations be done more efficiently. General opinion agrees that working on arbitrarily large numbers is hard work, that is where residue number system (RNS) get involved. A RNS represents a large integer using a set of smaller integers, so that computation may be performed more efficiently [21]. The set of those particular integer is called the base and is composed of moduli. For this system to work, it is imperative that all the moduli are coprime. In the following, we will denote B = (m1 , . . . , mn ) this base. In this system, one represents a number X by its residue modulo each mi . That’s is to say, (x1 , . . . , xn )
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where: x1 = X



(mod m1 )



x2 = X .. .



(mod m2 )



xn = X



(mod mn )



Remark 5. We will sometimes note xi = |X|mi the residue of X modulo mi . All this system relies on the Chinese Remainder Theorem, which states the unicity of the representation. Theorem 10 (Chinese Remainder Theorem). Let m1 , . . . , mn be positive and coprime numbers, their product M = m1 · · · mn , Mi = M/mi and ai the modular inverse of Mi modulo mi : ai Mi = 1 (mod mi ). The Chinese Remainder Theorem (CRT) states there exists a unique integer X such that 0 ≤ X < M and: X=



n X



ai Mi |X|mi



(3.1)



i=1



and: ∀i ∈ {1, . . . , n},



3.2



xi = X



(mod mi )



(3.2)



Forward conversion



Forward conversion is the process of translating from conventional notation, here decimal notation, into residue notation. Underlying theory of this conversion requires no more than previously detailed, but practically, there are some bases whose properties deserve some attention. The only operation needed in forward conversion is modular reduction. One conversion of a number requires n modular reductions, since there are n moduli in the RNS base. Algorithm to compute modular residue are well-known and quite efficient for general moduli, but some particular moduli can provide really good speedups. Thus, a possible optimization when it comes to RNS lies in the choice of the base [3]. Traditional basis uses n prime numbers, which are trivially coprimes, but it that case divisions by processors are performed slowly. Though, if we work in a particular basis such as this four-component one: B = (2n , 2n + 1, 2n − 1, 2n−1 − 1), (3.3) one can reach interesting speedups. We will refer to such a base as a binary base since all its component are related to power of two. Computationally, this basis looks interesting when n equals the word-size, n = 32 for instance. In that particular case, all internal computations may be achieved in 64-bit integer precision and all residues would fit in word-size variables. Reductions in the four-component basis use following equalities: |2n |2n +1 = |2n + 1 − 1|2n +1 = −1, n



n



(3.4)



|2 |2n −1 = |2 − 1 + 1|2n −1 = +1,



(3.5)



n



(3.6)



|2 |2n−1 −1 = |2(2



n−1



− 1) + 2|2n−1 −1 = +2.
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Using those formulas, one performs really fast reductions using logical operations embedded in the processor. For example, let us consider the forward conversion of an integer X into its residues in B defined by (3.3). The first residue modulo 232 is simply obtained by keeping the 32 less significant bits of X, which is exactly |X|232 . Writing the Euclidean division of X by 232 , one gets: X = q × 232 + r,



with: r = |X|232 .



The three others residues derive from (3.4), (3.5) and (3.6): |X|2n +1 = |q 232 + r|2n +1 = |r − q|2n +1 ,



(3.7)



32



+ r|2n −1 = |r + q|2n −1 ,



(3.8)



32



+ r|2n−1 −1 = |2q + r|2n−1 −1 .



(3.9)



|X|2n −1 = |q 2



|X|2n−1 −1 = |q 2



This particular basis enables us to reach good speedups in comparison to classical bases, where four primes are used.



3.3



Reverse conversion



Reverse conversion is the process, usually after some residue-arithmetic operations, of translating from residue representations back to conventional notations. This ending aspect of RNS is considered as one of the more difficult RNS operation and has been a major and limiting factor to a wider use of residue number systems. Returning back to conventional notations is in particular needed in the comparison of two numbers represented in RNS, so that comparison is as hard as reverse conversion. The main methods for reverse conversion are based on the Chinese Remainder Theorem (Theorem 10) and the Mixed-Radix Conversion (MRC) technique. All other methods just show few improvements but are basically these two ideas. Variations may arise from either the chosen base or from certain properties that can be easily adapted to suit the particular approach chosen. In this report, we will focus on the CRT approach. In that case, once the residues are known, one just has to apply (3.1) to get the counterpart value.



3.4



Basic operations in RNS



By basic operations, we mean addition and multiplication. As explained before, comparison is difficult in RNS and that is the same for division. In most of cases, division requires comparisons or greatest common divisor (gcd) computations. For simple operations though, we just have to perform as many times this operations as there are elements is the base B. For instance, using again the base B defined by (3.3) with n elements, let X = (x1 , . . . , xn ) and Y = (y1 , . . . , yn ) be RNS numbers. Sum and product of X and Y are defined as follows: X ± Y = (|x1 ± y1 |m1 , . . . , |xn ± yn |mn ) X × Y = (|x1 × y1 |m1 , . . . , |xn × yn |mn )
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Dot product calculation



Given two vectors, computing the dot product requires basically two operations: additions and multiplications. In the main loop of the computation, there will be nothing else, except for forward conversions of input numbers. At the very end, one would need a backward conversion to get the actual result back. In our case, input numbers lie in Z/pZ. To apply RNS in that field, we need to split it into smaller pieces. Common use of RNS occurs when the input set can be split into different fields, like in the RSA system for instance. Given n = pq and Z/nZ, one can show that all RSA calculation can be done in RNS with a two-component base depending on p and q [2, 23]. Here, such a decomposition is not possible since p is already a prime number and can not be factorized. However, one can find several that can suit. Theorem 11. Let B = (m1 , m2 , m3 , m4 ) a four-component RNS basis such that: N (p − 1)2 < m1 m2 m3 m4 .



(3.10)



and r the RNS result of dot Q product of a and b in B. The counterpart of r is the exact result in Z, and not its residue modulo M = mi as stated in the Chinese Remainder Theorem. Proof. First notice that if elements of vectors of size N are integers in [0, p − 1], then their dot product verifies: 0 ≤ a · b ≤ N (p − 1)2 . We will search for a four-component base and call m1 , m2 , m3 , m4 its coprime integers. We choose the RNS basis such that: N (p − 1)2 < m1 m2 m3 m4 . We can compute a · b in the RNS basis. We will in fact get four numbers r1 , r2 , r3 , r4 such that a · b = r1



(mod m1 )



= r2



(mod m2 )



= r3



(mod m3 )



= r4



(mod m4 ).



Reconstructing the actual result with the Chinese remainder theorem (Theorem 10), we can find the value r (0 ≤ r < m1 m2 m3 m4 ) such that a·b=r



(mod m1 m2 m3 m4 ).



(3.11)



Because of the choice of the mi , we have 0 ≤ r < m1 m2 m3 m4 , and: 0 ≤ a · b < m1 m2 m3 m4 . As a consequence, we have |a · b − r| < m1 m2 m3 m4 . From (3.11), it follows that m1 m2 m3 m4 divides a · b − r. As a consequence, a · b = r in Z. It is then easy to obtain the result in Z/pZ. Indeed, we have: a · b = r (mod p).
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All in all, we find a four-component basis such that the backward conversion with the Chinese Remainder Theorem gives us the exact result, and not its residue modulo M . To do this computation, and in the most effective way, we use the four coprime integers B = {2n , 2n + 1, 2n − 1, 2n−1 − 1} as basis for RNS, with n = 32. As previously detailed (see 3.2), this particular basis B enables us to reach good speedups in comparison to classical bases where four primes are used. In that case, the product of all moduli gives the upper bound in (3.10). With n = 32, it is almost 2127 . As before, if p is on 52 bits, then this bound prevents N to be greater than 2127−52∗2 = 223 . Increasing N decreases p and vice versa. To reconstruct the result using the CRT, we use the GMP library. This is necessary because in the formula (3.1), we need to compute the product of three numbers of 32 bits, which may lead to a number of 96 bits. But the use of GMP has a negligible cost in the algorithm since it is used only once at the end.



3.6



Floating-point RNS basis



We now link this chapter with the previous one by introducing a RNS basis of floating-point numbers. Calculations will then be performed in the floating-point unit (FPU) of the processor. This imposes a few remarks. Firstly, we can keep a four-component basis, even the binary one defined at (3.3), but we definitely loose the benefits of the logical instructions. There is indeed no counterpart in FPU and thus, four divisions will be necessary each time we need a forward conversion. Secondly, binary basis B with n = 32 has to be reviewed, and more generally, the size of elements can not be so big. Floating-point mantissa in double precision is 53 bits according to the IEEE 754 standard and 24 bits in simple precision [11]. We then reduce the n parameter of the binary basis to b53/2c = 26 so that multiplications in the RNS could be performed exactly in double precision, without rounding errors. The idea behind a RNS basis in floating-point arithmetic is the performance. Indeed, the use of floating-point rather than integer makes it possible to use Basic Linear Algebra Subprograms (BLAS) routines [1]. These routines are highly efficient but work only with floating-point numbers (and not integers). Even if it is not very important for dot products (with a mild size), the use of BLAS is very important when dealing with matrix-vector products or matrix-matrix products.



3.7



Experimental results



In this section, we present our experimental results for the previously detailed algorithms. Both take two input parameters: the size N of vectors and the prime characteristic p of the field. Measured performances in all the following refer to time of computation and do not take into account memory-related operations. As before, environment used for benchmarks was an Intel Itanium2 1.5 GHz processor with a FMA instruction in its floating-point unit. Along with algorithm comparisons, we compiled all twice, using both gcc (the GNU Compiler Collection) and icc (Intel C Compiler), since the latter is well-suited for
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the Intel Itanium family. We present results for two very different sizes of input vectors, N ∈ {512, 40000}, when the prime characteristic p lies in either float or double ranges, that is [0, 223 ] and [0, 252 ] respectively. We distinguish those two ranges for RNS double method to be applicable. This method requires indeed a floating-point product to be exact. Values in tables are timing ratios between reference and measured algorithms: if ratio is greater than 1, then the measured one is faster; and slower if less than 1. When p lies in the interval [0, 252 ], ratios are really different whether p is small or big, that is whether λ is big or small, respectively. The best performances are reached when p is small, since many divisions are avoided. In tables, we show minimal and maximal values (min/max) of the staircase (similar to Figure 2.2). There is no need to make this distinction when p lies in the smaller interval [0, 223 ] since λ is not small enough regarding the size N of vectors. In this range, λ would be bigger than 229 , so that differences in timings are negligible.



Reference GMP



Algorithm gcc λ-algorithm 0.30/1.23 RNS (binary basis) 1.90 RNS (prime basis) 0.14 RNS (double) –



icc 0.28/1.17 4.13 0.97 –



Table 3.1: Ratio of time computations (tref /talgo ) for prime characteristic p ∈ [0, 252 ] and size of input vectors N = 512.



Minimal ratios for λ-algorithm are generally smaller than 1, since they are reached for λ = 1, which leads to a reduction at each step (Table 3.1). For λ ≥ 2, reductions generally do not occur that often, so that a speedup occurs. Huge differences between RNS with binary basis and RNS with prime basis are explained by reductions. In the binary case, moduli are almost power of two so that we use logical instruction AND to perform all reductions in 32 bits (Section 3.5). These instructions speed up a lot the implementation in comparison with the slow division instruction of the prime moduli in the prime basis. This is even more true when working on a dedicated machine with a special compiler. Here, icc makes it run a lot faster than gcc (Table 3.2). In Table 3.2, we also compared λ-algorithm and RNS working with double floating-point numbers. In that case, residue arithmetic is not efficient, even with the binary basis, since there is no logical instruction in floating-point units (FPU). Consequently, reductions cost a lot and make the whole computation relatively slow. During benchmarking, we also evaluate results on different sizes of vectors. For N = 2048 for instance, results were not that different from the 512 case. For very large vectors, with 40000, 100000 or 500000 elements in particular, our presented algorithms get genuine speedups. In double precision when computing with 40000-element vectors (Table 3.3), one gets a speedup of 2 for the λ-algorithm and more than 7 for the RNS one with the binary basis.
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37 Algorithm gcc icc λ-algorithm 1.15 1.05 RNS (binary basis) 1.77 3.83 RNS (prime basis) 0.14 0.90 RNS (double) 0.31 0.33 λ-algorithm 3.73 3.16



Table 3.2: Ratio of time computations (tref /talgo ) for prime characteristic p ∈ [0, 223 ] and size of input vectors N = 512. Reference Algorithm gcc λ-algorithm 0.54/2.01 RNS (binary basis) 3.42 GMP RNS (prime basis) 0.26 RNS (double) –



icc 0.49/1.67 7.30 1.63 –



Table 3.3: Ratio of time computations (tref /talgo ) for prime characteristic p ∈ [0, 252 ] and size of input vectors N = 40000.



This difference holds when computations are performed in the smaller field (Table 3.4). In that case, again and for the same reasons as detailed before, λ-algorithm is three times faster than the RNS one using floating-point unit.



Reference GMP RNS (double)



Algorithm gcc icc λ-algorithm 1.92 1.81 RNS (binary basis) 3.57 8.10 RNS (prime basis) 0.26 1.81 RNS (double) 0.60 0.66 λ-algorithm 3.21 2.74



Table 3.4: Ratio of time computations (tref /talgo ) for prime characteristic p ∈ [0, 223 ] and size of input vectors N = 40000.
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Parallelization 4.1 4.1.1



Graphics Processing Units Generalities



Originally, a graphics processing unit (GPU) is a processor attached to a graphics card dedicated to calculating floating point operations, which offloads 3D graphics rendering from the microprocessor. Modern GPUs are very efficient at manipulating computer graphics, and their highly parallel structure makes them more effective than general-purpose CPUs for a range of complex algorithms. In a personal computer, a GPU can be present on a video card, or it can be on the motherboard. More than 90% of new desktop and notebook computers have integrated GPUs, which are usually far less powerful than those on a dedicated video card. Today, parallel GPUs have begun making computational inroads against the CPU, and a subfield of research, dubbed GPGPU for General Purpose Computing on GPU, has found its way into fields as diverse as oil exploration, scientific image processing, linear algebra [13], 3D reconstruction and even stock options pricing determination. There is increased pressure on GPU manufacturers like NVIDIA from GPGPU users to improve hardware design, usually focusing on adding more flexibility to the programming model. In this objective, NVIDIA introduced CUDA in November 2006, a general purpose parallel computing architecture – with a new parallel programming model and instruction set architecture – that leverages the parallel compute engine in NVIDIA GPUs to solve many complex computational problems in a more efficient way than on a CPU. That is that technology that we will be using in the following.



4.1.2



Programming model of CUDA



The advent of multi-core CPUs and many-core GPUs means that mainstream processor chips are now parallel systems. Furthermore, their parallelism continues to scale with Moore’s law [16]. The challenge is to develop application software that transparently scales its parallelism to leverage the increasing number of processor cores, much as 3D graphics applications transparently scale their parallelism to many-core GPUs with widely varying numbers of cores. CUDA’s parallel programming model is designed to overcome this challenge while maintaining a low learning curve for programmers familiar with standard programming languages such as C. Images in this section are borrowed from [19]. On the following Figure 4.1, one can see how GPU extend computational parts – in particular ALU (Arithmetic Logic Unit) – of CPUs. CUDA’s programming model allows us to take advantage of this
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heavy parallel architecture.



Figure 4.1: Differences between a typical CPU and a GPU. Before getting into the parallelization of our algorithms, we give some vocabulary specific to CUDA.



Kernels C for CUDA extends C by allowing the programmer to define C functions, called kernels, that, when called, are executed N times in parallel by N different CUDA threads, as opposed to only once like regular C functions. Each of the threads that execute a kernel is given a unique thread ID that is accessible within the kernel and is used to access specific data needed in the parallelized sub-calculations. For example, if we want to sum two vectors of size N , one could launch the VecAdd kernel, which would have each thread to perform a pair-wise addition and store the result in a third vector.



 1



// K e r n e l d e f i n i t i o n



global v o i d VecAdd ( f l o a t ∗ A, f l o a t ∗ B, f l o a t ∗ C) { i n t i = threadIdx . x ; C [ i ] = A[ i ] + B [ i ] ;



2 3 4 5



}



6 7



i n t main ( ) {



8



// K e r n e l i n v o c a t i o n



9



VecAdd(A, B, C) ;



10



} 







Code : Parallel vector-vector addition Threads The programming model imposes threads to be gathered in blocks, whose maximal size depends on the card. At the present time, size of blocks can not go further than 512 threads. Blocks of threads are as well grouped together in a grid, whose size depends on size of blocks and capabilities of the card (Figure 4.2). Thread blocks are required to execute independently: it must be possible to execute them in any order, in parallel or in series. This independence requirement allows thread blocks to be scheduled in any order across any number of cores. The number of thread blocks in a grid is typically dictated by the size of the data being processed rather than by the number of processors in the system, which it can greatly exceed. This needed independence of blocks goes along with a particular 3-level memory hierarchy.
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Figure 4.2: Presentation of the hierarchy. Example of a grid of 6 blocks of 12 threads each. Memory CUDA threads may access data from multiple memory spaces during their execution as illustrated by Figure 4.3. Each thread has a private local memory. Each thread block has a shared memory visible to all threads of the block and with the same lifetime as the block. Finally, all threads have access to the same global memory.



Figure 4.3: Hierarchy of memory in three levels: global, shared and local. The third level of this particular hierarchy consists in the shared memory, shared by all threads of one block. This memory is expected to be much faster than global memory, so that global memory accesses should be avoided anytime they could be replaced by shared memory accesses.
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Performances



Since GPU does not execute code on the CPU, there is an extra cost in transferring data: the complexity of operations should justify the cost of moving data to the device. Code that transfers data for brief use by a small number of threads will see little or no performance lift. The ideal scenario is one in which many threads perform a substantial amount of work. For example, transferring two matrices to the device to perform a matrix addition and then transferring the results back to the host will not realize much performance benefit. The issue here is the number of operations performed per data element transferred. For the preceding procedure, assuming matrices of size N × N , there are N 2 operations (additions) and 3N 2 elements transferred, so the operations-to-transfer ratio is N 2 /3N 2 = 1/3 or O(1). Performance benefits can be more readily achieved when the ratio of operations to elements transferred is higher. For example, a matrix multiplication of the same matrices requires N 3 operations (multiply-add), so the ratio of operations to element transferred is O(N ), in which case the larger the matrix the greater the performance benefit. Generally speaking, it is important to include transfers to and from the device in determining where operations should be performed. In our particular case, we only compute a dot product on the GPU, that is a Level 1 BLAS. In that case, the ratio would advise us not to use GPU for that kind of computation, but rather do the calculation on the CPU to avoid time of transfers. However, Level 3 BLAS which deal with matrix-matrix operations relies heavily on dot product and with our parallel algorithms, we provide a means to perform Level 3 BLAS more efficiently. Consequently, the measured performances for our algorithms won’t take transfer times into consideration since they are aimed to be used in higher level BLAS.



4.1.4



Memory bandwidth



Linking the two previous sections leads to a note on usage of memory. The effective bandwidth of each memory space depends significantly on the memory access pattern. Since device memory is of much higher latency and lower bandwidth than on-chip memory, device memory accesses should be minimized in favor on shared memory. A typical programming pattern is to stage data coming from device memory into shared memory; in other words, to have each thread of a block: • Load data from device memory to shared memory • Synchronize with all the other threads of the block so that each thread can safely read shared memory locations that were written by different threads • Process the data in shared memory • Synchronize again if necessary to make sure that shared memory has been updated with the results • Write the results back to device memory. To achieve high memory bandwidth, shared memory is divided into equally-sized memory modules, called banks, which can be accessed simultaneously. So, any memory read or write request made of n addresses that fall in n distinct memory banks can be serviced simultaneously, yielding an effective bandwidth. However, if two addresses of a memory request fall in the same memory bank, there is a bank conflict and the access has to be serialized.
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λ-algorithm



In this section, we will detail how the λ-algorithm presented in Section 2.4 can be parallelized on GPU. For that, we will proceed firstly without considering λ, and the how the scheme should be modified to add λ. Let us recall the problem: p ≥ 3 is a prime, a and b are two vectors of size N in Z/pZ. We want to compute the dot product of a and b in the finite field:



a·b=



N X



ai bi



(mod p)



and



λ(p − 1) < 2M −1 .



i=1



In the following, we will assume the size of input vectors to be a power of two: N = 2k . Since reduction algorithm is based on a binary tree concept, it is easier to describe in that case. For generalization to any N , we would just pad with zeros to reach the next power of two.



4.2.1



Naive approach



To present the basic idea of the parallel version of the λ-algorithm, we start by ignoring λ. The parallelization is achieved in two steps: first, the construction of a third vector c, which equals the vector-vector product of a and b; second, the sum of all elements of this new vector. This sum modulo p is then the wanted result. N X ∀i ∈ [1, N ], ci = ai bi and a·b= ci (mod p). i=1



In CUDA, this mechanism will be done with two kernels: one for the vector-vector product, an other kernel for the sum. The N products are distributed over the blocks of threads and then the result vector c is computed. Sizes for the grid and blocks depends on the value of N . As mentioned before, thread blocks can be no greater 512, which means that one block can not have more than 512 threads working in parallel. Consequently, the total number of threads is t = min(n, 512) and these threads are split over n b = n/t blocks. With such a repartition, there will be products done in each thread. b×t Once the vector-vector product c is known, we want to sum all its elements ci to get the dot product a · b. This is a common routine in parallel computing called a reduction. The first natural idea for this reduction consists in calculating partial sums of adjacent elements, striding across partial sums incrementally to finally get the final one (see Figure 4.4(a) from [26]). The problem of the summation in this order of calculation is bank conflicts. As detailed in 4.1.4, accesses to adjacent values will cause lots of bank conflicts. To prevent this to happen, we sum elements in a different order, with strided indexing going down (see Figure 4.4(b) from [26]).
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(a) Bank conflicts



(b) Conflict-free



Figure 4.4: Two ways of reduction by different strided indexing.



4.2.2



λ-reduction



In the presence of λ, we need to take care on how calculations are done. Concerning the product, as detailed before in the serial algorithm of Section 2.4, we need to split the product ai bi , so that the dot product a · b can be expressed as follows (more details in Section 2.4): a·b =



N X



ai bi



i=1



= 2l+1



X nα



(αi 2−(l+1) − 2l ) + 2l+1



X N −nα



αi 2−(l+1) +



X



(βi − 2l ) +



nβ



X N −nβ



βi +



X



  ri + 2l+1 nα + nβ 2l



N



In the parallel algorithm then, the previous result c of the vector-vector product a × b is then replaced by a four-vector result (α, β, r, corr), so that finally, each vector only have field elements of Z/pZ. This first step done, we need now to sum elements together to get the dot product. Under the assumption λ(p − 1) < 2M −1 , we sum each of four vectors α, β, r and corr in parallel, by reducing modulo p anytime the partial sums accumulated may goes over λ values. By choosing N a power of two, this means that any time the number s of accumulated values in the partial sum is such that 2s > λ, we need a reduction. If we don’t, the next step of reduction would cause an overflow and we would loose information. We measured performances for this algorithm and present results below in Section 4.4.



4.3



(α, β, γ, δ)-algorithm



First off, let us recall the theoretical result of this algorithm (see Section 2.5). There exists four vectors (α, β, γ, δ) of size N < 2M/2 verifying: ∀i ∈ [1, N ],



ai bi = αi + βi + γi + δi ,
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whose construction has been detailed previously, such that the sum of all their elements can be done exactly in floating-point arithmetic (precision M ). This means that the dot product a · b can be obtained by summing the four sums: a·b=



=



N X i=1 N X i=1



ai bi



αi +



N X i=1



βi +



N X i=1



γi +



N X



δi .



i=1



The parallel computation will be done in two steps here as well: firstly, the decomposition of the vector-vector product a × b into the vector sum α + β + γ + δ and secondly, the summation of the four vectors. At the end of the parallel calculation, we will have four floating-point values and the final result in Z/pZ will be obtained after 7 reductions and 3 sums.



4.4



Performances



The environment used to evaluate these algorithms is not the same as in the previous chapter. We are now using an Intel Core 2 Quad Processor Q8200 2.33GHz, which accesses a NVIDIA Tesla C1060 computing processor. More technical details on this component is available in Appendix B.



(a) p = 32771(≈ 215 ).



(b) p = 2147483647(≈ 231 ).



Figure 4.5: Timing comparisons of λ- and (α, β, γ, δ)-algorithms for two different primes p. On Figure 4.5, we represent independently transfer and purely computational timings. We plotted timings for sizes N = 2k , k ∈ [2, 24] on a log-log scale. The serial multi-precision algorithm (blue) runs on CPU in linear time of N .
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As for the λ-algorithm implementation on GPU (red), extra cost of the CUDA layer – thread synchronizations and block repartition for instance – makes the benefit of this implementation positive only for vectors greater than 4096 elements. Timing results for this implementation can be divided into two main parts, regarding the value of N : either N is smaller than 214 and the time is almost constant, either N is greater than this threshold value, and the computation is done in linear time of N . In the first half, constant time is due to CUDA threads: for our GPU architecture, there is enough device material to take care of all input elements at the same time so that is no extra cost for different sizes up to 214 . In the second half, a lack of resource introduces latency in computations and we reach the expected linear behavior of the dot product complexity. Asymptotically, all implementations behave the same way, with a speed-up bigger than 10 for the GPU one. Finally, implementation for the (α, β, γ, δ)-algorithm provides timings of the same kind: almost constant for N = 2k up to 214 , linear in N otherwise. There is a fundamental difference though: timings for the (α, β, γ, δ)-algorithm do not depend on p. In the first case of the λ-algorithm, via the value of λ, we had to do more and more operations – namely, reductions – as p increased. With the splitting algorithm, by imposing a maximal size Nmax = 2M/2 for the input vectors, those reductions are useless (see Section 2.5). Thus, timings in this case do not depend on p. Asymptotically, for N > 10000, we reach very good speedups for both algorithms: 10 for λ-algorithm and more than 40 for (α, β, γ, δ)-algorithm.



Figure 4.6: Timing comparisons of λ- and (α, β, γ, δ)-algorithms for p = 4494714934998467(≈ 252 ).



Chapter



5



Conclusion In this six-month research work, the initial problem of representing finite field using floating-point arithmetic changed to computations for linear algebra in a finite field, still using floating-point numbers. Linear algebra naturally comes with vector and matrix calculations where the dot product happens to be the basic operation. As for floating-point arithmetic in itself, we make use of it to represent integers numbers. Usually with an integer and a fractional part, floating-point numbers are here used with the integer part only. What is important when dealing with such a representation is the rounding, which may happen after an operation. We detailed how we use error-free transformations to manage those roundings so that we can make exact computations, even with rounding. Changed to round toward zero rather than the default rounding to nearest, we manage the floating-point representation of high order fields, whose characteristic may be up to 252 . In the previous Chapter 2, we presented two slightly different algorithms to compute the dot product in such a field and measured performances. The main improvement in this algorithm in comparison of what had been done previously in the literature lies in the joint use of error-free transformations [4, 8, 12, 14, 15, 20] and the delayed division concept [6]. We consequently extended the range of representable fields from the work of Jean-Guillaume Dumas presented in [6]. These two algorithms – λ and (α, β, γ, δ) – have been introduced firstly at the RAIM’09 conference in ENS Lyon, France1 . Since we are basically working with integers, we dedicated Chapter 3 to a particular integer arithmetic by introducing the Residue Number System (RNS). We emphasized a particular four-component binary basis in which the computation of the dot product is very efficient. Rather than using a traditional basis only made up of prime numbers, we use logical instruction of the processors to perform modular reductions more efficiently. Additionally, we tried to link this RNS part to the floating-point representation by choosing a floating-point basis. This enables us to use BLAS routines, which happens to be fast for our type of computations. However, the RNS implementation of RNS in floating-point runs quite slowly since we loose the usage of logical instructions, which were the key for efficiency. We submitted the result of our work on λ- and (α, β, γ, δ)-algorithms as well as RNS implementations to the ISSAC’2010 conference, as joint work with Stef Graillat. 1



Slides are available at: http://jeremy.jean.free.fr/
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In the final step of this master thesis, we looked for a way to parallelized our algorithms to get them run on GPU. The technology we used is the one from NVIDIA, namely CUDA, which allows specified functions from a normal C program to run on the GPU’s stream processors. Being given the particular architecture of this technology, we develop parallel versions of the two first algorithms based on floating-point arithmetic: λ and (α, β, γ, δ). The crucial point in both of these implementations is the reduction phase, which can be done only with serious considerations on the floating-point arithmetic and in particular the management of the rounding mechanism. Experimentally, we can reach good speedups for both implementations in comparison the sequential version: about 10 for the λ-algorithm and more than 40 for the (α, β, γ, δ)-algorithm. This part of our work has also been submitted to the PASCO’2010 conference held in Grenoble, France. In a future work, we could advise to look deeper into the floating-point version of the RNS algorithm. More particularly, it would be interesting to compare presented implementations to a parallel version of the floating-point RNS version. Moreover, NVIDIA is currently launching a brand new card, name Fermi. Even if current GPU cards are said to be very effective for floating-point computations, double precision is relatively slow compared to the single one. But Fermi cards are believed to be 400% faster than previous nVidia chips in double-precision floating-point operations. It would then be interesting to run all of our algorithms of such a device, and measure the effective speedup. Finally, one could imagine our floating-point algorithms to be integrated in existing BLAS routines, to make more efficient dot product computations.
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GMP dot product implementation
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