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EXTRACTION OF ROOTS IN GARSIDE GROUPS 1

For every x in G, there exists y in M and an integer k â‰¤ 0 satisfying x = âˆ†ky. Proof. If x lies in M, we can choose k = 0 and y = x. Otherwise, suppose x = uvâˆ’1,. 
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EXTRACTION OF ROOTS IN GARSIDE GROUPS ´ SIBERT HERVE Abstract. V. B. Styshnev showed in [9] that the existence of n-th roots for a braid is decidable. Garside groups have been introduced in [2] and [3] as a natural proper generalization of Artin groups of finite type. We have to construct a new proof to extend Styshnev’s decidability result to Garside groups, as several specific properties of braids used in [9] fail in our case. We show that, under the assumption of a finiteness property of conjugacy, the problem is decidable.



1. Introduction Braid groups and, more generally, all finite Coxeter type Artin groups, are groups of fractions of monoids in which lcm’s and gcd’s exist [1,6]. It has been observed that many properties of the groups above arise from those properties of divisibility [5]. It is therefore natural to introduce the general family of those groups, associated as above with monoids, and to try to extend to those groups the properties of finite Coxeter type Artin groups. More precisely, the convenient notion for generalization seems to be that of a Garside group [2,3,7]. Here we study the specific case of existence of nth -roots of an element in such a group, a question solved by Styshnev [9] in the case of braids. 1.1. Garside groups. Definition 1.1. We say that a monoid M is Gaussian if it is cancellative, if every two elements of M have a right and a left greatest common divisor, as well as a right and a left least common multiple, and if left and right division have no infinite descending chain. As noted in [2], such a monoid is generated by its atoms, defined to be the elements a such that a = xy implies x = 1 or y = 1. Let M be a Gaussian monoid. For every x, y in M , we say that x is a left divisor (resp. right divisor) of y, which is denoted by x |L y (resp. x |R y), if there exists z in M satisfying y = xz (resp. y = zx). As division has no infinite descending chain, 1 is the only inversible element, hence the right lcm and the left gcd of two elements x and y are unique. We denote them by x ∨ y and x ∧ y respectively. The ˜ y and x ∧ ˜ y. same holds for the left lcm and the right gcd of x and y, denoted by x ∨ For every x, y ∈ M , we define x\y to be the element that satisfies x(x\y) = x ∨ y. Definition 1.2. Let M be a Gaussian monoid. We say that it is a Garside monoid, if there exists a finite generating subset of M that is closed under \. 2000 Mathematics Subject Classification. 20F36, 20B40, 20E45, 20F05. Keywords and phrases. braid groups, Artin groups; decidability; conjugacy. 1
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The set of atoms of a Garside monoid M is finite, and the generating subsets of M are exactly those subsets that contain all atoms. Therefore there exists a minimal finite generating subset of M that is closed under \, and it is the closure of the set of atoms of M under \. The key property of a Garside monoid M is the existence of an element, denoted ∆, which plays the role of the Garside element ∆n [6] in the braid group Bn . The following result comes from [3]. Proposition 1.3. Assume M is a Garside monoid, and let P be the minimal finite generating subset of M closed under \. (i) Let S be the closure of P under ∨. Then S is finite and closed under \ and ∨. (ii) Let ∆ be the right lcm of S. Then the set of its right divisors and the set of its left divisors are equal. Let, for every x in S, its dual x∗ be x\∆. Then x∗ belongs to S, and xx∗ = ∆. (iii) The mapping x 7→ x∗∗ from S to S extends into an automorphism φ that maps S k onto itself for every k, and satisfies, for every x in M , x∆ = ∆φ(x). (iv) There exists an integer e > 0 such that φe = IdS , and ∆e is central in M . We say that S is the set of the simple elements of M . Lemma 1.4. For all x, y in S, x |R y is equivalent to y ∗ |L x∗ . Proof. If we have x |R y, then there exists z in M (in fact, z in S) satisfying y = zx. Then we have yx∗ = zxx∗ = z∆ = ∆φ(z) = yy ∗ φ(z), which leads to x∗ = y ∗ φ(z). As φ is bijective, the converse implication is immediate. ¤ A Gaussian monoid satisfies Ore’s conditions, and therefore it embeds in its group of fractions. Definition 1.5. We say that a group G is a Garside group if there exists a Garside monoid M , such that G is the group of fractions of M . Notice that a Garside group can be the group of fractions of different monoids, some of which might be Garside monoids, and others not. The definition of Garside groups is really more general than braid and finite Coxeter type Artin groups — see examples in [1,2,6]. Braid groups and, more generally, Artin groups of finite Coxeter type, have specific properties, which fail in general Garside groups. Those crucial in [9] are the existence of an additive length function and, in the case of braids, the characterization of simple elements as the square-free elements of the monoid Bn+ . These considerations lead us to a new proof, where we obtain similar results by other means. Proposition 1.6. For every x in G, there exists y in M and an integer k ≤ 0 satisfying x = ∆k y. Proof. If x lies in M , we can choose k = 0 and y = x. Otherwise, suppose x = uv −1 , with u, v ∈ M . Assume v = a1 · · · am with each ai in S. The element ∆e is central −1 e e in M and hence in G, so that we have v −1 ∆em = a−1 m ∆ · · · a1 ∆ . For every −1 index i, ai belongs to S, hence ai ∆ lies in M and so does uv −1 ∆em . We can choose y = uv −1 ∆em and k = −em. ¤ The following lemma and its corollary are crucial in inductive proofs.
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Lemma 1.7. Let s be an element of S. Then, for every x, y in M , s |L xy (resp. ˜ ∆)x). s |R yx) if and only if s |L x(y ∧ ∆) (resp. s |R (y ∧ Proof. If s is simple and if we have s |L xy, then, since s |L ∆ and x∆ = ∆φ(x) imply s |L x∆, we obtain s |L x(y ∧ ∆). The other way is immediate, and the proof for the right side is the same. ¤ Corollary 1.8. For every x, y in S, we have xy ∧ ∆ = x(y ∧ ∆) ∧ ∆, ˜ ∆ = (y ∧ ˜ ∆)x ∧ ˜ ∆. yx ∧ 1.2. Normal form and conjugacy. As there exist unique left gcd’s in a Garside monoid, each one of its elements has a distinguished expression as a product of simple elements. Assume that M is a Garside monoid, and let x be an element of M . Then let x1 = x ∧ ∆. There exists a unique x01 in M satisfying x = x1 x01 . Iterating this process terminates, and we obtain a well-defined sequence (x1 , . . . , xm ) of simple elements satisfying x = x1 · · · xm . For every k, with 1 ≤ k ≤ m, xk is ((x1 · · · xk−1 )\x) ∧ ∆. This decomposition, which is analogous to Thurston’s left greedy normal form [4] [5], will be called the (left) normal form, and m will be called its length. Lemma 1.9. Let x and y be two elements of M that are conjugate in G. Then there exists u and v in M satisfying ux = yu and xv = vy. Proof. If x and y are conjugate in G, there exists an r in G satisfying rxr−1 = y. Then, we have rx = yr and xr−1 = r−1 y. By Proposition 1.6, there exists an integer k ≥ 0, multiple of e, such that ∆k r lies in M . As ∆k is central, we have ∆k rx = ∆k yr = y∆k r. There exists as well 0 an integer k 0 ≥ 0, multiple of e, such that ∆k r−1 is positive, so that we have 0 0 0 x∆k r−1 = ∆k r−1 y. Hence, we can choose u = ∆k r and v = ∆k r−1 . ¤ If we have ux = yu or xv = vy in G, then x and y are conjugate in M , i.e. they are conjugated by an element of M . Hence we can restrict conjugacy in G between elements of M to conjugacy in M . The latter will be called positive conjugacy . Definition 1.10. We say that two elements x and y of M are positively conjugate if there exists u in M satisfying ux = yu. Positive conjugacy is an equivalence relation, for which transitivity and reflexivity are inherited from conjugacy in G, and symmetry comes from Lemma 1.9. We denote by [x] the conjugacy class in M of an element of M . The elements of this class are the elements of M that are conjugated with x in G, for they are conjugated by an element of M by Lemma 1.9. There seems to be no general reason for positive conjugacy classes to be finite, although we could not find any example of an infinite positive conjugacy class in a Garside monoid with no additive length. In the sequel, we restrict our study to Garside monoids and groups whose positive conjugacy classes are finite. Because there are no infinite descending chains for division in a Garside monoid, for every x in M , the number of expressions of x as a product of atoms is finite. Hence the norm kxk, defined to be the upper bound of the lengths of the expressions of x as a product of atoms, is finite. This norm satisfies kxyk≥kxk + kyk for every x, y.
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Definition 1.11. Let M be a Garside monoid with finite positive conjugacy classes. We define ν : M → N by ν(x) = sup{kyk, y ∈ [x]}. Lemma 1.12. The value of ν is preserved under positive conjugacy and satisfies ν(∆e x) > ν(x) for every x in M . Proof. The first point directly follows from the definition. Let x be an element of M . As ∆e is central, y ∈ [x] implies ∆e y ∈ [∆e x]. Therefore ν(∆e x) ≥k∆e yk>kyk holds for every y in [x], and ν(∆e x) > ν(x) follows. ¤ In the case of braid and finite Coxeter type Artin groups, the defining relations are symmetric and preserve the length, hence the norm defined above is additive. In the general case, the additivity of the norm used in [9] is not necessary, and the mapping ν has just all the properties required to be used instead. The next result, due to M. Picantin [8], asserts that the positive conjugacy class of an element x of M can be obtained by repeated simple conjugacy. This gives an algorithm for computing this class, which is similar to the case of braids [4,6]. The main step of the algorithm consists in adding to the current class all elements sys−1 which are in M , where s is a simple element, and y lies in the current class, until the process stabilizes. Proposition 1.13. Assume that M is a Garside monoid and x, y, s are elements of M satisfying xs = sy. Let (s1 , s2 , . . . , sm ) be the left normal form of s. Then, −1 for every k with 1 ≤ k ≤ m, s−1 k · · · s1 xs1 · · · sk lies in M . In other words, there exists a sequence x = x0 , x1 , . . . , xm = y of M such that two adjacent entries are conjugate by simple elements. Proof. Let (s1 , s2 , . . . , sm ) be the left normal form of s. We obtain the result by induction. For k = 1, by Corollary 1.8, we have (s1 · · · sm y) ∧ ∆ = (xs1 · · · sm ) ∧ ∆ = x(s1 · · · sm ∧ ∆) ∧ ∆ = xs1 ∧ ∆. As s1 |L (s1 · · · sm y) ∧ ∆, we have s1 |L xs1 ∧ ∆, and s1 |L xs1 holds. Hence s−1 1 xs1 belongs to M . −1 For 1 ≤ k ≤ m, assuming s−1 k−1 · · · s1 xs1 · · · sk−1 ∈ M , we obtain by Corollary 1.8 −1 sk · · · sm y ∧ ∆ = s−1 k−1 · · · s1 xs1 · · · sk−1 sk · · · sm ∧ ∆ −1 = s−1 k−1 · · · s1 xs1 · · · sk−1 sk ∧ ∆, −1 hence sk |L s−1 k−1 · · · s1 xs1 · · · sk−1 sk , which completes the induction.



¤



The following lemma is weaker than its counterpart stated in [9], which relies on simple elements being exactly the square-free elements of the monoid Bn+ , a property that is no longer true in general Garside monoids. ˜ ∆)∗ = 1. Then, we have Lemma 1.14. Let x and y in M satisfying y ∧ (x ∧ x ∧ ∆ = xy ∧ ∆. ˜ ∆). Then we have Proof. Let x0 be the element defined by x = x0 (x ∧ ˜ ∆)y ∧ ∆) = x0 (x ∧ ˜ ∆)(y ∧ (x ∧ ˜ ∆)∗ ) = x(y ∧ (x ∧ ˜ ∆)∗ ) = x xy ∧ x0 ∆ = x0 ((x ∧ From x0 ∆ = ∆φ(x0 ), we get xy ∧ ∆φ(x0 ) = x. As ∆ |L ∆φ(x0 ) holds, we eventually obtain (xy ∧ ∆φ(x0 )) ∧ ∆ = xy ∧ ∆, and the result follows. ¤
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2. Extraction of roots in a Garside group In the sequel, G is a Garside group, group of fractions of a Garside monoid M with finite positive conjugacy classes, and we investigate the equation (E)



xn = a



in G. We extend the method of [9], which is based on the finiteness of positive conjugacy classes, to our current context. The process consists in reducing the problem to the resolution of an equation in M × N, whose set of solutions is possibly infinite, and then to an equation in M whose number of possible solutions is finite. It ends in testing every possible solution. We obtain an algorithm that solves the problem of existence of n-th roots of an element of G, and gives one when it exists. We first show that there exists a subset C of M , such that, for every c in C, Equation (E) admits a solution x in G if and only if the equation (Ec )



xn = ∆enr c



admits a solution in M × N, and that these solutions are linked by a simple calculation. Moreover, we show that solving (Ec ) enables to completely solve (E). Definition 2.1. Let b be an element of M , and [b] = {b1 , b2 , . . . , bm } be its positive conjugacy class. We denote by (bi,1 , bi,2 , . . . , bi,li ) the normal form of bi , and, for each i, we let pi = max{k, bi,enk = ∆}, and ci = ∆−enpi bi = bi,enpi +1 · · · bi,li . Then ∆en does not divide ci . We define µ(b) to be the set of those ci satisfying ν(ci ) ≤ ν(cj ) for every j. In other words, from an element b of M , we get µ(b) by iterated divisions of each element of [b] by ∆en . The elements obtained in this way lie in M , they do not contain ∆en , and µ(b) is the set of those such elements that are minimal for ν. The definition of µ(b) in the case of braids in [9] requires minimality of the norm. Here we require minimality for ν instead, a weaker condition, but which still allows us to prove : Lemma 2.2. For every element b of M , the set µ(b) is closed under positive conjugacy. Proof. Let c be an element of µ(b). Then there exists a positive integer p satisfying c = ∆−enp b, and ∆en does not divide c. Let d be a positive conjugate of c. As ∆e is central, d0 = ∆enp d is a positive conjugate of ∆enp c = b. Then let q be a positive integer such that d0 ∆−enq lies in M and does not contain en ∆ . Let h be d0 ∆−enq . We have h = ∆en(p−q) d, hence q ≥ p, and if q > p, we have ν(h) < ν(d) by Lemma 1.12. As d and c are positively conjugate, we have ν(d) = ν(c), and then ν(c) is not minimal and cannot be an element of µ(b). Hence we must have q = p, h = d, and as ν(d) = ν(c) holds, ν(d) is minimal and d belongs to µ(b). ¤ Let us consider the equation xn = a in G. By Proposition 1.6, there exists an integer k and an element a0 of M satisfying a = ∆k a0 . Let p be a nonnegative integer satisfying enp + k ≥ 0, where e is as in Proposition 1.3.(iv). Let b be ∆enp+k a0 . Then b lies in M , and for any x ∈ G, we have xn = a ⇐⇒ xn = ∆−enp ∆enp+t a0 = ∆−enp b.
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Proposition 2.3. Let a be an element of G and let p be an integer such that b = ∆enp a belongs to M . Let c be an arbitrary element of µ(b). (i) There exists a computable injective mapping of the solutions of (E) : xn = a in G into the solutions of (Ec ) : xn = ∆enr c in M × N. (ii) There exists a computable mapping of the solutions of (Ec ) in M × N into the solutions of (E) in G, which is a section for the mapping of (i). Proof. Let c be an element of µ(b). Then there exists a positive integer k satisfying ∆enk c ∈ [b], and therefore we have bu = u∆enk c for some element u of M . By Proposition 1.6, there exist an element v of M and a nonnegative integer ` satisfying u−1 = ∆−e` v. Then we have uv = ∆e` , and as ∆e (as well as ∆−e ) is central, we obtain uv = vu = ∆e` and u−1 v −1 = v −1 u−1 = ∆−e` . If x is a solution of (E), let q = min{m ≥ p; ∆e` x ∈ M }. Then x∆eq lies in M , and, as ∆e is central, we have (x∆eq )n = ∆en(q−p) b, with q − p ≥ 0. Further, we get (x∆eq )n u = ∆en(q−p) bu = ∆en(q−p) u∆enk c = u∆en(k+q−p) c, and we obtain ∆en` (x∆eq )n u = u∆en(`+k+q−p) c. As we have ∆en` (x∆eq )n u = (∆e` x∆eq )n u = (uvx∆eq )n u = u(vx∆eq u)n , we get (vx∆eq u)n = ∆en(`+k+q−p) c after left cancellation by u. As we have q ≥ p and x∆eq ∈ M , ` + k + q − p is nonnegative and vx∆eq u belongs to M . Let ψ(x) denote the pair (vx∆eq u, ` + k + q − p). We just proved that, if x is a solution of (E) in G, then ψ(x) is a solution of the equation (Ec ) in M × N. Conversely, assume xn = ∆enr c, with (x, r) in M × N. Then we have (x∆ek )n = ∆enr ∆enk c , and we obtain u(x∆ek )n = ∆enr bu. This leads to ∆en(r+`) bu = u(x∆ek ∆e` )n = u(x∆ek )vu)n = (ux∆ek v)n u, and (ux∆ek v)n = ∆en(r+`) b follows. As b = ∆enp a, we get (ux∆e(k−p−r−` v)n = a, which can be written (ux∆e(k−p−r) u−1 )n = a. Let ψ 0 (x, r) denote the element ux∆e(k−p−r) u−1 of G. We proved that, if (x, r) is a solution of the equation (Ec ) in M ×N, then ψ 0 (x, r) is a solution of the (E) in G. Moreover, for every solution x of (E), we have ψ 0 ψ(x) = x, so ψ is injective. ¤ Corollary 2.4. Equation (E) admits a solution in G if, and only if, one of the equations (Ec ), with c ∈ µ(b), admits a solution in M × N. Our aim is now to prove that, if some equation Ec admits a solution, then (possibly another) equation Ec0 admits a solution of the form (x, 0). More precisely, we show that if (Ec ) admits a solution, then there is a pair (x, r) satisfying (Ec0 ) for some c0 in µ(b), and such that xn does not contain ∆en . Remark 2.5. For an element x in G, it is not obvious whether xn contains ∆en or not. In the group of 5-strand-braid group B5 , the element x whose normal form is (σ1 σ2 σ3 σ1 σ2 σ1 , σ2 σ3 σ1 σ2 σ1 , σ1 σ2 σ1 σ3 σ2 , σ3 σ2 σ3 σ1 σ4 , σ4 σ1 σ2 σ3 σ4 , σ4 σ3 σ2 σ1 σ4 , σ1 σ2 σ3 σ4 ) does not contain ∆2 —we have e = 2 in the case of braids—but satisfies ∆3(n−1) |xn . For instance, we have ∆6 |x3 , hence (x∆−2 )3 ∈ B5+ follows, although x∆−2 6∈ B5+
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holds. This shows that, for x ∈ G, xn ∈ M does not imply x ∈ M . Such examples lead to the notions of reducibility and e-cycling : Definition 2.6. We define e-cycling as the function ∂e of M into itself, that maps every element x of M with normal form (x1 , . . . , xm ) to xe+1 . . . xm x1 · · · xe for m ≥ e, and to x otherwise. Notice that ∂e x is always a positive conjugate of x. The transitivity of conjugacy gives ν(∂ei x) = ν(x) for every i ≥ 0. Definition 2.7. We say that an element x of M is reducible if ∆e divides ∂ei x for some i. Otherwise, we say that x is irreducible. Our next step is to show that, if Equation (Ec ) admits a solution, then (possibly another) equation (Ec0 ) admits some solution (x, r) with x irreducible. Then we shall prove that, for every irreducible x, for every k ≥ 0, we have ∆ek - xk , which implies r = 0. In other words, if Equation (Ec ) admits a solution, then there exists c0 ∈ µ(b) such that the equation xn = c0 admits a solution in M . Lemma 2.8. If xn = ∆enr b holds in M , then (∂e x)n = ∆enr b0 holds for some b0 in [b]. Proof. Let (x1 , . . . , xm ) be the normal form of x. For m ≤ e, the result is obvious as b0 = b. Otherwise, we have x1 · · · xe (∂e x)n = x1 · · · xe (xe+1 · · · xm x1 · · · xe )n = xn x1 · · · xe = ∆enr bx1 · · · xe . −1 Moreover, xb = bx holds, hence, by Proposition 1.13, x−1 e · · · x1 bx1 · · · xe lies in 0 n −enr M , and b = (∂e x) ∆ is positively conjugate with b. ¤



Definition 2.9. Assume that (x, r) is a solution of Equation (Ec ). We say that (x, r) is minimal if, for every c0 ∈ µ(b), we have ν(x) ≤ ν(x0 ) for every solution (x0 , r0 ) of (Ec0 ). Proposition 2.10. Let (x, r) be a minimal solution of the equations (Ec ). Then x is irreducible. Proof. Let c be an element of µ(b) satisfying xn = ∆enr c. Suppose x is reducible. By transitivity of positive conjugacy, there exists c0 ∈ [c] and i ≥ 0 satisfying ∆e |∂ei x, and (∂ei x)n = ∆enr c0 . Let x0 be ∂ei x∆−e in M . Then, as x and ∂ei x are conjugates in M , we have ν(x) > ν(x0 ). By Lemma 2.2, we have c0 ∈ µ(b). Hence ∆en - c0 , and ∆en |(∂ei x)n ; n therefore r ≥ 1, and x0 = ∆en(r−1) c0 . Hence (x0 , r−1) is solution of an equation Ec , and ν(x0 ) < ν(x), and (x, r) cannot be minimal. ¤ As the integer e of Proposition 1.3.(iv) is not the same for all Garside groups, the last proposition gets more complicated than in the case of braids. Proposition 2.11. If x ∈ M is irreducible, then for every n ≥ 0, we have ∆en - xn . Proof. If x | ∆e , as x is irreducible, there exists y 6= 1 in M satisfying ∆e = xy, and as ∆e is central, xy = yx holds. Hence we have ∆en = (xy)n = xn y n , and ∆en - xn . If x - ∆e , we show by induction on k ≥ 0 that the length of the normal form of ∂ek x is at least e. For k = 0, it is obvious. For k > 0, let (y1 , . . . , ye ) be the beginning of the normal form of ∂ek−1 x, and assume ∂ek−1 x = y1 · · · ye z1 . Let
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0 0 (y10 , . . . , ym ) be the normal form of ∂ek x. Then we have y10 · · · ym = z1 y1 · · · ye , and 0 y1 = z1 y1 · · · ye ∧ ∆ = z1 y1 ∧ ∆ by Corollary 1.8. Then there exists z2 in M 0 satisfying y10 z2 = z1 y1 , and y20 · · · ym = z2 y2 · · · ye . An easy induction proves the 0 existence of a sequence (z1 , . . . , ze ) of M satisfying yi0 · · · ym = zi yi · · · ye for every positive integer i ≤ e, and m ≥ e follows. Hence the length of the normal form of ∂ek x is at least e, which completes the induction. Therefore we may assume from now on that, for every k ≥ 0, the length of the normal form of ∂ek x is at least e. Let us write, for every k satisfying 0 ≤ k ≤ n − 1, ∂ek x = x1,k · · · xe,k rk , with (x1,k , . . . , xe,k ) the beginning of the normal form. Then, for every k with 0 ≤ k ≤ n − 2, the equality x1,k+1 · · · xe,k+1 rk+1 = rk x1,k · · · xe,k follows from the definition of ∂e , and we get



(x1,k · · · xe,k rk )n−k = x1,k · · · xe,k (rk x1,k · · · xe,k )n−k−1 rk = x1,k · · · xe,k (x1,k+1 · · · xe,k+1 rk+1 )n−(k+1) rk . Hence we obtain : xn = (x1,0 · · · xe,0 r0 )n = x1,0 · · · xe,0 · · · x1,n−1 · · · xe,n−1 rn−1 · · · r0 . We now show by induction on k, 0 ≤ k ≤ n − 1, (I1)



xe,k = xe,k rk · · · r0 ∧ ∆.



The relation holds for k = 0 by definition of the normal form. Assume k > 0. The equality x1,k · · · xe,k rk = rk−1 x1,k−1 · · · xe,k−1 implies x1,k · · · xe,k rk rk−1 · · · r0 = rk−1 x1,k−1 · · · xe,k−1 rk−1 · · · r0 . Let us prove (I2)



x1,k · · · xi,k |L rk−1 x1,k−1 · · · xi,k−1 .



by induction on i, for e > 1 and 1 ≤ i ≤ e − 1. For i=1, Corollary 1.8 gives x1,k = rk−1 x1,k−1 · · · xe,k−1 ∧ ∆ = rk−1 x1,k−1 ∧ ∆. Hence x1,k |L rk−1 x1,k−1 holds. For i > 1, there exists y satisfying rk−1 x1,k−1 · · · xi−1,k−1 = x1,k · · · xi−1,k y by induction hypothesis. Then we get xi,k = yxi,k−1 · · · xe,k−1 ∧ ∆ = yxi,k−1 ∧ ∆ by Corollary 1.8. Hence xi,k |L yxi,k−1 holds, and x1,k · · · xi,k |L rk−1 x1,k−1 · · · xi,k−1 follows, which completes induction (I2). Therefore, for e > 1, we have x1,k · · · xe−1,k |L rk−1 x1,k−1 · · · xe−1,k−1 , and xe,k−1 |R xe,k rk follows. For e = 1, this relation is obvious. ˜ ∆, and we get by Lemma 1.4 As xe,k−1 is simple, we have xe,k−1 |R xe,k rk ∧ (1)



˜ ∆)∗ |L x∗e,k−1 . (xe,k rk ∧



Induction hypothesis for (I1) gives xe,k−1 = xe,k−1 rk−1 · · · r0 ∧ ∆ = xe,k−1 (rk−1 · · · r0 ∧ x∗e,k−1 ). ˜ ∆)∗ = 1 is given by (1). By We get rk−1 · · · r0 ∧x∗e,k−1 = 1, and rk−1 · · · r0 ∧(xe,k rk ∧ Lemma 1.14, xe,k rk rk−1 · · · r0 ∧ ∆ = xe,k rk ∧ ∆ follows, and, as xe,k rk ∧ ∆ = xe,k , we obtain (I1). For k = n − 1, we have xn = x1,0 · · · xe,0 · · · x1,n−1 · · · xe,n−1 rn−1 · · · r0 , with xe,n−1 = xe,n−1 rn−1 · · · r0 ∧ ∆. As x is irreducible, we have xe,n−1 6= ∆, hence (2)



∆ -L xe,n−1 rn−1 · · · r0 .
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Suppose ∆en |L xn . As the xi,k are simple, then for e = 1, x1,0 · · · x1,n−2 |∆n−1 holds, and for e > 1, we have x1,0 · · · xe,0 · · · x1,n−2 · · · xe,n−2 x1,n−1 · · · xe−1,n−1 |L ∆en−1 . In each case, we obtain ∆en |L ∆en−1 xe,n−1 rn−1 · · · r0 , and ∆ |L xe,n−1 rn−1 · · · r0 follows, which contradicts (2). So we deduce ∆en - xn , as was needed. ¤ Let us summarize the results. If Equation (Ec ) admits a solution, then there exists c0 in µ(b) such that Equation (Ec0 ) has a solution (x, 0), i.e. the equation xn = c0 has a solution x in M . Equation (E) admits a solution if and only if each equation (Ec ) admits a solution, so we obtain : Algorithm 2.12. Assume that G is a Garside group, group of fractions of a Garside monoid M with finite positive conjugacy classes. Let a be an element of G. To determine the existence of an n-th root of a in G : i) - Determine an integer p ≥ 0 satisfying b = ∆enp a ∈ M . ii) - Compute [b], then µ(b). iii) - Solve by systematic attempts each equation xn = c in M , with c ∈ µ(b). iv) - If one of the equations of Step (iii) admits a solution, deduce an n-th root of a using Proposition 2.3, otherwise a has no n-th root in G. Proposition 2.13. The existence of n-th roots in Garside groups which are groups of fractions of Garside monoids with finite positive conjugacy classes is decidable. Proof. With previous notations, Algorithm 2.12 alxays terminates in a finite number of steps. Step (ii) has finite complexity, as positive conjugacy classes are finite in M . For every c in µ(b), we have kck≤kbk, and, if xn = c, then we get kxnk≥ n kxk, and kxk≤kbk /n follows. Hence Step (iii) has finite complexity, as the length of the expressions of possible solutions is bounded, and Algorithm 2.12 terminates. ¤ Acknowledgements The author wishes to thank Patrick Dehornoy for his help and comments during the preparation of this work, and Matthieu Picantin for fruitful discussions. References [1] [2] [3] [4] [5] [6] [7] [8] [9]
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