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Introduction Switching technology is increasing the efficiency and speed of networks. This technology is making current systems more powerful, while at the same time facilitating the migration to faster networks. Understanding this technology is important; only then can we design and implement switched networks from the ground up. Many networks are experiencing bandwidth shortages. There are several reasons for this including an increase in traffic due to the sheer numbers of networked users, the amount of data transported between client/server applications, and the inefficient traffic patterns of some networks. Switching directs network traffic in a very efficient manner—it sends information directly from the port of origin to only its destination port. Switching increases network performance, enhances flexibility and eases moves, adds and changes. Switching establishes a direct line of communication between two ports and maintains multiple simultaneous links between various ports. It proficiently manages network traffic by reducing media sharing—traffic is contained to the segment for which it is destined, be it a server, power user or workgroup. This technology enables some key benefits over traditional Ethernet bridged and routed networks. First, a 10 Mbps (megabits per second) or 100 Mbps shared media can be changed to 10 Mbps or 100 Mbps of dedicated bandwidth. Bridges and routers typically have many devices attached to their ports, sharing the available bandwidth. Switches enable you to connect either a shared segment (a workgroup) or a dedicated one (a power user or server) to each port. Second, this is accomplished without modifying any software or hardware already running on the workstations. The cost per port for a switch is under $1000, for a bridge port over $1000 and for a router port over $3000. Finally, a switch installation is less complex than a bridge/router configuration; this ease of use makes switching an attractive solution. This white paper contains the following: • A comparison between shared and switched networks • A summary of the basic architecture underlying switch designs • An overview of virtual local area network (VLANs) in switched environments • Some implementation guidelines • A synopsis of related high-speed technologies
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Shared vs. Switched Historically, LANs grew and proliferated in a shared environment characterized by several LAN access methods. For instance, the MAC (Media Access Protocol) protocols for Ethernet,Token Ring and FDDI (Fiber Distributed Data Interface) each have arbitration rules that determine how data is transmitted over a shared physical media type. Traditional Ethernet LANs run at 10 Mbps over a common bus-type design. Stations physically attach to this bus through a hub, repeater or concentrator, creating a broadcast domain. Every station is capable of receiving all transmissions from all stations, but only in a half-duplex mode. This means stations cannot send and receive data simultaneously. Furthermore, nodes on an Ethernet network transmit information following a simple rule: they listen before speaking. In an Ethernet environment, only one node on the segment is allowed to transmit at any time due to the CSMA/CD protocol (Carrier Sense Multiple Access/Collision Detection). Though this manages packet collisions, it increases transmission time in two ways. First, if two nodes begin speaking at the same time, the information collides; they both must stop transmission and try again later. Second, once a packet is sent from a node, an Ethernet LAN will not transfer any other information until that packet reaches its endpoint. This is what slows up networks. Countless hours have been lost waiting for a LAN to free up. The bridge, the router and the switch all attempt to reduce transmission time to increase overall performance. For example, a 2-port bridge splits a logical network into two physical segments and only lets a transmission cross if its destination lies on the other side. It forwards packets only when necessary, reducing network congestion by isolating traffic to one of the segments. Local traffic stays local.
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In contrast, routers link multiple logical networks together. These networks are physically distinct and must be viewed as separate collision domains. The router performs not only the physical segmentation (Each port has a unique network number.), but also provides logical segmentation referred to as a “firewall” function. Bridges and routers have similar bus-based architectures that, by design, function on shared media. Whether they employ single or multiple processors, data is received into a buffer where it is examined prior to forwarding. Multiple segment contention is necessary for access to the bus; whereas a switch eliminates the bus architecture. Furthermore, bridges and routers have latencies that are significantly higher than switches (1–2 ms to store-and-forward a 1518 byte Ethernet packet compared to .020 ms for a switch). Finally, bus-based designs are not very scalable due to propagation delay encountered when a bus length increases.
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Ethernet switches segment a LAN into many parallel dedicated lines that can enable a contentionless, scalable architecture. A switch port may be configured as a segment with many stations attached to it or with a single station connected to it. In the former scenario, the segment is a collision domain and the rules of contention based on CSMA/CD are in effect. The rule is that only one conversation may originate from any individual port at a time, regardless of whether there is one or many stations connected off that port. That is, all ports still listen before they speak. When a single LAN station is connected to a switched port it may operate in full-duplex mode. Full-duplex does not require collision detection, there is a suspension of MAC protocols. A single device resides on that port, and therefore no collisions will be encountered. An estimate for the aggregate bandwidth of an Ethernet switch may be calculated by multiplying the number of switched ports “n” by the media bit rate and dividing this number by two since a conversation involves two parties (communication involves sender and receiver). For full-duplex operation the equation is the same except the division is unnecessary since a single port both sends and receives information. Full-duplex switching enables traffic to be sent and received simultaneously. Aggregate throughputs for 10 Mbps Ethernet networks jump to 20 Mbps, from 100 Mbps to 200 Mbps. (Hubs between a workgroup and a switch will not run full-duplex, because the hub is governed by collision detection requirements. The workgroup connected to the hub is unswitched Ethernet.) 10 Mbps Full-Duplex 10/100 Switch Module
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Today the defining line between bridges and switches is fading. Switches now perform the segmentation once done by routers and bridges. Switches can do more than direct a packet to one side or the other—they send traffic directly to its destination. A switch changes a 10 Mbps shared segment into a group of dedicated 10 Mbps connections. 10/100 Ethernet switching, transfers packets from a 10 Mbps shared segment to a LAN segment or workstation running at 100 Mbps. This enables multiple end stations or workgroups running at 10 Mbps to connect to a server or servers running at 100 Mbps.



Switching Architecture RISCs and ASICs RISC (Reduced Instruction Set Computer)—Some vendors use this type of CPU to process packets within their switches. Typically used for general-purpose applications, RISC switches are not as well suited to perform specific operations. One of the advantages of this type of hardware design is that it is relatively inexpensive compared to one with customized silicon. RISCs are already somewhat commoditized in the marketplace and are known as “off-the-shelf” processors. Another advantage is that these CPU-based switches can forward frames according to data link layer address information. They can also make forwarding decisions based on network layer address information. This type of switch can perform some functions similar to a router. Finally, when there is a need to upgrade functionality, it can be accomplished with easy software downloads. The downside of this type of switching design is that it is typically a store-andforward processor that is not as fast as an ASIC designed switch. ASIC (Application Specific Integrated Circuit)—This is the other design widely used in switches to process packets. They are custom designed to handle specific operations: all of the functionality is “cast” in hardware. This means that if any changes are needed, manufacturing must be done to rework the silicon. No easy software upgrades are available. ASICs usually perform cut-through forwarding of frames based on MAC destination addresses. Bridges also forward packets by MAC destination addresses, but operate in a store-and-forward mode. A bridge takes in the entire packet, does a checksum to verify frame integrity, then forwards the frame to the destination port. Most bridges are not yet capable of performing the network layer address-based forwarding that a router does. In contrast, a crosspoint switch matrix is a single ASIC that creates dedicated physical paths between any input port and the destination output port. It scales well and does not require the buffering of store-and-forward.
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Cut-Through and Store-and-Forward Two types of architectures determine switching applications and performance: cutthrough and store-and-forward. While neither is right or wrong, an understanding of the two will enable you to determine which is best for your application. • Cut-through switching starts sending packets as soon as they enter a switch and their destination address is read (within the first 20-30 bytes of the frame). The entire frame is not received before a switch begins forwarding it to the destination port. This reduces transmission latency between ports, but it can propagate bad packets and broadcast storms to the destination port. • Store-and-forward switching, a function traditionally performed by bridges and routers, buffers incoming packets in memory until they are fully received and a cyclic redundancy check (CRC) is run. Buffered memory adds latency to the processing time and increases in proportion to the frame size. This latency reduces bad packets and collisions that can adversely effect the overall performance of the segment. Some switches perform on both levels. They begin with cut-through switching, and through CRCs they monitor the number of errors that occur. When that number reaches a certain point, a threshold, they become store-and-forward switches. They remain so until the number of errors declines, then they change back to cut-through. This type of switching is called threshold detection or adaptive switching.
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Implementation Concerns Determining where and even if you require a switch is paramount. “Who and where are the users that require information?” and “Where is the information located?” are the questions you have to answer. Demand and resources define your architecture, and switches can play an integral part in building a system that gives you optimal performance. A situation in which the demand and the resources are located in the same place is an accounting department whose server stores information particular to that department. A switch between the users and the server will not necessarily increase network speed (figure 1). If everyone is accessing only the server and that server is connected to the switch by only one port, they will still have to wait. The switch is ineffective because only one individual gets information at a time. If, however, the switch has three ports dedicated to the server, it can conduct three conversations with three different accountants at the same time, providing an aggregate bandwidth of 30 Mbps (figure 2).
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It is important to realize that just plugging everything into a switch may not be the most intelligent way to design a network. Resources particular to a department should remain on the department segment. It makes little sense to add the traffic these resources generate to an entire network—for instance, in a single LAN environment a switch that traffics data for three workgroups to three segment-specific servers is inefficient (figure 3). If the resources were kept on their specific segments, the switch could be put to better use—for example, a network in which servers store information and applications for multiple departments. By distributing applications over multiple servers, a switch can manage the traffic for a larger demand domain. Switching architectures should be designed so that local traffic to and from segment-specific resources remains local and enterprise-wide resources are accessible from multiple segments on a network.
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Consider an situation in which three different workgroups (different LAN segments) require accessing a server that contains their email database (figure 4). In this situation, a switch can greatly improve performance by linking multiple segments to resources that everyone in the network needs. Workgroups have direct access—dedicated lines—to the information. There is no bottlenecking at the server because a switch regulates the traffic by conducting simultaneous conversations: between accounting and the server, between advertising department and the server, between the sales workgroup and the server. Moreover, the links a switch establishes one instant change the next. The dedicated connection from a user in accounting to the server changes to a dedicated connection between the server and a manager also requesting information. That’s the beauty of switching. By supporting parallel links and being able to change them instantly, switches provide incomparable speed and flexibility.



Virtual LANs When something is virtual, it appears to be real, but it is not. A virtual LAN, or VLAN, appears to be one large network. It is actually a collection of multiple networks. While these networks are physically connected, logically they are separate. The protocol of each can be different. A switch can control and regulate the traffic of a number of networks (creating a virtual LAN), but it cannot connect a user on one VLAN with a user on another. A router is required for that kind of connection, because routers link various networks. A switched virtual LAN is a broadcast domain connecting a group of LANs at wire speed. Ethernet switches have evolved from creating VLANs based on port assignment. They can now create VLANs based on MAC addressing and network addressing. This enables VLANs to be divided into closed logical user groups, called subnets, determined by administrative controls.
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For example, a single switch can traffic information from two marketing floors and a customer service workgroup to the same server (LAN 1), from a training department and two production artist power users to another server (LAN 2), and from three floors of sales to a third server (LAN 3). This means that a person working at a station next to you may not be able to pass you information, even though that information travels through the same switch. If the above subnets ran on the same protocol, the LAN could still be virtual, depending on the switch configuration. Moreover, if a single protocol is run, the switch could be configured to function as one big network, also called a “flatnet.” If this were the case, everyone could talk to everyone else, as well as send and retrieve information off any of the three servers. VLANs are used to regulate the access of information, and as in the example, the subnets are distinct from each other. While physically connected, they cannot exchange information without the use of a router. One switch traffics information
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for three LANs, and no one on can access information from another subnets. An Ethernet VLAN can be established through software, allowing a network administrator to group a number of switch ports into a high-bandwidth, low-latency switched workgroup. For network management identification purposes, each virtual LAN gets a unique network number. VLANs function on a bridge architecture, switching and transmitting data by media access control (MAC) source and destination addresses. Traffic between virtual LANs is filtered, secured and managed by a router at the network layer. The routing, either a stand-alone box or a card within the Ethernet switch, is handled by software separate from the virtual LAN switching logic. A switch reads the incoming frames and, according to how the addressing (port assignment, MAC addressing or network addressing) of the network is defined, identifies each subnet. Ports in a subnet can be spread across various switches connected to a highspeed backbone. Whether separated by the backbone or located on the same switch, any LAN segment in a port group can be bridged with any other. Traffic traveling within a single subnet is switched, while traffic traveling between subnets is routed at the network layer of the OSI model. Traffic among subnets (i.e., among different LANs) is subject to significant delay due to router processing time. VLANs minimize delays because they switch, rather than route, traffic to different segments in the same VLAN. Multiple segments running from subnet to switch reduce the number of bottlenecks and allow end-stations to be assigned to different LANs without reconfiguring the physical network. The IEEE 802.1 is currently defining an industry standard for VLANs. This standard will outline a framework for interoperability and accelerated LAN deployment.



Criteria for Selecting a Switch • The most important thing is to get a switch that doesn't drop any frames. • Latency is a concern, but take it with a grain of salt. It will not make that much of a difference. • Deciding between cut-through and store-and-forward depends on the application. Time-sensitive applications may need the former. • Multimedia stations need dedicated switched ports. • Most switch implementations consist of a switch with many stations (demand) and few servers (resources). It is best to keep a 1:1 ratio between demand and resource. Or, as mentioned earlier, increase the number of access pipes to the resource. (i.e., multiple
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lines into one server) • Baseline your network prior to installing switches to determine the percentage of bad frames that already exist on the network. • RMON (Remote Monitor) capability embedded in switch ports is may be costly, but it may save time and money in the long run. • Certain switches support a flow control mechanism known as “back pressure.”This spoofs collision detection circuitry into thinking there is a collision and subsequently shifting to a back-off algorithm. This throttles back the sending station from transmitting any further data until the back-off process is complete. Switches with this feature need to be placed into the network carefully.



High-Speed Switching The IEEE 802.3 100BASE-T standard was approved in June 1995. Fast Ethernet and 100 Mbps CSMA/CD are other names that describe this specification. It retains the same format and MAC protocol of 10 Mbps Ethernet (10BASE-T). The only difference is the higher speed. 100BASE-T covers three standards: 100BASE-TX, 100BASE-T4, and 100BASE-FX for fiber. • 100BASE-TX for Category 5 UTP (known as screened 100 ohm in Europe) leverages existing standards like the TP/PMD transmission specifications from the ANSI FDDI PHY standard. It uses a 4B5B coding scheme over two pairs, providing a solution capable of full-duplex operation. At this time, the IEEE has not approved a formal standard for fullduplex. (The maximum distance is 100 m in both half- and full-duplex mode.) • 100BASE-T4 is a 4-pair solution for Categories 3, 4 or 5 UTP. It uses an 8B6T signaling scheme and is limited to half-duplex operation. Three pairs are used for data transmission each way at 33 MHz, and the fourth is reserved for collision detection. Work is under way to define 100BASE-T2 that would operate over two pairs of CAT 3 UTP. (The maximum distance is 100 m in both half- and full-duplex mode.) • 100BASE-FX defines operation over multimode, 2-strand 62.5/125 micron fiber. It uses a 4B5B encoding scheme. Distance of 2000 m in half-duplex mode. (The maximum distance in full-duplex mode is 2 km.) • MII (Media Independent Interface) is a passive device with a 40-pin connector and functions much like the AUI transceiver. It is responsible for reconciling between the MAC and the Physical layer. (The maximum distance for a patch cable is 1 m.)
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• 100VG-AnyLAN The IEEE 802.12 committee is standardizing the 100VG-AnyLAN specification. This specification supports Ethernet and Token Ring frame formats, but employs a completely different MAC protocol—demand priority access method. This new MAC protocol is designed to support voice and video in addition to data. The “VG” in 100VG-AnyLAN stands for “voice-grade.” Therefore, the focus of the 100VG-AnyLAN is to have 100 Mbps operation over Category 3 UTP. This is a 4-pair solution proposal, and it will not support full-duplex operation. The same 4-pair solution will be used for Category 5 UTP operation.



Conclusion Networks that employ switching will be primed for coming technological advancement and the advantages that they will bring. Ethernet,Token Ring, FDDI and ATM switching can all be used to improve network performance. In the near future, frame and cell switching will be the norm. Switching controls traffic much more efficiently and facilitates migration to the speeds and bandwidths that will be indispensable. Soon changes to existing hardware and software will not be necessary; switching will keep costs down. Switches are a much cheaper price-to-performance device than bridges and routers. Installing switches into your current network is fine—you can meet your immediate bandwidth needs, but this type of bandaid solution is limited. A long hard look at your current traffic patterns and application needs will lead you to the best architectural switching solution for your requirements. Switching enables your company to evolve at the pace that makes the most sense and provides the most benefits. It also provides a simple and integrated transition into cell-based switching solutions like ATM.
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