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Abstract This dissertation focuses upon parameter estimation and how parameterized vehicle models may be used for navigation and stability control. It begins by developing a nonlinear estimation scheme which yields extremely consistent parameter estimates in simulation and experiment. This estimation scheme is then used to experimentally identify the sensitivity of the tire parameters, longitudinal stiffness and effective radius for two tires under several different driving conditions. The data clearly show that there are several important parameters which govern tire longitudinal stiffness behavior in the low slip region. At a minimum, inflation pressure, tread depth, normal loading and temperature have a strong influence on longitudinal stiffness estimates; the change from dry to wet asphalt had the smallest effect on longitudinal stiffness estimates. The work then moves onto parameter estimation for a vehicle navigation filter which uses differential wheelspeed measurements to estimate vehicle yaw rate for dead reckoning during GPS unavailability. The new navigation filter is compared with a similar filter which uses an automotive grade gyroscope to measure yaw rate. Test results show the gyro and wheelspeed based schemes perform equally well when navigating smooth road surfaces. However, the wheelspeed-heading estimator’s position errors grow about twice as fast as the gyro based system’s when navigating speed bumps and uneven road surfaces. Contrary to previous work in the literature, it is shown that dead reckoning position error is not a function of encoder quantization error and that longitudinal slip of the vehicle tires is not a dominant error source. The limiting factor for dead reckoning performance is road surface unevenness. The thesis concludes by applying a nonlinear controller design methodology to v



vehicle stability control which is enabled by parameterized vehicle models. As an example, a controller which prevents untripped vehicle rollover is designed. Numerical simulations on a nonlinear vehicle model show that the designed control laws effectively track the driver commands during extreme maneuvers while also maintaining a safe roll angle. During ordinary driving, the controlled vehicle behaves identically to an ordinary vehicle.
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Chapter 1 Introduction 1.1



Context



Global Position System (GPS) is already ubiquitous and will soon become an inexpensive commodity [25]. In addition, many modern vehicles may be ordered with GPS as a factory installed option. This new sensing technology provides a practical and effectively unbiased measurement of vehicle velocity with respect to a global reference frame. This thesis begins by studying the tire-to-road contact behavior with the aid of GPS velocity. Many research groups have proposed that the peak road friction coefficient may be estimated by studying the tire-to-road behavior [7, 15, 18, 27, 38, 44]. Such information could be valuable for a wide variety of applications such as driver assistance [30] and stability control systems which use force based tire models [39]. Each group, however, restricts their study to relative changes in tire behavior. In contrast, the work presented here uses GPS velocity to estimate the tire properties, longitudinal stiffness and effective radius, on a absolute scale. Furthermore, the literature reports a wide variance of longitudinal stiffness estimates for nominally identical test conditions [38]. This thesis proposes that this variance may be caused by at least two factors. The first is that all of these research groups rely on some sort of linear least squares estimation strategy, either directly, recursively or in a Kalman filter formulation. Unfortunately, due to the nonlinear way 1
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in which the measurements enter the equations, the proposed linear schemes yield biased parameter estimates. This thesis eliminates the parameter bias in the estimates by introducing a new nonlinear estimation scheme which works well in simulation and when applied to a real system. The second factor which contributes to the wide variance of estimated parameters is that tires exhibit strong sensitivity to a wide variety of seemingly normal operating conditions which are not explicitly controlled in the experiments reported in the current literature. This work uses the above nonlinear estimator to characterize the influence of several of these operating conditions upon longitudinal stiffness and effective radius with respect to dry roads; they are, inflation pressure, tread depth, normal loading, temperature and road lubrication with water. The data show that of the different operating conditions, the tire longitudinal stiffness and effective radius are the least sensitive to road friction change from dry to wet, and the small change due to road friction is within the uncertainty of the parameter estimates. This suggests that for nominally linear operation, it may be more difficult to reliably detect a peak road friction change with current automotive sensors than previously suggested in the literature. A direct byproduct of the tire longitudinal stiffness and effective radius estimation process is accurate estimates of tire-to-road forces, tire longitudinal slip and wheel effective radius. These properties as well as wheel encoder quantization error have been cited as significant error sources for land vehicle dead reckoning using differential wheelspeed sensors for heading estimation during GPS unavailability [1, 20, 37]. Although other authors have considered similar sensor configurations [29, 37] to the ones presented in this thesis, this work uses a Kalman filter structure to estimate individual wheel radii while the vehicle is travelling in straight lines and while it is turning. This improvement eliminates many of the previously proposed heuristics for estimating wheel radii. The results from experiments with this dead reckoning system show that during normal driving, wheel slip is not a significant error source as previously reported. Additionally, the heading errors due to wheel encoder quantization grow significantly slower during experiment than the previously proposed white noise analysis predicts and increasing sensor resolution does not decrease error
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growth. A truth simulation verifies that, under ideal conditions, heading error due to quantization does not grow in time at all. A path length analysis and a combination of test conditions show that the limiting factor for filter performance appears to be road surface unevenness and unmodeled roll dynamics and not sensor resolution or wheel slip as previously believed. The wheelspeed dead reckoning system is also compared to a similar system which uses an automotive grade gyro for heading estimation while dead reckoning. A byproduct of this work is an accurate estimate of the gyro bias and scale factor errors. These errors are unknown and drift on automotive grade sensors and can not be calibrated during production. The GPS heading signal, however, allows these errors to be estimated in real time. As introduced earlier, with a good estimate of tire-to-road interaction and wheel radii it is possible to have very good estimates of tire forces for vehicle control. Additionally, the knowledge of gyro bias and scale factor combined with work such as [32] it is possible to use GPS to directly measure the important vehicle states for control with respect to a global reference frame. Historically the direct measurement of the vehicle states and tire force information was not available for automotive control algorithms. Now that it is available, it is possible to consider more advanced vehicle stability control algorithms which explicitly consider common automotive nonlinearities such as tire saturation (sliding due to excess forces) and peak value constraints on the state in the control law. This stability control law is demonstrated by preventing a high center of gravity vehicle from rolling over in simulation. The control law is different from those proposed previously in that during normal driving, the vehicle behaves the same as an ordinary vehicle. However, under extreme driving maneuvers where the driver would nominally exceed the safe roll angle, the control law tracks the driver’s steering command while also maintaining a safe roll angle. This behavior is demonstrated on a vehicle model which includes nonlinear dynamics as well as nonlinear tire behavior.
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Thesis Contributions



• Developed a consistent estimator for longitudinal stiffness and wheel effective radius using stock vehicle sensors and GPS for low values of slip. • Experimentally characterized the sensitivity of tire longitudinal stiffness and effective radius to: inflation pressure, tread ware, temperature, normal load and asphalt lubrication with water. • Developed a new wheelspeed based system for land navigation. Determined that surface unevenness contributes the most error, sensor quantization error and wheel slip are not dominant factors. • Formulated a nonlinear vehicle control algorithm. This algorithm is demonstrated as a rollover prevention algorithm which performs well on a nonlinear vehicle model and is implementable in real time.



1.3



Thesis Overview



A detailed contextual literature review precedes each of Chapters 2 − 4. Chapter 1 provides high level context of the work presented in the thesis. Chapter 2 discusses the estimation of longitudinal stiffness and effective radius using stock vehicle sensors and GPS. Inconsistent linear estimation of these parameters motivates the development of a nonlinear estimation structure which performs well in simulation studies and experiment. Data from several testing situations shows the repeatability of the estimator and the influence of several driving conditions upon the estimated tire parameters. Chapter 3 introduces a vehicle model and Kalman filter for a differential wheelspeed based navigation system. The dominant error sources are discussed and demonstrated in simulation and experiment. The performance of this system is compared to a gyro based system for several different driving situations. Chapter 4 presents a nonlinear model predictive control structure for vehicle control. The structure is applied to preventing vehicle rollover and is demonstrated
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on a nonlinear vehicle model in simulation. Chapter 5 summarizes the results of the thesis and makes suggestions for future work. The appendices discuss several practical aspects of the algorithms and theory presented in the thesis for those seeking to reproduce the work. Appendix B discusses explicit MPC control law theory and implementation, Appendix A discusses some of the numerical methods used for the tire parameter estimation work.



Chapter 2 Identification of Longitudinal Tire Properties In addition to position information, GPS technology provides a direct measurement of vehicle velocity which is practical for automotive applications. The work presented in this chapter uses GPS velocity to estimate the longitudinal stiffness and effective radius of automotive tires on an absolute scale. Knowing this information further enables a detailed study of the influence of tire properties upon land vehicle dead reckoning in Chapter 3. Furthermore, accurately identifying the relationship between force and slip of automotive tires enables a new form of vehicle control developed in Chapter 4. Although the estimation of longitudinal stiffness and effective radius appears straight forward at first, it is quite sensitive to a number of factors not discussed in the current literature. This chapter first develops a new nonlinear estimation structure which performs significantly better than any previously proposed. It then uses this estimator to characterize the influence of several common driving conditions upon the longitudinal stiffness and effective radius for two different types of tires.



6
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Figure 2.1: Schematic of tire rolling



2.1



Introduction and Motivation



Figure 2.1 shows a schematic of a wheel rolling on the road. If the wheel were perfectly rigid, the angular velocity of the wheel would be linked to the velocity, V , of the center of the wheel through the tire radius, Rd . V = Rd ω



(2.1)



However, while driving, the tire is slipping all of the time due to the forces transmitted through the rubber to the road. The Society of Automotive Engineer’s (SAE) definition for wheel slip is: Slip = −







V − Rd ω V







(2.2)



Where V is the velocity of the center of the tire, Rd is the effective radius of the tire and ω is angular velocity of the tire. Over the full range of slip, tire behavior is quite nonlinear and depends strongly on the peak road friction coefficient µ. Figure 2.2 shows several example force-slip curves for the HSRI tire model [10]. During ordinary driving, however, the tire slip rarely exceeds 2%. In this slip range, the force-slip relationship may be modeled as linear: F = Cx







V − Rd ω V







(2.3)
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Figure 2.2: HSRI tire model for different values of µ Where F and Cx are the force and longitudinal stiffness of the tire(s) transmitting the force. This chapter focuses upon estimating the two parameters, Cx and Re . Figure 2.3 shows the force slip relationship for low values of slip. Several research groups propose peak road friction estimation schemes under the premise that tire longitudinal stiffness for low values of slip indicates the peak value of the force slip curve [7, 15, 18, 27, 38, 44]. Such information could be valuable for applications such as driver assistance [30] and stability control systems which use force based tire models such as Chapter 4 and [39]. Although a physical explanation is still lacking, experimental results presented in the literature suggest that longitudinal stiffness for low values of slip does depend on the peak road friction coefficient. However, the estimation schemes presented in the literature return a wide range of stiffness estimates for nominally similar testing conditions. Typical parameter variation ranges from 20% to 100% for individual tires on a relative scale and by up to an order of magnitude across all tires on an absolute scale [38]. One factor which contributes to this variation for some formulations is the nonlinear nature of the force-slip equation. Although linear in the parameters, the equation is nonlinear in the measurements. The potential for parameter bias for this system



CHAPTER 2. IDENTIFICATION OF LONGITUDINAL TIRE PROPERTIES



9



Longitudinal Force Vs Slip 8000 6000



Force [N]



4000 2000 0



Increasing µ



-2000 -4000 -6000 -8000 -10



-8



-6



-4



-2



0 2 Slip [%]



4



6



8



10



Figure 2.3: Detail of HSRI tire model for different values of µ for low values of slip structure is well known [21], and for this application Section 2.3 shows it is insidious even in simulation. It is also well known that tire longitudinal stiffness exhibits strong sensitivity to a wide variety of operating conditions such as temperature, inflation pressure, normal loading, tread depth [33] and possibly surface condition. Isolating one of these effects from a single lumped parameter is quite difficult. Some groups propose online adaptation methods which identify changes in stiffness [15]. Another group looked to tire lateral stiffness for a stronger measurement signal and less sensitivity to some operating conditions [16]. This work develops an extremely consistent parameter estimator for longitudinal slip and wheel effective radius. It then uses this estimator to study the relative effects of several driving conditions upon the tire parameters. Section 2.2 discusses the vehicle and tire models used for this work. Section 2.3 discusses the pitfalls of using linear estimators for this problem structure. Section 2.4 introduces a nonlinear estimator and its philosophical motivation. Section 2.5 discusses implementation details of the proposed algorithms and demonstrates their effectiveness using simulation studies. Section 2.6 describes the experimental procedures, test matrix and presents the results.
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2.2 2.2.1



Modeling Force Estimation Aerodynamic drag



m a + Road grade



Engine torque



Rolling resistance



Figure 2.4: Force diagram for test vehicle The dominant longitudinal forces acting upon the tires during normal driving are illustrated in Figure 2.4. ma = Fx − Frr − Fd − mg sin(θ)



(2.4)



Where Fx is the longitudinal force from the powertrain, Frr is the rolling resistance, Fd is the aerodynamic drag and mg sin θ is the contribution of road grade with angle θ. All of these terms except the powertrain may be estimated using GPS and automotive sensors [2]. However, the work appearing in this thesis simplifies the force balance as much as possible. Vehicle testing is performed on flat roads to eliminate the effect of road grade. Speed is kept below 15 [m/s] to minimize the forces due to aerodynamic drag and the engine forces are kept high with respect to the neglected terms. During these testing conditions the forces transmitted by the tires are assumed to be inertial forces and they are estimated by multiplying the vehicle mass by the acceleration at the center of gravity. Therefore only the averaged driven tire parameters are identified.



2.2.2



Vehicle Velocity Estimation



Until recently it has been difficult to measure absolute vehicle velocity accurately. Inertial measurement based observers were proposed in [7]. Work in [4] and [24] discuss the advantages of using Global Positioning System (GPS) velocity as an absolute
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velocity sensor for measuring slip. While GPS could be used directly, this thesis assumes the vehicle is rear wheel drive and that the front wheels are free to roll at all times. Absolute vehicle velocity is calculated by first identifying the average of the front wheel free rolling radii to sub-millimeter accuracy using GPS; vehicle velocity is then calculated by multiplying the identified tire radii by the wheel speed measurement. This simple calibration procedure insures the longitudinal stiffness estimates are with respect to an absolute scale and not a relative scale.



2.3 2.3.1



Linear Estimation Algorithms Force Formulation



Previous work in [24] estimates the driven tire parameters Cx and Rd by formulating equation 2.3 as a linear regression: a ˆ =



h



− m1



ω ˆd mVˆ



i



"



Cx Rd C x



#



(2.5)



Where m is the mass of the vehicle and a ˆ, ω ˆ d , Vˆ represent vehicle acceleration, front ˆ notation represents measured wheel angular velocity and vehicle velocity. The hat values or values calculated from measurements. For this investigation, vehicle velocity V and acceleration a are measured as: = Ru θ˙u



(2.6)



a = Ru θ¨u



(2.7)



V



where Ru is the undriven wheel free-rolling radius and θu is undriven wheel angular displacements measured by an ABS variable reluctance sensor (the experimental setup is detailed in Section 2.6.) Ru is assumed constant and is estimated separately using GPS. The time derivatives of the wheel angle measurements θx are not directly
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available and are estimated as k−1 k+1 ˆθ˙ = θˆx − θˆx x 2T



(2.8)



Where θˆx is the measured front or rear wheel angle and T is the sampling period. Likewise the acceleration is calculated by double differencing the free rolling radius. approximate the time derivatives as finite difference equations, k+1 k k−1 ˆθ¨ = θˆx − 2θˆk + θˆx x 4T 2



(2.9)



For the remainder of this thesis, the subscript u will refer to the undriven wheel and the subscript d will refer to the driven wheel. One way to interpret this formulation is that the estimator is seeking to minimize the force error in the least squares sense, which is not the same as minimizing the measurement errors. With measurement perturbations the equation becomes: a + ∆a =



h



− m1



ωd +∆ωd m(V +∆V )



i



"



Cx Rd C x



#



(2.10)



Where the ∆ parameters represent measurement perturbations. Rearranging the deterministic and stochastic parts: a−



h



− m1



ωd mV



−∆a +



i h



"



Cx Rd C x



0 ∆



#



ωd mV



=  i



"



Cx Rd C x



#



(2.11)



where, ∆



 ω  V ∆ωd − ωd ∆V d = mV m(V + ∆V )V



(2.12)



Although linear in the parameters, equation 2.5 does not observe all of the assumptions of least squares estimation and will lead to biased parameter estimates. In
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particular, it incorporates measurements in the second column of the estimation matrix. This is well known to introduce parameter biases except for very special noise structures [21]. Explicitly separating the noise terms from the measurements as in  ωd equation 2.11 intuitively shows how the multiplicative ∆ mV errors will tend to



bias the parameter estimates. The larger the Rd Cx parameter, the larger the noise contribution from the measurement error in the second column becomes. Since least squares seeks to minimize the equation error, this will tend to encourage the estimator to make the parameter Rd Cx artificially small. Section 2.5.3 demonstrates that these biases can be quite large for small measurement noise values.



2.3.2



Linear Energy Form



In an effort to limit the noise introduced by finite differencing the wheel angular position measurements necessary for the force formulation, equation 2.5 may be rewritten with an energy interpretation. dV m dt m



Z



V dV



= −Cx = −Cx







Z



V − Rω V







(V − Rω)dt



mV 2 − mV02 = −2Cx (S − Rθ)



(2.13) (2.14) (2.15)



This equation equates the kinetic energy added to the vehicle to the longitudinal stiffness multiplied by the slipped distance of the drive tire. Substituting equation 2.6 into the energy equation above and letting θd , Rd be the front wheel angle and radius respectively yields:  2  ˙ 2 = −2Cx (Ru θu − Rd θd ) mRu2 θ˙u − θr0



(2.16)



Which assumes that the driven wheel provides all the force on the vehicle and the undriven wheel always stays free to roll. In particular, this means that the vehicle does not brake during the maneuver. Once again approximating the time derivatives as finite difference equations and
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forming a linear regression similar to equation 2.5. mRu2



" #  2  h i 2 C x ˙ ˙ θˆu − θˆr0 = −2 Ru θˆu −θˆd Rd C x



(2.17)



Although the double difference has been eliminated and the single differencing has been reduced, the parameters are still biased using this linear estimation structure. The following section shows that even for small noise magnitudes, the bias can still be quite large for this formulation.



2.3.3



Linear Truth Simulation



The large biases inherent to the linear formulations are demonstrated by a continuous time simulation which models force, velocity and slip using equation 2.2. All other dynamics such as vehicle pitch and tire deformation are ignored. The errors of the wheel angular displacement signals are modeled as white noise which is added to the simulated sensor measurements. The standard deviations used to model the noise of the wheelspeed measurements is 0.04 [rad] which is less than the resolution of the wheel angle sensor 100 [counts/rev]. The simulated vehicle accelerates at 3 [m/s2 ] and decelerates at −1 [m/s2 ] for times which yield an average velocity of 13 [m/s]. These accelerations are physically realizable by our test vehicle and were chosen to mimic accelerations and velocities during data collection conditions which appear later in this thesis. The system requires forces to be transmitted through the tires to be observable. Since the drag and grade based forces are ignored, the system must accelerate and decelerate to obtain meaningful parameter estimates. Figure 2.5 shows a representative set of simulation data. Figure 2.6 illustrates parameter estimation results of twenty simulated data sets. For each sample point, a new set of wheel angle data are generated with a white additive noise. Additionally, the sample rate for the data collection is chosen to lie between 10 [Hz] and 20 [Hz]. Under these noise and sampling conditions, the force formulation consistently underestimates the longitudinal stiffness by about a factor of 5, while the energy form tends to over estimate the stiffness by about 50%. It is
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Figure 2.5: Typical truth simulation velocity, ωd and acceleration
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Figure 2.6: Truth simulation for linear parameter estimation schemes
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interesting to note that the wheel radius is consistently estimated to submillimeter accuracy by both linear estimation schemes despite the large variations in longitudinal stiffness. The errors in these estimates are caused by two factors. The first is the implicit regularization argument which was discussed in the previous section. The second is the choice of data sample time ∆T . The linear estimation algorithms rely on estimating angular and linear velocities as well as acceleration via finite differencing of the wheel angle measurements. θˆk+1 − θˆxk−1 Vˆ = Rd x 2T



(2.18)



With explicit measurement errors denoted ∆θ, θˆk+1 − θˆxk−1 Vˆ = Rd x + 2T ∆θˆk+1 − ∆θˆxk−1  = Rd x 2T



(2.19) (2.20)



Equations 2.19 and 2.20 clearly show how the errors introduced in the velocity estimate are inversely proportional to the sample period of the estimation algorithm. This suggests that the sample period should be chosen as large as possible. The lower limit on the sample period is constrained by the frequency content of the input signal. For the maneuvers throughout this chapter, a sample rate of 10 [Hz] was selected to give the best tradeoff between input signal frequency content and quantization error. If these linear schemes fail to provide reasonable parameter estimates for such idealized simulation studies, it is highly unlikely they will perform better for real data. This suggests a new approach is needed to solve this problem.
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2.4



Nonlinear Formulations



In the spirit of a least squares solution, the optimization problems presented here seek to minimize the measurement errors [∆θd ; ∆θu ] in the driven and undriven wheel angle measurements θd and θu . The philosophy of this optimization is called, orthogonal regression, errors in the variables (EIV) or more recently a Total Least Squares (TLS) problem. For linear systems, this data analysis technique yields strongly consistent, asymptotically unbiased parameter estimates if the noise on the variables are independent and identically distributed (IID) with equal or known variances [17]. The problems above are posed using two identical sensors. Although these sensors are coupled through the dynamics of the vehicle, their error variances are virtually identical and in practice and simulation their errors do not appear to be correlated. Also, since the measurement errors themselves are minimized the estimation errors are not a function of sample rate as they were for the linear formulations presented in the previous section. Both the energy and force formulations may be manipulated into this form.



2.4.1



Nonlinear Force Form



By explicitly introducing noise perturbations into the measurements, θˆ = θ + ∆θ



(2.21)



it is possible to rewrite the force balance equation, Equation 2.4, as a function of the measurement errors, mRu (θ¨u + ∆θ¨u ) = −Cx



Ru (θ˙u + ∆θ˙u ) − Rd (θ˙d + ∆θ˙d ) ˙ u) Ru (θ˙u + ∆θ



!



(2.22)



Moving everything to the left hand side,   mRu2 (θ¨u + ∆θ¨u )(θ˙u + ∆θ˙u ) + Cx Ru (θ˙u + ∆θ˙u ) − Rd (θ˙d + ∆θ˙d ) = 0



(2.23)
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Equation 2.23 can then be written more conveniently as: f k (θˆu , θˆd , ∆θu , ∆θd , Rd , Cx ) = 0



(2.24)



The goal of minimizing the sum of the squared measurement errors, which should yield the correct parameter estimates in the presence of Independent Identically Distributed (IID) noise, can then be stated: Minimize: k∆θu ; ∆θd k Subject to: f k (θˆu , θˆd , ∆θu , ∆θd , Rd , Cx ) = 0



2.4.2



(2.25)



Nonlinear Energy Form



As above, introduce measurement noise perturbations into equation 2.16: 2 2 mRu2 (θ˙u + ∆θ˙u ) − mRu2 (θ˙u0 + ∆θ˙u0 ) =



(2.26)



−2Cx (Ru (θu + ∆θu ) − Rd (θd + ∆θd )) Which can be written as 2 2 mRu2 (θ˙u + ∆θ˙u ) − mRu2 (θ˙u0 + ∆θ˙u0 ) +



(2.27)



2Cx (Ru (θu + ∆θu ) − Rd (θd + ∆θd )) = 0 As above, the equation may be written more compactly, g k (θˆu , θˆd , ∆θu , ∆θd , Rd , Cx ) = 0



(2.28)



Then, the goal of minimizing the sum of the squared measurement errors is stated: Minimize: k∆θu ; ∆θd k Subject to: g k (θˆu , θˆd , ∆θu , ∆θd , Rd , Cx ) = 0



(2.29)
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2.4.3



Cost Functions



Fortunately the cost functions for these optimization problems are locally quasiconvex for physically meaningful parameter values as demonstrated in figures 2.7 and 2.8. As such once the true values are bracketed, a bisection is guaranteed to converge to the optimal solution. This algorithm was used with success previously by the author in [8]. The following section shows how to cast these problems as nonlinear least squares problems which converge with significantly less computational effort. Contour Plot of Force Form Cost Function
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Figure 2.7: Typical cost function for force formulation and cross sections



2.5



Nonlinear Estimation Algorithm



This section presents two improvements to the standard bisection algorithm. The first improvement is to reinterpret the problem as a nonlinear least squares problem
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Figure 2.8: Typical cost function for energy formulation and cross sections
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which converges faster than the previously proposed algorithms, the second uses the sparse structure of the cost function gradient to speed up the required linear algebraic operations. Appendix A discusses some of the general numerical methods used for this work in more detail.



2.5.1



Nonlinear Total Least Squares



Bisection algorithms are guaranteed to converge for quasiconvex functions but may take many iterations to do so. A faster methodology for these problems solves the optimization problems as nonlinear total least squares (NLTLS) problems [17] with backstepping. Let f be the true nonlinear model: f (θu , x) = θd



(2.30)



where θu and θd are vectors of true model values and x = [Cx , Rd ]T is the vector of model parameters. Assume that the vectors of measurements are disturbed by noise θˆu = θu + ∆θu



(2.31)



θˆd = θd + ∆θd



(2.32)



Just as with ordinary least squares, if the sum of the squared measurement errors are minimized, the true parameter values will be returned. This may be written as a NLTLS problem,



Minimize: x, ∆θu , ∆θd Subject to: 







∆θ u 







∆θd 



f (θˆu − ∆θu , x) = θˆd − ∆θd



(2.33) (2.34)



Problems of this form may be solved by writing an equivalent nonlinear least squares
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problem of higher dimension [35], 



f (θ , x) − θˆ u d 



θu − θˆu



Minimize: θu , x 











(2.35)



Solutions to these problems iteratively approximate the nonlinear function as quadratic and solve a local linear least squares problem. Let Θ =



"



θu



g(Θ) =



"



f (θu , x) − θˆd θu − θˆu



x



#



(2.36) #



(2.37)



Then iteratively solve the problem, ∂g(Θ) J = ∂Θ Θi i



Θi+1 = Θi + αJ † g i (Θi )



(2.38) (2.39)



until the Θi converges, where i refers to the iteration number, † represents the least squares pseudoinverse and 0 < α < 1 is the backstepping parameter. The initial conditions may be educated guesses, for this thesis the routine starts with the linear least squares parameter estimates and zeros for the measurement errors. Typically the solution converges in less than ten iterations and a backstepping parameter of α = 0.8 works well.



2.5.2



Exploiting Structure



The QR factorization (QRF) is a powerful tool for finding the pseudoinverses of matrices. Algorithms for finding the QRF quickly by exploiting sparcity patterns in matrices are covered in [5, 14]. Algorithmic improvements are easily realized once the structure of the gradient matrices in equation 2.38 are made clear. The gradient of Equation 2.30 with respect to the regressors Θ = [θu T , xT ]T has
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the structure, J =



"



∂f (θu ,x) ∂θu ∂(θu −θˆu ) ∂θu



=



"



Bn×n Dn×2 In×n



∂f (θu ,x) ∂x ∂(θu −θˆu ) ∂x



0n×2



#



#



(2.40) (2.41)



where n is the number of data points and Bn×n represents a banded n × n matrix and Dn×2 is a dense n × 2 matrix. For the force formulation, equation 2.23, the matrix has 5 bands. Techniques outlined in [5] for solving Tikhonov regularized problems (via Givens rotations, for example) are easily adapted to find the least squares inverse for matrices with this structure.



2.5.3



Simulation Proof of Concept



The above algorithms, run on the same truth simulation as in the linear case in Figure 2.6, yield estimates for Cx and Rd in Figure 2.9. The nonlinear energy and force form parameter estimates consistently estimate the longitudinal stiffness to within about 2% or 3% for data sets on the order of 600 points long. As such, there is no clear advantage in terms of estimation accuracy for one form or another. Future applications, such as direct use of the GPS velocity measurement, or parameter identification with road grade may show a stronger preference for one form over the other. A force slip curve using linear least squares and the new method appears in Figure 2.10. This plot shows how the estimation algorithm finds the errors in the wheel angle measurements such that the force-slip relationship becomes linear. The corrected data are generated by subtracting the errors ∆θu and ∆θd from the measurements and then solving for the force and slip as in equation 2.3 with the approximated time derivatives from Equations 2.6 - 2.9. A time domain plot of the measured slip and the slip corrected with the nonlinear total least squares estimator appears in Figure 2.11 Figure 2.12 shows typical wheel angle data residuals from the nonlinear estimation
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Figure 2.9: Truth simulation for nonlinear parameter estimation schemes Force Vs. Slip
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Figure 2.10: Raw and corrected force-slip curves from wheelspeed sensors
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Figure 2.11: Raw and corrected wheel slip for test data
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Figure 2.12: Front and rear wheel angle residuals from nonlinear estimation schemes
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scheme. The dashed lines represent the resolution of the wheel angle sensor used by the vehicle ABS systems. The low magnitude of the residuals with respect to the sensor resolution certifies that the estimation schemes are performing very well under these test conditions. These simulation results show that a nonlinear estimation strategy which incorporates detailed attention to the way the noise enters the force-slip model solves many of the problems encountered with the linear formulations.



2.6



Test Setup and Results



This section applies the nonlinear estimation schemes defined above to vehicle data recorded under several driving conditions.



2.6.1



Test Apparatus



Experiments were run on a rear wheel drive 1999 Mercedes E320 with stock installed variable reluctance Antilock Braking System (ABS) sensors. Additional equipment includes a Novatel GPS receiver and a Versalogic single board computer running the MATLAB XPC embedded realtime operating system. This system records and processes 20 data streams comfortably at sample rates up to 1000 [Hz]. Flux Lines Coil Magnet
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Figure 2.13: Schematic of ABS sensors for experimental setup
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Figure 2.13 shows a schematic of how the ABS sensors were tapped directly and recorded by the single board computer. The ABS sensors produce a current related to the change in reluctance due to the rotation of a steel gear attached to the wheels. The signal condition circuit uses this current to detect both the rising and falling edge of the gear teeth. These edges are then counted and a running count is passed to the single board computer at every sample time. In an effort to hold as many tire variables constant as possible, the data for these results were collected on the same section of asphalt on a flat, straight, dry runway parallel to eliminate the effects of turning and road grade from the measurements. Force was applied to the tires by accelerating with throttle and decelerating with engine braking only. Thus the undriven wheels were free to roll at all times. The road used for testing had no overhanging trees or tall buildings nearby, providing the GPS antenna with and unobstructed view of sky and low multipath errors. Wheel angular displacements were recorded at 200 [Hz], summed over the length of the data set and then sub-sampled at 10 [Hz] to reduce the autocorrelation of high frequency wheel modes and reduce the computational cost of the nonlinear solution. Data sets were on the order of 600 points long. Figure 2.14 shows a typical data set for the tests presented in this chapter.



2.6.2



Test Matrix



In an effort to identify the relative importance of inflation pressure, tread depth, vehicle loading and surface lubrication for longitudinal slip estimation, the following tires: 1. ContiWinterContact TS790, 215/55 R16 2. Goodyear Eagle F1 GS-D2, 235/45 ZR17 were tested under the conditions outlined in table 2.1. Testing a tread depth of 2.5 [mm] shows the performance of a tire toward the end of its operational life.



CHAPTER 2. IDENTIFICATION OF LONGITUDINAL TIRE PROPERTIES 29



Velocity [m/s]



15



Omega [m/s]



Velocity



50



10 5 wd



40 30 20



Accel [m/s]



Acceleration 4 2 0 -2 0



10



20



30 Time [s]



40



50



60



Figure 2.14: Typical data set for results appearing in this section



# 1 2 3 4 5 6 7



Tire Test Matrix Pressure Tread Weight nominal full driver only -10% full driver only -20% full driver only nominal 2.5 [mm] driver only nominal full driver +200[kg] nominal full driver +400[kg] nominal full, wet driver only



Table 2.1: Test matrix for performance and winter tires
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Figure 2.15: Convergence of tire parameters over several identical tests 5
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Figure 2.16: Tire parameters for various testing conditions
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Longitudinal Stiffness Change Test Performance Winter Cold-hot temp -17 % -21 % -10% pressure 17 % 15 % -20% pressure 29 % 28 % Reduced Tread 34 % 91 % +200 [kg] 13 % 7% +400 [kg] 60 % 42 % Wet Road 4% -2 % Table 2.2: Longitudinal stiffness change from nominal



2.6.3



Data Discussion



Figure 2.15 shows two series of 25 sets of data, with each point representing an approximately 60 [s] test run. The first series were performed with the performance tires and the second with winter tires. The estimator is strongly consistent for consecutive data runs as the longitudinal stiffness estimates converge to steady state. The first order exponential response of the estimates is likely due to the frictional heating of the tires. This affects the tire properties in two ways. First it increases the internal pressure of the tire which tends to decrease the size of the contact patch and thus decrease the longitudinal stiffness. The second is that the rubber of the tires softens at higher temperature. This causes more deflection for the same force and therefore also lowers the longitudinal stiffness of the tire. The estimates converge when the heating due to testing is equal to the cooling while prepping for the next test run, about 6 tests. Figure 2.16 shows the dependance of longitudinal stiffness upon the conditions outlined in the test matrix. Table 2.2 shows the relative longitudinal stiffness change from nominal for each entry of the test matrix. For the case of cold-hot, the effect is adjusted to account for the 1 − 2 [psi] change of the internal tire pressure due to heating. The second set of clusters in Figure 2.17 show 8 data sets taken after a day of rain while the road is still wet and actively sprayed with fresh water. Unfortunately, the tests had to be stopped for a few minutes to refresh the water supply on every forth run, the tire
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cooling during the water change explains the rise in stiffness between tests 4 and 5 during the wet tests. The influence of road lubrication is clearly smaller than that of any other influence. It is highly unlikely that an estimator could identify this surface as particularly wet during normal driving, even if all other parameters were given. Longitudinal Stiffness
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Figure 2.17: Comparison of tire parameters for dry versus wet asphalt The wheel effective radius estimates are remarkably consistent, regularly returning values with submillimeter accuracy. It is interesting to note that the wheel effective radii vary by less than one millimeter for tire pressure changes of 20%. The snow tires exhibit the most surprising wheel radius behavior, a



1 2



millimeter



reduction of effective radius for the snow tires on a lubricated road surface and the increase of effective radius for higher normal loading. This underscores the fact that tires exhibit extremely complex behavior and detailed care should be taken whenever inferring information solely from the lumped parameters, longitudinal stiffness and effective radius.



2.6.4



Brush Tire Model Interpretation of Data



Although in general the tire behavior is quite complex, a simple brush tire model does predict many of the trends observed in the test data. The modeling approach
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taken here is a longitudinal simplification of the HSRI tire model described in [10].
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Figure 2.18: Schematic of brush tire model Figure 2.18 shows a schematic diagram of a tire transmitting longitudinal force through the contact patch. P 0 represents a point rigidly attached to the carcass of the tire ζ 0 [m] from the front of the contact patch. P represents the corresponding point on the tread of the tire when no forces are transmitted ζ [m] from the front of the contact patch. l and w are the length and width of the contact patch respectively. This model assumes that there is no sliding of the tread in the contact patch. For low values of slip, this is true except for the very edges of the contact area where the normal loading tends to zero as the point rolls out of contact. If the vehicle is traveling at V [m/s] and ∆t is the length of time P has been in the contact patch, the distance to point P from the time when it entered the contact patch may be written, ζ = V ∗ ∆t



(2.42)
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During the same time interval the corresponding point on the tread P 0 has traveled, ζ 0 = Re ω∆t



(2.43)



The deformation of the contact patch is then ζ − ζ 0 = V ∗ ∆t − Re ω∆t V − Re ω = V ∆t V = sζ



(2.44) (2.45) (2.46)



where s is wheel slip as defined in Equation 2.2. The stress at the point P on the tire may then be defined as, σx , Kx sζ



(2.47)



where Kx is the tread shear stiffness. The force transmitted through the contact patch is then, Fx = w = w =



Z Z



l



σx dζ



(2.48)



Kx sζdζ



(2.49)



0 l 0



1 Kx wl2 s 2



⇒ Cx =



(2.50) (2.51)



1 Kx wl2 2



(2.52)



The relationship suggests that the longitudinal stiffness, Cx depends solely upon the geometry of the contact patch and the shear properties of the rubber on the tire. Intuitively this model explains many of the trends observed in the test data. For instance, decreasing inflation pressure would tend to increase the area of the contact patch. This in turn would tend to raise the longitudinal stiffness. Similarly, increasing
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the normal load would tend to increase the contact patch size and thus increase the tire longitudinal stiffness. On the other hand, increasing the temperature of the rubber would tend to make it shear more easily, effectively lowering the value of K x . This would tend to lower tire longitudinal stiffness. Additionally, the geometry of the tread itself directly affects the tread shear stiffness Kx . Shorter and wider tread, such as the performance tires, would tend to have higher Kx values. While longer and narrower tread would tend to have lower Kx values. Likewise significantly worn tires would have shorter tread brushes and therefore they would be stiffer than new tires. Winter Tire



Performance Tire



Figure 2.19: Photographs of tire treads Figure 2.19 shows the difference in tread geometry between the performance tires and the winter tires. Based upon the geometry of the tread, the thin brushes of the winter tire and the thick brushed of the performance tire, the brush model predicts that the performance tires would be significantly stiffer than the winter tires.



2.7



Conclusions



Although it is common practice to place measurements in the estimation matrix for linear least squares parameter estimation method, for tire longitudinal parameter
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estimation this produces significantly biased parameter estimates. This realization motivated the introduction of two new nonlinear estimation schemes which appear to be unbiased when the modeling assumptions hold. Using this improved estimation strategy longitudinal stiffness and effective radius of two different kinds of tires were carefully tested under several different test conditions. The data clearly shows that there are several important parameters which govern tire longitudinal stiffness behavior. At a minimum, inflation pressure, tread depth, normal loading and temperature have a strong influence on linear longitudinal stiffness estimates for low values of slip. Road lubrication by water had the smallest influence on longitudinal stiffness estimates of all test conditions A direct byproduct of the tire property work are accurate estimates of tire-to-road forces, tire longitudinal slip and wheel effective radius. These properties as well as wheel encoder quantization error have been cited as significant error sources for land vehicle dead reckoning using differential wheelspeed sensors for heading estimation during GPS unavailability [1, 20, 37]. Chapter 3 investigates the influence of these properties upon land vehicle dead reckoning. With a good estimate of the tire force-slip relationship, it is possible to have very good control of tire forces for vehicle control. Additionally, the knowledge of gyro bias and scale factor combined with work such as [32] it is possible to use GPS to directly measure the relevant vehicle states for control with respect to a global frame. Chapter 4 develops a new nonlinear vehicle stability control law which takes advantage of this new information.



2.8



Future Work



Tire cornering stiffness exhibits different sensitivities to inflation pressure, tread depth and normal load than longitudinal stiffnesses [33]. It may be possible to combine sideslip [32, 16] and longitudinal slip estimators, possibly with a Bayesian network [34], such that inflation pressure and tread wear may be reliably inferred. Additionally, with the recent advances toward in-tire temperature and pressure sensors, it may be possible to further isolate tread temperature and inflation pressure
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effects from other operating conditions. There are several details remaining for a practical real time implementation of a longitudinal stiffness estimator of this form. Recent work in [2] demonstrates real time mass, road grade, rolling resistance and aerodynamic drag estimation. These proposed schemes would allow slip estimation under more realistic driving conditions. Furthermore brake force modeling, pitch dynamics and incorporation of the GPS sensor into the estimation scheme will allow for slip testing under braking and on 4 wheel drive vehicles. There appears to be little information about wet verses dry roads embedded in tire behavior for low values of slip, however, these tests were far from exhaustive. A natural extension of this work would be to experiment with lower peak friction surfaces and levels of slip outside the linear region.



Chapter 3 Land Vehicle Dead Reckoning Current automotive navigation systems use some sort of gyroscope for determining vehicle position during periods of GPS unavailability. This work proposes a new estimation strategy which uses differential wheelspeeds in place of a gyro for deadreckoning. Such a system could add significant value to a vehicle with little or no additional cost. For comparison, a gyro-based navigation system is also constructed as a reference for navigation filter performance. The hardware considered is a Novatel Global Position System (GPS) receiver, stock ABS wheelspeed sensors and, for one configuration, a production automotive MEMS gyro used for automotive stability control. The discussion focuses upon the primary error sources for each scheme and the results achieved from implementation on a test vehicle. A direct byproduct of Chapter 2 are accurate estimates of tire-to-road forces, tire longitudinal slip and wheel effective radius. These properties as well as wheel encoder quantization error have been cited as significant error sources for land vehicle dead reckoning using differential wheelspeed sensors for heading estimation during GPS unavailability [1, 20, 37]. This chapter investigates the contribution of the tire-toroad interaction as well as wheel encoder resolution to land vehicle dead reckoning error. Test results show the gyro and wheelspeed-heading schemes perform equally well when modeling assumptions hold, such as when navigating smooth road surfaces. However, the wheelspeed-heading estimator’s position errors grow about twice as 38
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fast as the gyro based system’s when navigating speed bumps and uneven road surfaces. Surprisingly, increasing the resolution of the stock wheelspeed sensors from 100 [ticks/rev] to 2000 [ticks/rev] does not increase the positioning accuracy of either estimator and longitudinal slip of the vehicle tires does not appear to be a dominant error source for either estimator. Ultimately the limiting factor for dead reckoning performance appears to be road surface unevenness and not encoder resolution or wheel slip.



3.1



Introduction



Current automotive navigation systems such as those proposed in [1, 20, 28, 29, 37] estimate vehicle position using some combination of GPS, odometer, and heading sensors. Each of the authors discuss advantages of estimating sensor biases by blending inertial sensors with GPS in some form of Kalman filter (KF). In all cases, the inertial measurements offer little correction to the GPS measurements and are primarily used during periods of GPS unavailability. GPS is a line of sight sensor technology which needs at least 4 satellites in view to form a unique position solution [20, 25]. When navigating areas with limited sky visibility a navigation system must rely on integrating its inertial sensors to estimate vehicle position. For example, such situations arise when the vehicle drives between tall buildings, underneath trees, inside parking structures and under bridges. A few other groups have investigated how differential wheelspeed sensors from the factory installed Anti-lock Braking System (ABS) may be used to estimate heading during periods of GPS unavailability. Stephen [37] first attempted this using the frequency of the undriven wheel pulse trains to estimate wheel angular velocity. He then switched to counting the zero crossings of each pulse train. In each case the rear wheel radii were estimated by taking the ratio of GPS velocity to the estimate of wheel angular velocity. The radius estimates are then individually low-pass filtered with a long time constants to reduce the effect of the velocity disturbances at the rear wheels due to yaw rate (this disturbance will be explained in more detail in Section 3.2.2.) Rogers [28] uses a similar heading estimation technique with dual
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ground radar sensors in place of wheelspeeds. In [29] the same author uses external wheel encoders to form a wheelspeed based dead-reckoning system. This thesis expands on previous ideas to include the independent wheel radii in an Extended Kalman Filter (EKF) structure. Doing so takes advantage of the kinematic coupling of vehicle yaw rate at each wheel and removes some of the heuristics associated with other model structures. The error analysis section will show that the dominant error source for the estimators presented here appears to be road unevenness. A smaller contributor is the GPS antenna placement. This section will also show that in contrast to previous studies [1, 20, 37] other possible error sources such as wheel encoder resolution and longitudinal wheel slip are not significant sources of navigation error. Systems with existing yaw gyros such as driver assistance systems [13, 30, 40] and Chapter 4, may benefit from the gyro bias and scale factors estimated in these navigation filters. Current automotive gyroscopes have a scale factor and bias which can vary by as much as 2% and drift over the life of the sensor [1]. Estimating these values in real time would allow for the vehicle states to be estimated more confidently during maneuvers. With the introduction of MEMS and other technologies to the automotive market, the cost of suitable gyros will almost certainly decrease which could eliminate the need for the lower cost wheelspeed based system. However, the filters presented here could provide redundant vehicle heading and yaw rate estimate for use with on board vehicle diagnostics [34].



3.2 3.2.1



Modeling Coordinate System



This thesis uses a right handed, East-North-Up (ENU) coordinate system, projected into the East-North plane. The heading of the vehicle centerline, ψ is defined in the East-North frame measured counter clockwise from North. Figure 3.1 shows a schematic of this coordinate system with a positive angle ψ.
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Figure 3.1: Positive heading angle definition for ENU coordinate system



3.2.2



Differential Wheel Velocities



Figure 3.2 shows the kinematic car model used for these applications. V is the velocity a



b



Vlr



δ



Vlf V



tw



β
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Figure 3.2: Vehicle model at the CG, the Vxx terms represent the velocities for each wheel and are assumed to lie along the direction of wheel heading. The vehicle sideslip angle, β, is the angle between the vehicle’s lateral velocity and longitudinal velocity, r is vehicle yaw rate, δ is the steering angle and twr is the rear track width of the vehicle. Given this model, Vlr



= V cos β −



twr r 2



(3.1)
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Vrr



= V cos β +



twr r 2



(3.2)



⇒ r =



Vrr − Vlr twr



(3.3)



This equation for yaw rate generated the initial inspiration for the work in this thesis. Similarly, the front wheels yield rtwf ) cos (δ) + (ra + V sin (β)) sin (δ) 2 rtwf ) cos (δ) + (ra + V sin (β)) sin (δ) = (V cos β + 2



Vlf = (V cos β −



(3.4)



Vrf



(3.5)



which yields, r =



Vrf − Vlf twf cos (δ)



(3.6)



This work uses equation 3.3 exclusively for wheelspeed based yaw rate estimation. In principle, if a steering angle sensor is available, one could just as easily use 3.6.



3.2.3



Absolute Velocity Reference



This work relies on measurement of wheel angular velocities to infer the velocities at each corner of the vehicle through the simple relation, Vxx = Rxx ωxx



(3.7)



Assuming the tire does not slip, one way to identify the wheel effective radius is to drive a known distance and divide by the number of revolutions of the tire. Current availability and predicted ubiquity [25] make GPS a practical sensor for measuring a driven distance, however, without some sort of differential correction the GPS position estimate is usually biased. For this reason the filters in this thesis use the ratio of the effectively unbiased [20] GPS velocity and the wheel angular velocity to identify wheel effective radius.
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3.2.4



GPS & ABS Wheel Speeds



Qualitatively, this estimator uses GPS heading and velocity to estimate wheel radii while the GPS signal is available and uses the wheel radii in addition to equation 3.3 to estimate heading while GPS is unavailable. One way to write the equations of motion for this system is: 



E











−V sin(ψ)







     V cos(ψ)   N     d      =    ψ  r    dt     Rr  0     l 0 R



(3.8)



4



= f (x, t)



When GPS is available, it provides the following measurements 



GP SE



  GP SN   GP S  ψ GP SV
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E N ψ V r /2 + V l /2



4



= H(x, t)



    



(3.9)



where V is the vehicle speed, ψ is the heading angle and r is the vehicle yaw rate. V r ,V l are the right and left wheel velocities. Rr ,Rl are the right and left wheel effective rolling radii and are modeled as slowly varying constants (their purpose in the state will become apparent shortly.) When GPS is unavailable, H(x, t) =



h



0 0 0 0



iT



(3.10)



For our system, we wish to model the vehicle speed and yaw rate as a function of the vehicle ABS sensor angle measurements. This is done by discretizing the dynamics
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and using the relationships developed in equation 3.3. r θˆkr − θˆk−1 ∆t l l ˆ θ − θˆk−1 = k ∆t r r ω ˆk R − ω ˆ kl Rl = twr r r ω ˆk R + ω ˆ kl Rl = 2



ω ˆ kr =



(3.11)



ω ˆ kl



(3.12)



rˆk Vˆk



(3.13) (3.14)



It is clear from these equations that estimates of the wheel radii are necessary to infer velocity and heading information when GPS is unavailable. These equations fit nicely into an EKF structure [12, 36] propagated with Euler integration. At each time step, ∂H ∂xk (−) = Pk (−)hTk (hk Pk (−)hTk + Rk )−1



hk =



(3.15)



Lk



(3.16)



xk (+) = xk (−) + L(yk − hk xk (−))



(3.17)



Pk (+) = (I − Lk hk )Pk (−)



(3.18)



xk+1 (−) = xk (+) + fk ∆t ∂fk F = ∂xk (+) Q = Qk ∆t



(3.19) (3.20) (3.21)



Pk+1 (−) = Pk (+) + (F Pk (+) +Pk (+)F T + Q) ∗ ∆t Where Lk = Kalman gain Pk = State covariance Rk = Measurement covariance



(3.22)
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xk = Discrete state estimate yk = Measurement I = Identity matrix ∈ R4,4 ∆t = Time step Qk = Model covariance i h 2 2 2 2 2 = diag σx σy σψ σRr σRl



(3.23)



Estimating individual wheel radii is crucial for this filter. Differential errors in radii couple directly as a velocity dependent bias in the yaw rate estimate. From equation 3.3, e



∼ =



H



Z



t 0



ωws (δRr − δRl ) dτ tw



(3.24)



Where ωws is the average wheelspeed for the rear wheels. Assuming a differential radius error of only 0.001 [m] for the wheel radius estimates and a vehicle velocity of 10 [m/s], one would have an integrated error of 6 [rad] in 300 [s] for the tests in this thesis. This error would then be 12 times larger than the worst case error appearing in the testing section and 600 times larger than the best case error. ABS System Observability For linear time varying systems (LTV), observability may be checked by verifying that the state may be uniquely determined from a finite number of derivatives of the output [19]. For a LTV system of the form: x(t) ˙ = A(t)x + B(t)u y = C(t)x A(t) ∈ Rnxn



(3.25) (3.26)
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where       



y(t) y(t) ˙ .. . y k−1 (t)











       =     



C(t) C(t)(A(t) + .. . C(t)(A(t) +



d ) dt



d k−1 ) dt



4



= Ok (t)x







   x  



(3.27)



then, Rank(Ok (t)) = n (for any value of k,) guarantees unique identification of the state. In the case of equations 3.8 & 3.9, one derivative of the output is all that is required. Rows which add no dimension to the map from output to state are omitted. 
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(3.28)



Rank(O2 (t)) = 5 whenever ω r and ω l are nonzero. In particular, each wheel radius is fully observable whether or not the vehicle is turning and no heuristics are necessary for determining when to update the radii parameters.



3.2.5



Low Cost Gyro and GPS



In contrast to the previous section which used differential wheelspeed measurements to calculate heading, this estimator uses a commercially available automotive MEMS gyro for heading estimation. Such sensors typically have a scale factor and bias which, if used uncalibrated, would result in large heading errors in only a short period of time. This section shows how GPS and gyro signals are combined in a Kalman filter structure.
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First assume the gyro measurement has a DC bias and a scale factor error, rˆ(t) = ar(t) + b rˆ(t) − b ⇒ r(t) = a 4 ˙ = ψ(t)



(3.29) (3.30)



One way to write the equations of motion for this system is: 
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(3.31)



When GPS is available, the following measurements are available 
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= H(x, t)



        



(3.32)
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When GPS is unavailable, 



    H(x, t) =    



0 0 0 0 r



V /twr − V l /twr



        



(3.33)



All velocities are modeled the same as for the previous filter. This filter structure can be interpreted as one which estimates wheel radii as well as gyro bias and scale factor when GPS measurements are available, and uses the gyro to estimate heading and the calibrated wheel radii to estimate the longitudinal distance travelled when GPS measurements are unavailable. Since the two wheel velocities are averaged to estimate the vehicle velocity, it is natural to consider using a single “equivalent” radius in place of the two independent radii. Such an approximation can be made as long as the difference between the two radii is known to be small. This can be shown by looking at the velocity at each wheel. 2V (t) ωr + ωl  −1 1 1 rtwr rtwr = 2 + + r − Rr Rl R Rl 4



Req (t) =



(3.34) (3.35)



From the above equation, when the yaw rate is zero the equivalent radius looks like the parallel combination of the right and left wheel radii. When the two radii are identical, the yaw rate terms cancel each other out. However, when a vehicle with different right and left wheel radii is turning, the equivalent radius becomes a function of the vehicle yaw rate. For a radius difference of 5 [mm]during parking lot maneuvers at 10 [m/s], the effective radius will shift by 0.15 [mm]. A vehicle travelling at 10 [m/s] would expect a longitudinal distance error of only 0.5 [m] for the 5 minute data runs in this thesis. A radius difference of 5 [cm], however, would generate an error of 15 [m]. For a vehicle using a standard set of tires, the effective radius will not vary
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by 5 [cm], even under moderate loading or tire under-inflation. As such, this would be more of a concern for vehicles which have replaced one tire with a spare or have one tire severely under inflated. Gyro System Observability Once again, system observability is checked by differentiating the system output. For this filter, two time derivatives are required. The full observability matrix for this system is rather cluttered, so for brevity the rows which add no new dimension to the map from state to output are omitted. 
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(3.36)



For this system, Rank(O3 (t)) = 7, whenever the vehicle is moving and the road curvature is nonconstant. Ie, it is not observable for constant radius turns.



3.2.6



Filter Tuning



As discussed above, no pre-processing of the ABS wheel angle sensors is required. Although the signals appear noisy, prefiltering the signals adds unmodeled dynamics to the filter structure and slows down parameter convergence. For all Kalman filters, the ratio of process uncertainty (Qk ) and sensor uncertainty (Rk ) determines the final observer gains [23]. To limit the heuristics of the tuning process as much as possible, GPS sensor covariances in Rk were taken from the Novatel data sheet. The MEMS gyro covariance was experimentally determined from 15 minutes of data taken with the gyro stationary. That left only the 5 or 7 diagonal
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Measurement Sensor E GPS N GPS ψ GPS V GPS r Gyro
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1σ 0.06 [m] 0.06 [m] 0.02 [rad] 0.02 [m/s] 0.01 [rad/s]



Table 3.1: Numerical values for measurement noises State E N ψG ψW S



1σ 0.04 [m] 0.04 [m] 0.02 [rad] 0.06 [rad]



State 1σ r R 1.0 × 10−6 [m] Rl 1.0 × 10−6 [m] 1/a 5.0 × 10−4 [ ] b/a 5.0 × 10−5 [rad/s]



Table 3.2: Numerical values for model uncertainty matrix



entries of the process uncertainty matrix, Qk . The covariances on E and N seem to have little effect on the filter time constants, and these values seemed to work well. The heading variance for the gyro and wheelspeed estimated heading started at about what the gyro would be expected to produce and then increased slightly to predict the errors seen during experiments. The remaining random walk parameters for the constants were tuned to give a reasonable tradeoff between smoothness and convergence rate.



3.3



Error Sources



This section examines some of the key error sources which drive the uncertainty of the vehicle states.
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3.3.1



Road Unevenness



One way to interpret differential wheelspeed navigation is that differential path length implies a change in heading. As such, the differential wheelspeed filter exhibits sensitivity to road unevenness. Driving only one wheel over a speed bump illustrates this point. For the bump profile shown in fig 3.3, the resulting heading error would be 0.008 [rad] which is only slightly less that the total heading error accumulated during 4 minutes of dead reckoning under nearly ideal conditions.
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Figure 3.3: Speed bump wheel disturbance Roads are not flat. As tires traverse crowned, wrinkled and uneven, road surfaces, the right and left tires will traverse slightly different path lengths and a differential wheelspeed based estimator will tend to accumulate those heading errors. For the gyro based system road bank angle and vehicle roll appear to be the primary errors sources for the position estimator.



3.3.2



Assumption: No Sideslip



The vehicle radius estimation scheme in this thesis assumes a longitudinal velocity measurement which has no sideslip components adding to the measurement. At low speeds when sideslip is the highest the velocity signal becomes more dependent upon antenna position. Figure 3.4 shows the tire radius estimates for two different antenna positions on a vehicle circling parking lot. The top curves have the antenna placed over the Center of Gravity (CG), the lower curves have the antennae placed over the rear differential of the vehicle. The difference in radii can be explained by looking at the kinematics of vehicle motion.
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Figure 3.4: Rear wheel radius estimates for different GPS antenna locations Let ˆı, ˆ be the unit vectors in the longitudinal and lateral directions, then the equation for the velocity of the CG from Figure 3.2 V CG =



Vrr + Vrl ˆı + rbˆ  2



(3.37)



shows an additional velocity term due to the yaw rate, r, times the distance from the CG to the rear axle, b. At low speeds and high turn rates, this will add a significant velocity error to the measurement. For any lateral acceleration, the sideslip at the rear tires will be nonzero. For normal driving the lateral velocity component is usually small and should have only a small effect. During extreme driving maneuvers, the filter could choose to stop updating the parameters using measurements known to have high lateral acceleration. Since extreme maneuvers are relatively rare for most drivers, this slight lost of parameter update time should not significantly affect filter performance. Assuming the filter with the antenna placed over the CG lost the GPS measurement and continued its INS dead-reckoning from the above results, we would expect
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the longitudinal error to grow as: e =



Z



t 0



ω r ∆Rr + ω l ∆Rl 2



(3.38)



At 10 [m/s] this would cause longitudinal error growth of 0.08 [m/s]. This translates to a little less than 1% error. Although small, this error could be easily avoided by placing the antenna over the rear differential. If desired, vehicle sideslip can be estimated with similar equipment to what was used for the navigation work in this thesis, GPS and a yaw gyro, [4, 32].



3.3.3



GPS Performance



Section 3.2.3 explained the benefits of unbiased GPS velocity measurements for calibrating sensor biases. Global position accuracy may be improved by using a Wide Area Augmentation System (WAAS) chipset. With selective availability turned off, the WAAS differential correction improves the position accuracy by about a factor of three when satellites are visible. Figure 3.5 provided by [42] shows the positioning accuracy of WAAS verses single point solutions for a stationary receiver over a long time frame under ideal conditions; in practice multipath errors from large nearby objects will be the largest error source for the position solution.



3.3.4



Longitudinal Slip



The kinematic model used for these filters assumes no longitudinal slip for the tire road interaction. This section investigates the errors introduced with this assumption. Even during normal driving conditions, undriven wheels slip as a result of rolling resistance and braking. However, rolling resistance for a tire stays close to constant and thus the global velocity based identification of the effective radius automatically accounts for this error. Figure 3.6 shows the global position errors accumulated while navigating a parking lot. The driver drove very smoothly and conservatively for the first 200 [s] using no braking and then quite aggressively for the last 300 seconds by accelerating quickly
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Figure 3.5: GPS position errors with WAAS and single point solutions
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Figure 3.6: Error accumulation during dead-reckoning. The vehicle which uses brakes to decelerate accumulates similar errors to one which does not.
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and braking hard before the turns. The error growth does not appear to be severely accelerated by either driving style and the undulation of the covariance growth and position error are correlated with turning during each corner of the path. The black trace shows the navigation results with a slip correction based upon the linear model presented in Chapter 2. This correction simply uses a longitudinal acceleration measurement to correct the longitudinal path length travelled during braking. Doing so only improves the positioning accuracy by a few centimeters. This suggests that for ordinary stop and go driving conditions, longitudinal slip does not introduce a significant navigation error.



3.3.5



Quantization & White Noise



In engineering practice, velocity measurements are frequently estimated by numerically differentiating a discrete position signal. Section 3.2.2 presented a model which describes the kinematic relationship between wheel velocities and vehicle yaw rate. For this application, wheel angular velocity ω(t) at time k∆t for small ∆t can be approximated as: ω(k∆t) = ωk (k) θk − θk−1 ∼ = ∆t



(3.39) (3.40)



Where ∆t is the discrete sampling time. If we assume the measurements θˆk are quantized by an encoder signal, θˆk = θk + δθk



(3.41)



then the errors induced by the quantization at each time step are k (k) =



δθk − δθk−1 ∆t



(3.42)



Figure 3.7 shows two signals ωk and ω ˆ k . ωk represents a 24 [rad/s] mean angular velocity signal with a 12 [rad/s] sinusoid added on top of it to simulate clean, smooth
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velocity variation. These angular velocities for a vehicle tire with radius of 0.3 [m] correspond to a mean vehicle velocity of 8 [m/s] with a 4 [m/s] velocity variation. ω ˆk is the Euler velocity signal quantized at the ABS sensor angle resolution of 100/(2π) [ticks/rad] 40



True Angular Velocity and Angular Velocity with Quantization Error
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Figure 3.7: Simulated angular velocity and quantized angular velocity trace The error between the two signals, k , is often approximated as a white noise sequence. Figure 3.8 shows the qualitative similarity of k and a white noise sequence with the same mean and variance. For a discrete time integrator forced by white noise with covariance Rk and an initial covariance of the state P0 , xk+1 = xk + vk vk ∼ N (0, Rk ) E(x0 xT0 ) = P0



(3.43) (3.44) (3.45)
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Quantization Error and Equivalent White Noise Sequences Quantization Error
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Figure 3.8: Quantized angular velocity error and equivalent white noise sequence it is well known [12, 36] that the covariance of x(t) can be approximated as: P (k∆t) = E(x(k∆t)xT (k∆t)) ∼ = P0 + tRk ∆t



(3.46) (3.47)



So the variance of the states grows linearly in time and the rate with which it grows is proportional to the sample rate. This is the classical random walk equation. Now let pk represent the position measurement from an encoder and let qk represent the encoder’s quantization noise. Then ω ˆ k can represent the Euler approximated velocity for encoder signal. pk + q k ∆t = pˆk + ω ˆ k ∆t



ω ˆk = pˆk+1



(3.48) (3.49)



The difference equation pˆk now represents the total position measurement of some encoder, and has a much different variance than equation 3.43. If pk represents the
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true position signal, then |pˆk − pk | < max |qk |



∀k



(3.50)



The errors in ω ˆ k are correlated; over time the errors in the new measurements cancel out the errors in the old measurements. The largest error from a quantized, deterministic signal should be within the magnitude of the quantization error. The variance of the state whose differential equation is driven by the “noise” process qk does not grow in time. Figure 3.9 shows a MATLAB simulation which graphically demonstrates the difference between white and quantized noise on the position measurement. It the integral of a simulated quantization error signal qk with the integral of one instance of a white noise signal with the same variance and the bounding function for the standard deviation of the white noise sequence as described by equation 3.47. The error from the quantization stays bounded by constant for all time, while the white noise errors grow in time. The sinusoidal nature of the quantization error is an artifact of the input being a sinusoid. This important difference suggests that the error growth of a position based navigation system which depends on ABS encoder counts is not dictated by the variance of the ABS sensor quantization. Section 3.3.5 discusses the heading error growth for test data and the error growth predicted by a white noise analysis. Section 3.4.2 further confirms this by showing an encoder with 100 [ticks/rev] performs just as well as an encoder with 2000 [ticks/rev] during testing. Figure 3.10 shows the performance of the wheelspeed heading based filters from the following section. Included for comparison is the predicted 1 σ error bound for a white noise process with the same variance as the quantization errors. The error growth for each of the heading filters is much smaller than the white noise analysis predicts. The heading errors are primarily driven by characteristics of the test environment and not the quantization error.
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Figure 3.9: Error growth of integrated quantized velocity and equivalent white noise sequences at 50 [Hz]
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Figure 3.10: Actual filter performance versus predicted performance by modeling quantization error as white noise sequence.
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60



Map Matching



Figure 3.10 may be good news for systems which make use of map matching algorithms in addition to inertial measurements when estimating vehicle states. The slow heading error growth, even under less than ideal driving conditions, may be corrected by detailed knowledge of the sets of possible roads on which the vehicle could driving. For instance, if the vehicle drives through a long underground tunnel, the heading angle of the tunnel could be used to correct the slow drift of the integrated heading with high confidence that the driver is not actually navigating through subterranean rocks.



3.4 3.4.1



Navigation Filter Results Experimental Setup



All data analyzed in the following section was recorded on a 1998 Ford Windstar minivan with direct taps into the variable reluctance ABS sensors, a schematic of which is shown in the previous chapter in Figure 2.13. Additional equipment includes a Novatel OEM4 GPS receiver and a Versalogic single board computer running the MATLAB XPC embedded realtime operating system. This system records and processes 20 data streams comfortably at sample rates up to 1000 [Hz]. The three different test tracks used for analyzing the performance of each navigation filter appear in Figure 3.11 for comparison. The smallest track is the top of a large parking garage, the second is a large mostly flat parking lot and the third is the outer perimeter of a commercial complex. All of the maneuvers are performed at around 10[m/s]. For each data run a single loop of the trajectory taken from GPS measurements will be the top black trace. The lighter tinted traces under the top trace are the integrated position measurements. For each test, the global position and heading errors are calculated by subtracting the EKF predicted position from the measured GPS position. The GPS position was taken as “truth” despite its inherent errors.
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Figure 3.11: The relative scale of each test track



3.4.2



Position Estimation Results



In all six cases, the filters used the same covariance matrices Rk and Qk defined above. Additionally, each test appearing in this thesis started with the same steady state covariances generated on an alternate parking lot data run. All filters were trained on a single data run which was not used for later error analysis. GPS unavailability was simulated by removing the GPS signal in software near the beginning of each data run. GPS is turned back on for the last 5 seconds of each data run to illustrate the transients associated with regaining a GPS position solution. Parking Garage The first test site was a perfectly flat smooth parking garage with about 70 [m] on a side. The sky is unobstructed and the route can be navigated safely using only the throttle and coasting. No braking (which would tend to slip the rear wheels) is required. This is nearly an ideal environment for the navigation filters because most
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of the modeling assumptions hold. Figure 3.12 shows the path driven on the top of a large parking garage. Over a 230 second period, the vehicle traverses about 6 laps and 2.02 [km]. The wheelspeed INS GPS Path and Dead Reckoning Path
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Figure 3.12: Wheelspeed heading versus gyro heading with ABS sensors and the gyro based INS predict the position and heading equally well for these test conditions. Any dramatic jumps in the position error plot are the result of sudden jumps in the GPS position solution due to the number of satellites in the position solution changing. Wide Parking Lot This lot is larger, has very mild slopes for water runoff and occasional bumps where the surface is elevated to facilitate water runoff. This lot is less ideal as the bumps
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ABS Gyro 6 [m] 6 [m] m 0.025[ s ] 0.025[ ms ] 0.3 % 0.3 % 0.01 [rad] 0.01 [rad] 3.5e−4 [ rad ] 3.5e−4 [ rad ] s s 0.25% 0.25%



Table 3.3: Wheelspeed Heading Vs Gyro heading for parking garage Wide Lot Position Error Error Rate % Error Heading Error Error Rate % Error



ABS Gyro 31 [m] 8 [m] m 0.106[ s ] 0.026[ ms ] 1.04 % 0.27 % 0.07 [rad] 0.018 [rad] 2.8e−4 [ rad ] 7e−5 [ rad ] s s 0.4% 0.1%



Table 3.4: Wheelspeed heading versus Gyro heading for wide lot



tend to excite the wheel hop dynamics. As suggested in the earlier section on white noise modeling, the high resolution wheel angle encoders performed identically to the ABS sensors in all data runs. Figure 3.13 illustrates this with dead-reckoning in the wide parking lot. The lower two plots show the error growth is effectively independent of the wheel angle sensor used. Furthermore for the 5 minute test, the error for both systems were less than the width of typical roads. Commercial Outer Loop The final location is the longest and the most challenging lot. It has speed bumps placed along the trajectory which will tend to excite the wheel modes. It also has a crown for water runoff and the bumps are lower on the outside of the road than on the inside. It is not surprising that the performance of the filters is the worst on this section of road because of vehicle roll and the undulating road surface.
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Figure 3.13: Integrated paths using Gyro, high resolution encoder and ABS sensors
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Figure 3.14 shows the path driven around a large parking lot. Over a 350 second period, the vehicle traverses 2 laps and 4.07 [km]. For this track the gyro navigation GPS Path and Dead Reckoning Path 300 Direction of Travel



North [m]



200 100



True Path WS yaw



0



Gyro Yaw End INS



-100



Begin INS



-200 -600



-500



Error [m]



150



-400



-200 -100 0 100 East [m] Stock ABS Wheel Sensor and Gyro Error



WS Yaw Error



-300



Gyro Error



Gyro Cov



100 WS Cov



50 0 0



50



100



150



200 Time [s]



250



300



350



Figure 3.14: Wheelspeed heading versus gyro heading with ABS sensors system does about twice as well as the wheelspeed system. For this challenging environment, the wheelspeed based navigation performed adequately for about one minute. After about 1.5 minutes, the error exceeded the width of most roads.



3.5



Conclusions



This chapter presented several practical aspects of vehicle dead reckoning with differential wheelspeeds. Results show that additional encoder resolution beyond the stock ABS sensors does not aid the filter accuracy for these tests and the errors introduced by quantizing the wheel angle are significantly smaller than a white noise
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ABS Gyro 185 [m] 90 [m] m 0.53[ s ] 0.26[ ms ] 4.6 % 2.3 % 0.57 [rad] 0.24 [rad] 1.6e−3 [ rad ] 7e−4 [ rad ] s s 4.7% 2%



Table 3.5: Wheelspeed heading versus gyro heading for commercial loop



analysis predicts. A kinematic analysis shows that placing the antenna over the rear differential minimizes the contribution of sideslip to the longitudinal velocity measurement. Including individual wheel radii in the filter structure is critical for the wheelspeed heading estimator and reduces the potential error sources for the gyro heading estimator when the two wheel radii differ by more than about 5 [cm]. The limiting factors for dead reckoning accuracy during ordinary driving are unmodeled dynamics and surface unevenness. However, both presented filter structures perform quite well during short times of GPS unavailability and would probably work quite well coupled with map matching algorithms. A byproduct of this work is an extremely good estimate of the gyro bias and scale factor errors which are unknown and drift on automotive grade sensors. These estimates, combined with work such as [32] it is possible to use GPS to directly measure the relevant vehicle states with respect to a global frame. This information is used in Chapter 4 to develop a new stability control structure which explicitly accounts for significant system nonlinearities.



Chapter 4 Vehicle Control This chapter presents a model predictive control structure applied to vehicle stability control with actuator and state constraints. Although the dynamic model used for this controller is linear, the feedback law is in general nonlinear. This application represents one application enabled by accurate vehicle parameter and state estimates presented in the previous chapter. Furthermore, this formulation requires direct control over the forces at the tires which is enabled by the work in Chapter 2. Although the general formulation for model predictive control appearing here has appeared previously in the literature, this formulation has not yet been applied to automotive vehicle stability control. The likely reason for this is that until recently it was not possible to implement these controllers in real time due to computational effort required and the relatively fast dynamics of automobiles. The control law design methodology is quite general. As a relevant example, two control structures are designed to limit the roll angle of the vehicle to below a designed safe value during extreme maneuvers. During ordinary driving, the vehicle behaves exactly like a normal vehicle. However, during a extreme maneuvers the control law prevents the roll angle of the vehicle from exceeding a preset value while maintaining the drivers desired planar motion. Numerical simulations demonstrate the effectiveness of the control law on a nonlinear vehicle model.
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4.1
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Model Predictive Control



Model Predictive Control (MPC) has achieved wide application in the process control industries [22, 26]. It works by using a well parameterized, discrete time, linear model to predict the future state trajectories of the plant as a function of the inputs. Subsequently the control law executes an online optimization routine which solves for the input which minimizes some meaningful cost function of the state, often while also respecting desired state and actuator constraints. Once solved, the optimal control inputs are output to the plant and at the next time step the whole process is repeated. This strategy works very well in practice, however, its largest drawback is the computational burden of solving the optimization problem at each time step. As a result, MPC has been applied primarily to systems will slow dynamics and sample times. Recent advances in model predictive control theory in [3] allow most of the computational burden of optimization to be performed off line in advance. For the control laws developed in this section, the real-time model predictive control algorithm takes less than 1 [ms] to evaluate on a pentium 1.8[GHz] running MATLAB 6.5, while previously it required up to 500 [ms] to evaluate. As such, this recent work enables the realistic exploration of MPC for vehicle control and other control applications with fast dynamics. Appendix B details the theory and implementation details for explicit MPC. The current chapter focuses on presenting some interesting results.



4.2



Motivation for Rollover Control



In the last decade the composition of the automotive fleet has shifted toward larger vehicles such that it now consists of 36% light trucks, minivans and sport utility vehicles (SUVs). Unfortunately, the rate of fatal rollovers for pickups is twice that for passenger cars and the rate for SUVs is almost three times the passenger car rate. While rollover only affects about three percent of passenger vehicles involved in crashes, it accounts for 32 percent of passenger vehicle occupant fatalities [31]. These statistics motivate a very real opportunity to improve passenger vehicle safety
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by preventing vehicle rollover via active stability control. The vehicle control community observes that ordinary drivers rarely push their vehicle to the limits and are often unprepared for vehicle response during extreme maneuvers. Current production vehicles commonly use differential braking technology to maintain driver control during extreme maneuvers [39]. Other groups propose differential braking schemes specifically to prevent vehicle rollover [9, 43]. The control schemes presented in this chapter look at combining new steer-by-wire technology as well as existing differential braking actuators for active rollover prevention. This work seeks a control strategy which is transparent to the driver during normal driving conditions and maintains a safe roll angle during extreme maneuvers. Toward this goal, two nonlinear, convex, optimal filter designs are examined by numerical simulation. The first filter assumes complete knowledge of the driver command input. This implementation is used to investigate the limits of performance achievable by any filter with this vehicle configuration since each control input is calculated with full knowledge forward and backward in time. The performance of this controller on a nonlinear vehicle model is very encouraging, the peak roll angle during a double lane change maneuver is reduced to a designed maximum value while negligibly affecting the desired yaw rate and sideslip angle. This suggests that a closed loop control law exists which can help a driver effectively control the vehicle while also maintaining vehicle safety. The second system, similar to other stability control systems, is a receding horizon controller which assumes a Zero Order Hold (ZOH) on the driver’s commanded steering angle. It also seeks to track a model reference trajectory while limiting the peak roll angle during the maneuver. Although the variations between the desired and achieved yaw rate are slightly larger than with the first filter, the peak roll angle is effectively limited to the designed value and the vehicle response still closely follows the driver intent. Although in general the designed control law is very complex, for the maneuver presented here it reduces to a simple control logic. This motivates further research toward a control law which explicitly trades optimality with complexity.
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4.3



Vehicle Modeling



The nonlinear models described in this section are the first step toward verifying controller performance. Although these models are later linearized for controller formulation, all testing of the controllers by simulation is performed on the nonlinear model with nonlinear tires.



Nonlinear Dynamics
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Figure 4.1: 4 wheel vehicle model with roll Figure 4.1 shows a schematic diagram for a planar vehicle model with a roll mode. a and b are the distances from the vehicle axles to the center of gravity, d is the rear track width and h is the height of the center of gravity. αf and αr are the vehicle sideslip angles at the front and rear axles respectively. The forces acting upon the vehicle lie either along the tire axis of heading or perpendicular to it. The vehicle states are chosen to be: U x , Vehicle fixed longitudinal velocity



(4.1)



Uy , Vehicle fixed lateral velocity



(4.2)
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ψ˙ , Yaw rate



(4.3)



φ˙ , Roll rate



(4.4)



φ , Roll angle



(4.5)



m is the mass of the vehicle lumped into the roll mode and Ixx , Iyy , Izz are the moments of inertia about the roll, pitch and yaw axes respectively. With these definitions, the equations of motion may be written in the vehicle fixed frame, Fxr + Fxf cos (δ) − Fyf sin (δ) U˙x = + Uy ψ˙ (4.6) m {Fxr + Fxf cos (δ) − Fyf sin (δ)} h2 sin2 (φ) + Iyy sin2 (φ) + Izz cos2 (φ) {a (Fyf cos (δ) + Fxf sin (δ)) − bFyr } h sin φ − Iyy sin2 (φ) + Izz cos2 (φ)  (Fxrr − Fxlr ) d2 + (Fxrf − Fxlf ) d2 cos(δ) h sin φ − Iyy sin2 (φ) + Izz cos2 (φ) 2Izz h cos (φ)ψ˙ φ˙ − Iyy sin2 (φ) + Izz cos2 (φ)   2 F + F cos (δ) + F sin (δ) {I + h m} yr yf xf xx 2 (4.7) − h sin (φ)φ˙ U˙y = m Ixx + mh2 sin2 (φ) n o mgh sin (φ) − kφ − bφ˙ h cos (φ) − U xψ˙ − h sin (φ)ψ˙ 2 + Ixx + mh2 sin2 (φ) {(Iyy − Izz ) cos2 (φ)} h sin (φ)ψ˙ 2 + Ixx + mh2 sin2 (φ) a {Fyf cos (δ) + Fxf sin (δ)} − bFyr ψ¨ = Iyy sin2 (φ) + Izz cos2 (φ) (Fxrr − Fxlr ) d2 + (Fxrf − Fxlf ) d2 cos(δ) + Iyy sin2 (φ) + Izz cos2 (φ) {Fxr + Fxf cos (δ) − Fyf sin (δ)} h sin (φ) − Iyy sin2 (φ) + Izz cos2 (φ) 2 (Iyy − Izz ) sin (φ) cos (φ)ψ˙ φ˙ − Iyy sin2 (φ) + Izz cos2 (φ)



(4.8)
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mgh sin (φ) − kφ − bφ˙ φ¨ = Ixx + mh2 sin2 (φ) {Fyr + Fyf cos (δ) + Fxf sin (δ)} h cos (φ) + Ixx + mh2 sin2 (φ) o n 2 2 ˙2 ˙ (Iyy − Izz ) ψ − mh φ sin (φ) cos (φ) + Ixx + mh2 sin2 (φ)



4.3.2



Nonlinear Tires



4.3.3



Nonlinear Tires



(4.9)



The nonlinear model used to verify the control laws uses the HSRI tire model [10],   p µ = µpeak (1 − As Rω s2 + tan2 α s 2  2 Cy tan α Cx s H = + µFz (1 − s) µFz (1 − s) ( s : H < 21 Cx 1−s Fx =  1 s Cx 1−s : H ≥ 12 − 4H1 2 H ( 1 tan (α) : H< Cy 1−s Fy =  1 1 1 Cy 1−s H − 4H 2 tan (α) : H ≥



(4.10) (4.11) (4.12) 1 2 1 2



(4.13)



where Cx and Cy are the longitudinal and cornering stiffnesses, s denotes tire slip, µpeak denotes peak road friction (assumed to be 0.9 for this work), As is a friction discount factor due to sliding in the patch (As = 0.02 for this work), R, ω are the tire effective radius and angular velocity, and Fx , Fy are calculated for each tire. Figure 4.2 shows representative tire curves from this model for a single axle.



4.3.4



Linear vehicle Model



This model assumes a constant longitudinal velocity Ux . Ux = V



(4.14)
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Figure 4.2: HSRI tire model friction circle U˙x = 0



(4.15)



A new variable β is introduced as a state which describes the sideslip angle at the center of gravity of the vehicle for small angels. β = tan−1



Uy V



Uy ∼ = V ˙y U β˙ ∼ = V



(4.16) (4.17) (4.18)



The forces on the tires are modeled as proportional to the slip angles at each axle. Cf and Cr are the cornering stiffnesses of the front and rear tires respectively. Fyr Fyf







 b ˙ = −Cαr β − ψ V o n a = −Cαf β + ψ˙ − δ V



(4.19) (4.20)
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Finally, for convenience, the following constants are defined. C0 = Caf + Car



(4.21)



C1 = aCaf − bCar



(4.22)



C2 = a2 Caf + b2 Car



(4.23)



By linearizing about small angles, the following four state linear model maybe defined,   {Ixx +h2 m}CO {Ixx +h2 m}C1 ˙ β − − −1 Ixx mV Ixx mV 2   ¨   C C  ψ  − Izz2V − Izz1   =    φ˙   0 0    0 1 φ¨ − hC − IhC Ixx xx V    {Ixx +h2 m}Caf 0 0 Ixx mV      aCaf  2Id − 2Id   zz zz Izz +  δ +   0   0 0    hCaf 0 0 I 
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, Ac x + Bc u yc , C c x



   (4.24)   (4.25)



(4.26) (4.27)



This model takes steering angle and longitudinal tire forces as inputs and provides sideslip, yaw rate, roll rate and roll angle as outputs. Also, as the height of the center of gravity tends to zero, the model reduces to the planar bicycle model. In practice the trajectories for this linearization match the nonlinear model trajectories closely. Steering wheel angles remain small at reasonable vehicle speeds and the sideslip angles, lateral and longitudinal forces all stay within their linear ranges during their extreme maneuvers in the later sections. Also, the closed loop nature of the control laws developed in this chapter should be robust to small changes in the vehicle model.
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For the model predictive control law, the continuous model above is discretized with a ZOH will be referred to in the following form.



xk







 βk  ˙   ψk   =   φ   k  φ˙ k



xk+1 = Axk + Buk yk = Cxk t = k∆t,



(4.28)



(4.29) (4.30)



k = 0, . . . , h



(4.31)



where ∆t represents the sampling period, x represents the set of vehicle states, k represents the current time epoch. From the linear equations one can see that the individual braking forces, although consisting of four inputs, only influence the yaw rate ψ˙ of the vehicle and even when combined with steering angle, the system is underactuated. This suggests that yaw rate and sideslip may be controlled independently and that all other state trajectories are coupled.



4.3.5



Assumptions Regarding Sensors and Actuators



The control laws proposed in subsequent sections require several important parameters and measurements to function properly. a, b, d, h



The center of gravity location, track width wheelbase and roll mode height can be measured by the vehicle manufacturer. For minivans or SUV’s which may have widely varying loads, it may be necessary to estimate the CG location in real time.



Ixx , Izz



The roll and yaw moment of inertia of the vehicle may be estimated using the vehicle mass and its geometry as in [41]. For minivans or SUV’s which may have widely varying loads, it may be necessary to estimate these value in real time.
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The roll stiffness and roll damping may be estimated using automotive grade inertial sensors and GPS [32].



Cx , C y



The tire longitudinal stiffness may be estimated in real time as discussed in Chapter 2. GPS and inertial sensors may be used to estimate Cy in real time [4, 16]. Alternately, Cy is usually very close to



Re



Cx 2



for automobile tires [39].



In addition to the longitudinal stiffnesses, the wheel effective radii are needed to actuate tire forces via brake torque commands. These are estimated in detail in Chapter 2



ψ˙



Vehicle yaw rate may be measured directly using a calibrated yaw rate sensor from Chapter 3.



β



The vehicle sideslip state can be measured using a combined GPS and automotive grade inertial system [4, 16].



φ, φ˙



The vehicle roll mode states may also be estimated using a GPS attitude system in combination with automotive an grade gyroscope oriented to measure roll rate.



This work further assumes a steer-by-wire system and a differential braking system are available on the vehicle. The results presented in later sections do not require particularly high bandwidth from either actuator.



4.4



Control Laws



The block diagram for the two control laws presented in this section appears in Figure 4.3. The controllers take the steering command as the driver input, and output desired steering angles and braking commands. Both control laws are similar in that they assume the driver’s steering angle command corresponds to a desired yaw rate command. They both also solve for the combination of steering and differential
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Figure 4.3: Block diagram of proposed control and simulation structure braking which will track the driver’s desired yaw rate as closely as possible while also preventing the vehicle from exceeding the maximum safe roll angle. The key difference between the two controllers is the information available about the driver’s input trajectory. The first, non-causal, control law simply passes the complete input trajectory to the controller structure. In practice it is not possible to know what command a driver will give to the vehicle. However, the response to this input provides an optimal benchmark for which other real time controllers can be compared. The the second control law places a zero order hold on the driver steering command at each time step and calculates the control law for some finite horizon similar to the work presented in [39]. This is a more realistic control structure and is implemented with no knowledge of the future steering angle input trajectory.



4.4.1



Reference Model



Both of the control laws presented here rely on the accurate linearized vehicle model described by Equations 4.28 - 4.31. This model along with a current estimate of the vehicle state is used to generate a set of future desired vehicle state trajectories from the steering angle input command. When the steering input is known in advance of the maneuver, these trajectories may be completely calculated to the end of the maneuver at each controller time step.
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Figure 4.4: Example of reference trajectories given an input steering angle and some initial condition In the case where the control input is not completely known, the current steering angle input is held constant and the dynamics are propagated forward to some finite control horizon. Figure 4.4 shows an example set of state trajectories for a driver input held constant from t = 0 [s] to t = 4 [s]. In practice the horizon length for the unknown input trajectory does not need to be this long; it is typically about 0.15 seconds.



4.4.2



Tracking Controller Formulation with Constraints



As described earlier, this control law seeks to closely track the user’s intent while at the same time ensuring that the vehicle roll angle does not exceed the maximum safe value. For this work close refers to the sum of the squares of the error between the commanded and desired yaw rate trajectory. This idea is nicely expressed in discrete Linear Quadratic Regulator (LQR) language, minimize U , {u0 , . . . , uh−1 }



J=



h−1 X 



(yk+1 − y¯k+1 )T Q(yk+1 − y¯k+1 )



k=0



+uTk Ruk ]



(4.32)
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where yk is the controlled system tracking output, y¯k is the reference trajectory to be tracked, yˇk is the output to be constrained, and Q, R are the weighting matrices for the square of the tracking error and the square of the input at each discrete time epoch k. Here the cost function represents the weighted sum of squares of the tracking error, yk+1 − y¯k+1 , with a weighted sum of squares of the input sequence, uk . The solution to this problem for finite time or infinite time horizons is the input sequence, U . There are many ways to solve this problem and, in particular, there are analytic solutions [36]. What distinguishes the control laws in this chapter from standard LQR control laws is the ability to explicitly include constraints into the control problem, subject to:



yˇmin ≤ yˇk ≤ yˇmax ,



k = 1, . . . , h



(4.33)



umin ≤ uk ≤ umax ,



k = 0, . . . , h − 1



(4.34)



xk+1 = Axk + Buk ,



k = 0, . . . , h − 1



(4.35)



yk = Cxk ,



k = 0, . . . , h



(4.36)



¯ k, y¯k = Cx



k = 0, . . . , h



(4.37)



ˇ k, yˇk = Cx



k = 0, . . . , h



(4.38)



The inclusion of these constraints explicitly into the control law eliminates many of the design heuristics that accompany LQR control design. In this formulation constraints on output magnitude, slew rate, input magnitude, input slew rate, etc are all independent of the weighting matrices Q and R. In general yk , y¯k and yˇk may be vectors and may be generated from independent methods. However, for this work they are all generated from the same vehicle model. Specifically, yk , ψ˙ k y¯ , ψ¯˙



(4.39)



k



(4.40)



yˇk , φk



(4.41)



k
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This choice of trajectories may be interpreted as: control the vehicle output yaw rate, ˙ to track the reference model yaw rate, ψ¯˙k , closely while maintaining the roll angle ψ, output, φk , within design bounds, ymax and ymin . Although this controller configuration tracks yaw rate commands and limits roll angles, this controller structure is much more general. For instance, it could just as easily track desired sideslip, or some weighted combination of sideslip and yaw rate. Equations 4.32 - 4.38 may be re-written in a more directly applicable way. First write the output vectors yk to the time horizon as a function of the input and the initial state,       



y1 y2 .. . yh











      =       ,



CB







u0



   u1   .   ..  h−1 h−2 CA B CA B · · · CB uh−1 CAB



CB .. .











CA1







     CA2      +  .  x0   ..     h CA



y = SU + T x0



(4.42)



The reference trajectory is written in two different forms, depending on whether or not the input is completely known. In the case that it is completely known, it is written,       



y¯1 y¯2 .. . y¯h











       =      ,



¯ CB ¯ CAB







r  0   r1 ¯ CB   . ..   .. .  ¯ h−1 B CA ¯ h−2 B · · · CB ¯ rh−1 CA



¯ + T¯x0 y¯ = SU











      +    



¯ 1 CA ¯ 2 CA .. . ¯ h CA







    x0   (4.43)



In the case that is not known, it is fixed as constant through a ZOH and the future
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dynamics simplify to the following form, 



 P  0 ¯ iB y¯1 CA   P1i=0     y¯2  ¯ i    i=0 CA B  .  =  ..   ..  .   P  h−1  ¯ i y¯h i=0 CA B 



,



      



1 1 .. . 1











      r +     



¯ 1 CA ¯ 2 CA .. . ¯ h CA



¯ + T¯x0 y¯ = Sr







    x0   (4.44)



The following intermediate variables lead the way to the final compact problem formulation of the reference and vehicle state propagation. Let, 



 Qd =  







 Rd =  



Q ... Q R ... R



   



(4.45)



   



(4.46)



 H = 2 S T Qd S + R " # 0 F = −2S¯T Qd S " # 0 0 Y = 0 −2S¯T Qd S¯



(4.47) (4.48) (4.49)
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Lastly, the constraints are written in a compact form as well. 



    I   G =   −I     



Sˇ −Sˇ



...



 yˇmax   ..   .      yˇmax      −ˇ y min     ..   .     W =  −ˇ ymin      u  max     −umin      ..   .      umax  −umin   −Tˇ 0    Tˇ 0      E =  0 0   . ..   .. .    0 0 







            I  −I



(4.50)



(4.51)



(4.52)



Combining equations 4.32-4.44 via the intermediate variables yields the equivalent formulation, minimize U



hx i 1 1 0 J = U T HU + [xT0 rT ]F U + [xT0 rT ]Y 2 2 r



(4.53)
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subject to:



GU ≤ W + E



hx i 0



r



(4.54)



This problem formulation is called a Quadratic Program (QP) in U , and when H is positive definite, as it is for the work here, the problem is convex. U for this problem represents the control input vector which will minimize the cost function in equation 4.32 while ensuring that the roll angle does not exceed a given preset value. The convexity property of this problem ensures that if a control input exists that satisfies the constraints then it is unique and it can be found efficiently using common computational tools. For a detailed reference on the theory and algorithms which efficiently solve optimization problems of the above form, see [6]. For more detailed implementation issued regarding this control law, see Appendix B



4.5



Simulation Results



This section shows the action of the two different proposed control laws on the nonlinear vehicle and tire model during two different double lane change maneuvers. The first maneuver does not exceed the safe roll angle of the vehicle and thus there is no action by the control law which emphasizes its transparency to the driver. The second maneuver is a panic double lane change maneuver and both control laws successfully limit the roll angle to the designed maximum. The vehicle models are parameterized to match a 1998 minivan’s dynamic behavior when travelling at 30 [m/s] even though the vehicle may slow down slightly when braking is used by the control law. The worst case maximum roll angle is designed not to exceed 0.105 [rad].



4.5.1



Worst Case Driver Commanded Input



The driver steering command for this example seeks to maximize the peak output of the roll mode in a double lane change maneuver. For a linear system, the following signal, r(t), is known to be the input which will create the largest magnitude output
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for an input with magnitude bound, |δ1g |. r(t) = |δ1g | sign(g(T − t))



(4.55)



Where g(t) is the impulse response function of the linear system in Section 4.3.4 from steering angle to the roll angle, and T is the given maneuver time of 2.2 seconds. Since the linear model approximates the nonlinear model closely, it is likely this closely matches the worst case input for the nonlinear model as well. This signal is then low-pass filtered at 3 [Hz] to simulate a driver’s bandwidth limited response in the worst case. The steering input gain, |δ1g |, is designed to represent a panic lane change maneuver; it is set such that the steady state step response, although not achievable, would yield a 1g lateral acceleration. It is unlikely that the driver would continue to produce this exact input once the stability control system becomes active. However, this input does provide a good starting point for studying the vehicle and control law behavior.



4.5.2



Nominal Operation



Figure 4.5 shows that the control laws reproduce the driver’s exact commanded trajectory for normal driving conditions. The top plot shows the commanded and desired yaw rate lie directly on top of one another, the bottom plot shows that the driver commanded steering angle is directly passed through to the steering actuator. This will be expanded upon during a subsequent discussion of the explicit control law in Section 4.5.5. The following sections show how the vehicle handling behavior is modified for unsafe driver inputs.



4.5.3



Known Input Trajectory



This controller uses complete knowledge of the driver’s input trajectory so that an optimal benchmark may be set for the best possible controller action. Its response can be recognized by the differential braking action before the driver begins turning the steering wheel.
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Vehicle States for Unextreme Maneuver
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Figure 4.5: State evolution during normal maneuver
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Here the control law seeks to limit the roll angle of the vehicle to 0.105 [rad] while also generating the driver desired yaw rate when the input is completely known in advance. Figure 4.6 shows the desired and controlled vehicle responses. The figure shows that the control law minimally influences the desired yaw rate trajectory while also limiting the roll angle to less than the desired maximum. In particular the errors between the yaw rate and the desired yaw rate are very small, while the sideslip angle appears to have been minimally affected. It is unlikely the common driver would notice the difference in vehicle response for the maneuver since the trajectory qualitatively maintains it shape, with only a reduction in magnitude of the sideslip near the extremes of the maneuver. Vehicle States for Known Input 0.15
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Figure 4.6: State evolution for known trajectory
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Real Time Performance



This second controller has no direct knowledge of the future trajectory. It knows only the driver’s current commanded steering angle and projects the control input forward for a 0.15 second control horizon. Longer time horizons did not change the behavior of the control law significantly and are computationally more expensive. Shorter time horizons, however, resulted in higher peak control effort and larger errors between the commanded and controlled yaw rate. Once again the control law seeks to limit the roll angle of the vehicle to 0.105 [rad] while also generating the driver desired yaw rate when only the current commanded input is known. This shows more realistic controller performance since for most applications, the driver’s steering command is not known in advance. Figure 4.7 shows the response of this system and the controller generated inputs. Naturally the control scheme does not deviate from the commanded trajectory until after the driver commands a step steer. It then uses a combination of differential braking and steering to track the yaw-trajectory as much as possible while also limiting the forces into the roll mode. The deviation from the desired trajectory is higher for this case than for the case of a completely known input trajectory, but probably still quite intuitive to the driver. The control law effectively tracks the shape and phase of the driver’s commanded yaw rate, but limits the magnitude during portions of the trajectory where the roll angle must be actively limited.



4.5.5



Explicit Control Law



The control laws as presented in equation 4.32 are referred to as implicit control laws because they involve solving an optimization problem at every time step. It was recently proved that the solution to this optimal control problem is an explicit piecewise affine function of the vehicle state and the control input [3]. Both the implicit and explicit control law formulations are mathematically identical. Thus if computational resources are limited due to processor cost or high sampling rate, the control law may be explicitly calculated off-line even when the input trajectory is unknown. This eliminates solving optimization problems in real time which may take
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Vehicle States for ZOH Input 0.15
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Figure 4.7: State evolution for ZOH controller
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longer than the given sample period. Once computed, the control law implementation consists of a series of if-then statements, with each statement representing an affine control law for a convex portion of the state space. Appendix B explains the theory behind this in detail. For this application, the explicit control law breaks up the state space into approximately 500 convex regions, each associated with a different affine control law. Evaluating the control law simply consists of checking which of the 500 regions the vehicle states currently lie in and then evaluating the feedback law associated with that region. However, for this maneuver 99% of time, the control flipped between two distinct operating regions. Looking at these two regions in detail gives valuable intuition about how the control law functions. During the time history of the vehicle states in Figure 4.7, they passed through the following regions. 0 ≤ t ≤ 1.24 Region 1



(4.56)



1.24 < t ≤ 1.72 Region 2



(4.57)



1.72 < t ≤ 2.44 Region 1



(4.58)



2.44 < t ≤ 2.88 Region 2



(4.59)



2.88 < t ≤ 6 Region 1



(4.60)



For the first region, the feedback law is, 1



uk =



"



0 0



#



+



"



0 0 0 0 1 0 0 0 0 0



#"



xk r



#



where row one of the control input at time epoch k is the command to the steerby-wire system, and row two is the command to the differential braking system in kilonewtons. It is clear that inside region 1 the control law would be completely transparent to the driver. The control law simply feeds the driver’s steering angle measurement directly into the steer-by-wire system. Region 2 represents the case where the roll angle would nominally exceed the
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design bounds, 2



uk =



"



+



"



0.194 −16.961 2.247



# −0.142 −1.528 −0.201 −0.491



−195.961 12.406 133.242 17.605 130.068



#"



xk r



#



In this region the control law actively applies both steering and differential braking commands to the vehicle. The control action of this controller may be intuitively understood with a thought experiment. First assume that the steering command reference makes a step change from zero to some positive steady state value. As the dynamics develop, the roll angle and yaw rate are positive while the sideslip is negative. Then, if the forward propagation of the dynamic reference model will result in too high of a roll angle, the controller switches to Region 2 gains. The first row of the Region 2 gains, which correspond to the steering input, have the opposite sign of the vehicle states. This implies that the controller understeers the reference command. The differential braking command, however, has the same signs as the vehicle states. This implies that the differential braking is making up for lost yaw rate due to understeer by directly yawing the vehicle. The combined result of this control action is also intuitive. The desired yaw rate is effectively tracked while the vehicle sideslip, is reduced from the driver commanded value. This effectively reduces the energy introduced to the base of the roll mode and therefore limits the peak roll angle.



4.6



Conclusions



There is a significant opportunity to improve the safety of the current vehicle fleet by preventing vehicle rollover. New sensor, actuator and computation technology enables the use of nonlinear optimal control methods. Although the simulation studies are far from exhaustive, the early results showing the performance of these methods are encouraging. They show that if the input trajectory is completely known, it
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is possible via steer-by-wire and differential braking to track the drivers command extremely closely while maintaining a safe roll angle. They also show it is possible to closely track the driver’s intent in real time without knowledge of the future steering commands while also maintaining a safe roll angle. Explicitly solving for the control law for the real time case enables application to fast vehicle dynamics, and also reveals that the control action appears quite simple for this maneuver.



4.7



Future Work



The proposed control law, while optimal in some sense is still very complicated and sometimes difficult to intuitively understand. However, during certain regions of operation, its control actions are intuitively quite transparent. Future work will look at linking possibly suboptimal control laws with more direct design intuition. The simulation results demonstrated here were far from exhaustive, and difficult to really kinesthetically understand. Future work will look toward moving the control law to an actuated driving simulator or test vehicle for further understanding and verification.



Chapter 5 Conclusions and Future Work This thesis presented several practical aspects of parameter and state estimation as well as how parameterized models may be used for navigation and vehicle control. First a novel nonlinear estimation scheme was used to identify the longitudinal stiffness and effective radius of two different kinds of tires under several different test conditions. The data clearly shows that there are several important parameters which govern tire longitudinal stiffness behavior. At a minimum, inflation pressure, tread depth, normal loading and temperature have a strong influence on linear longitudinal stiffness estimates for low values of slip. Surprisingly, road lubrication by water had the smallest influence on longitudinal stiffness estimates of all test conditions Next, tire parameters and how they relate to several practical aspects of vehicle navigation using a differential wheelspeed configuration were discussed. The navigation results show that additional encoder resolution beyond the stock ABS sensors does not improve the filter accuracy for these tests and that the errors introduced by quantizing the wheel angle are significantly smaller than a white noise analysis predicts. The limiting factors for dead reckoning accuracy during ordinary driving are unmodeled dynamics and road surface unevenness. The differential wheelspeed filter performs quite well during short times of GPS unavailability and would probably work quite well coupled with map matching algorithms. Finally, the thesis explored a nonlinear model predictive vehicle control strategy which takes advantage of a parameterized vehicle model. Motivated by the high 92
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fatality of rollover accidents, an active rollover prevention controller was demonstrated using the design methodology. Although the simulation studies are not exhaustive, the early results showing the performance of these methods is encouraging. They are also relevant to the automotive community, in that one is able to solve for the control law explicitly so that it may be implemented in real time.



5.1



Future Work



There are many interesting directions motivated by the work presented in this thesis. The tire parameter estimation work may be extended into the nonlinear region and combined with sideslip estimation techniques to completely parameterize the friction circle for automobile tires. This information would be useful for several application areas such a vehicle diagnostics, stability control, peak friction monitoring, driver warning systems etc. Some interesting work remains toward identifying the uncertainty of the identified parameters and how this uncertainty affects the performance of the systems which rely on them. The land navigation work could benefit from the tight integration of on-board map algorithms. There is also the potential for incorporating model based diagnostics which would leverage the information provided by stock wheelspeed sensors. Such work could add performance and safety to future land vehicles with little or no added cost. The model predictive control law has many exciting future directions for research. A good first step would be the validation on a high fidelity driving simulator or test vehicle to evaluate the human control law interaction. Additionally, the control laws generated by this method are still very complicated and difficult to intuitively understand. However, during certain regions of operation, their control actions are more intuitive. Future work will look at finding possibly suboptimal control laws with more direct design intuition. Finally, as the name suggests, this methodology relies heavily upon the vehicle model for its control action. Future work will look at how parameter uncertainty affects performance and may be explicitly accounted for in the model.



Appendix A Numerical Methods This appendix covers the important numerical methods used for the longitudinal slip work. The first section covers Nonlinear Least Squares (NLLS) which is probably the most used numerical method after integration in this thesis. The second is Nonlinear Minimum Norm (NLMN) which is used to generate the cost functions for NLLS problems to evaluate their convexity characteristics. Finally the QR factorization is discussed along with its role in pseudoinverse calculation and decreasing the computation time for matrix inverses and pseudoinverses for large matrices.



A.1



NLLS



This algorithm lets you solve a system of over determined nonlinear equations where the error enters linearly: Minimize subject to:



kk2



(A.1)



y = f (θ) + 



(A.2)



Where  is thought to be the error of the measurement y of the model f (θ). If  is white (or small), this problem can be locally solved by linearizing the constraint function and iteratively solving for the parameter θ which minimizes kk.
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Linearize f (θ): f (θ) ∼ = f (θ) + Df ∆θ + 



(A.3)



Where Df is the gradient of f with respect to θ and has more rows that it has columns since f is over determined. Let xk = Current Guess for θ ∆x = xk+1 − xk



(A.4) (A.5)



then, xk+1 = (Df T Df )−1 Df T (Df xk − f (xk ))



(A.6)



xk+1 = Df † (Df xk − f (xk ))



(A.7)



xk+1 = Df † Df xk − Df † f (xk )



(A.8)



= xk − Df † f (xk )



(A.9)



Where Df † is the linear least squares pseudoinverse of Df . This equation initialized with a guess for x0 and is iterated until the difference between xk and xk+1 is sufficiently small or the solution diverges. For most of the problems I have seen, if this algorithm converges, it converges in about 5 steps, and never more than about 15 steps. Sometimes, however, it fails to converge because locally the function is not close enough to quadratic. In this case damping can be added to the solution to insure that kk is getting smaller at each step. Instead of: xk+1 = xk − Df † f (xk )



(A.10)



take a smaller step in the solution direction: xk+1 = xk − αDf † f (xk )



(A.11)
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where α is between 0 and 1. For most of the problems related to estimating problems of longitudinal stiffness, when damping was needed, 0.6 worked well.



A.2



NLMN



In some cases one has fewer equations than unknowns, and wishes to solve the problem: Minimize subject to:



kθk2



(A.12)



f (θ) = 0



(A.13)



Linearize f (θ): f (θ) ∼ = f (θ) + Df ∆θ



(A.14)



Where Df is the gradient of f (θ) with respect to θ and has more columns that it has rows since f (θ) is under determined . Let xk = Current Guess for θ ∆x = xk+1 − xk



(A.15) (A.16)



then, xk+1 = Df T (Df T Df )−1 (Df xk − f (xk ))



(A.17)



xk+1 = Df † (Df xk − f (xk ))



(A.18)



Where Df † is the linear minimum norm pseudoinverse of Df (the dual of the least squares inverse.) This equation initialized with a guess for x0 and is iterated until the difference between xk and xk+1 is sufficiently small or the solution diverges. Figure A.1 shows a typical plot of minimum norm convergence. It is important to realize that unlike for the NLLS case, the minimum norm
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pseudoinverse is not in general a left inverse. That is: Df † Df 6= I



(A.19)



When this algorithm fails to converge, it can be damped as well. But not with the same form as for least squares. In place of xk+1 = Df † Df xk − Df † f (xk )



(A.20)



Which can not be further reduced as with NLLS. Let ∆x = Df † Df xk − Df † f (xk ) − xk



(A.21)



and then update the solution as xk+1 = xk + α∆x



(A.22)



where α is between 0 and 1. For most of the problems related to estimating problems of longitudinal stiffness, when damping was needed, 0.6 worked well.



A.3



Solving for Pseudoinverses Fast



Solving these minimum norm and least squares problems involves generating pseudoinverses whose sizes scale with the number of measurements. Pseudoinverses of dense matrices have operation counts which grow on the order O(n3 ) where n is the number of rows of the matrix to be inverted. It turns out that with 2002 computing power, this severely limits the number of data points which can be processed in one batch. It turns out, however, that the matrices which need to be inverted for these slip estimation problems are not dense, they are sparse and with a little care the pseudoinverse operation count can be reduced to O(n2 ). First lets look at how a powerful tool, the QR factorization (QRF), can be used to solve for pseudoinverses of matrices. Next we will look at the structure of the gradients used in the force and
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Figure A.1: Typical convergence of minimum norm solution energy balance equations. Finally, we will see how their structure helps us solve for QRF pseudoinverses fast. I would like to thank Dr. Rasmus Larsen for pointing out that this was possible and recommending some good references on the subject.



A.3.1



The QR Factorization



Any matrix, A ∈ Rm×n



(A.23)



can be factorized into A =



h



¯ Q Q



R ∈ Rr×r Q ∈ Rn×r



i



"



R 0



#



(A.24) (A.25) (A.26)
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¯ ∈ Rn×(m−r) Q



(A.27)



¯ have orthonormal columns and, where R is upper triangular, Q and Q QT Q = I(r)



(A.28)



¯T Q ¯ = I(m − r) Q



(A.29)



where, r is the rank of the matrix A. For over determined systems of equations, y = Ax



(A.30)



A ∈ Rm×n " # i R h ¯ A = Q Q 0



(A.31) (A.32)



m > n, r > n. The pseudo inverse is: −1 T AT A A y  −1 = [QR]T [QR] [QR]T y −1 T T = RT QT QR R Q y  −1 T T = RT R R Q y = R−1 R−T RT QT y



(A.37)



= R−1 QT y



(A.38)



x ∼ =



(A.33) (A.34) (A.35) (A.36)



which is usually solved in two steps, first an intermediate variable b is introduced, b = QT y



(A.39)



Rx = b



(A.40)



and then
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is solved by back substitution, which is easy since R is upper triangular. For under determined systems of equations, y = Ax A ∈ Rm×n " # h i R ¯ AT = Q Q 0



(A.41) (A.42) (A.43)



m < n. The pseudo inverse via the QRF is: −1 y x ∼ = AT AAT  −1 y = [QR] [QR]T [QR] −1 = QR RT QT QR y  −1 = QR RT R y



(A.44) (A.45) (A.46) (A.47)



= QRR−1 R−T y



(A.48)



= QR−T y



(A.49) (A.50)



which is also solved in two steps using an intermediate variable b. Let b = R−T y



(A.51)



RT b = y



(A.52)



x = Qb



(A.53)



then solve the equation



by back substitution for b. Then
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A.3.2



Particular Gradients



The time derivatives for the force and energy balance equations are approximated by first order finite difference equations. Let each wheel angle measurement be written as: θˆk = θk + ∆θk



(A.54)



where θk is the true value and ∆θ is the measurement error. Then, Vˆ k ∼ = Rr a ˆk ∼ = wˆfk ∼ =



θˆrk+1 − θˆrk−1 2T



!



(A.55)



θˆrk+2 − 2θˆrk + θˆrk−2 Rr 4T 2 ! θˆfk+1 − θˆfk−1 2T



!



(A.56) (A.57)



Where T is the sample rate. It is these finite difference equations that give the structure to the gradients used by the minimum norm and least squares iterative solvers.



A.3.3



Force Form



The equation for the force balance is written: ma = −Cx







V − Rω V







(A.58)



which can be rearranged as f = maV − Cx (V − Rω) = 0



(A.59)
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Where a, v, ω are time derivatives of the measurements. f (·, t) is approximated at each time epoch k by fk ∼ = f (·, T k)



(A.60) 



= maˆk Vˆ k + Cx Vˆ k − Rf wˆfk







(A.61)



when the sample time T is small. The non zero portions of the gradient of this function with respect to the unknown variables is then:



Df



k







∂ a ˆVˆ = m



∂θr







+ Cx



∂ wˆf ∂ Vˆ − Rf ∂θr ∂θf



!



+



∂f ∂f + ∂Cx ∂Rf



(A.62)



Given the above notation, with the superscripts representing time epochs, we can create the gradient (in parts.) 



∂ a ˆVˆ 



∂θr −2Vˆ 1







=



Rr × 4T 2



2T a ˆ1 −2Vˆ 2



(A.63) Vˆ 1



0 0 0  2 2 2  −2T a Vˆ 0 0 ··· ˆ 2T a ˆ   ˆ3  V −2T a ˆ3 −2Vˆ 3 2T a ˆ3 Vˆ 3 0   Vˆ 4 0 Vˆ 4 −2T a ˆ4 −2Vˆ 4 2T a ˆ4      ..  .      Vˆ N −3 0 Vˆ N −3 −2T a ˆN −3 −2Vˆ N −3 2T a ˆN −3    ··· 0 Vˆ N −2 −2T a ˆN −2 −2Vˆ N −2 2T a ˆN −2 Vˆ N −2   0 0 Vˆ N −1 −2T a ˆN −1 −2Vˆ N −1 2T a ˆN −1  0 0 0 Vˆ N −2T a ˆN −2Vˆ N ∈ RN ×N



∈ B3 (N )







             (A.64)           



(A.65)



(A.66)
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where Bbw (n) represents a banded n × n matrix of bandwidth bw. 



∂ Vˆ ∂θr



        Rr   = 2T         



∈ RN ×N



0



1



0



0



0







 ···     0 −1 0 1 0   0 0 −1 0 1   ..  .   −1 0 1 0 0    · · · 0 −1 0 1 0   0 0 −1 0 1   0 0 0 −1 0



−1



0



1



0



0



∈ B2 (N )



(A.67)



(A.68) (A.69)



Which has the Toeplitz structure. Finally 



∂ wˆ ∂θf



        1   = 2T         



∈ RN ×N



0



∂f = ∂Cx ∈ k ∂f = ∂Rf



0



0



0







 ···     0 −1 0 1 0   0 0 −1 0 1   ..  .   −1 0 1 0 0    · · · 0 −1 0 1 0   0 0 −1 0 1   0 0 0 −1 0



−1



∈ B2 (N ) k



1 0



1



0



0



(A.70)



(A.71) (A.72)



Vˆ − Rf ωˆf



(A.73)



RN ×1



(A.74)



−Cx ωˆf



(A.75)
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∈ RN ×1



A.3.4



(A.76)



Energy Form



The equation for the energy balance is written: mV 2 − mV02 = −2Cx (S − Rθ)



(A.77)



which can be rearranged as: g = mV 2 − mV02 + 2Cx (S − Rθ)



(A.78)



= 0 at each time epoch k, g(·, t) is approximated as gk ∼ = g(·, kT )



(A.79)



ˆ = mVˆ 2 − mVˆ02 + 2Cx (Sˆ − Rθ)



(A.80)



The nonzero portions of the gradient of g k are Dg k = m







∂ Vˆ 2 ∂θr



∂ Vˆ 2 ∂g k ∂g k ∂ Sˆ ∂ θˆ + 2Cx − 2Cx Rf + + ∂θr ∂θr ∂θf ∂Cx ∂Rf



0 Vˆ 1 0 0 0   −Vˆ 2 0 Vˆ 2 0 0 ···   3 3  0 −Vˆ 0 Vˆ 0   0 4 0 −Vˆ 0 Vˆ 4   .. = 2 .    −Vˆ N −3 0 Vˆ N −3 0 0   0 −Vˆ N −2 0 Vˆ N −2 0  ···  N −1 N  0 0 −Vˆ 0 Vˆ −1  0 0 0 −Vˆ N 0



(A.81)



                   



(A.82)
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∈ RN ×N



(A.83)



∈ B2 (N )



(A.84)



∂ Sˆ = Rr I(N ) ∂θr ∈ RN ×N ∂ θˆ ∂θf



k



∂g ∂Cx k



∂g ∂Rf



(A.85) (A.86)



∈ B1 (N )



(A.87)



= I(N )



(A.88)



∈ RN ×N



(A.89)



∈ B1 (N )   = 2 Sˆ − Rf θˆ



(A.90) (A.91)



∈ RN ×1   = −2 Cx θˆ



(A.92) (A.93)



∈ RN ×1



(A.94)



where I(N ) represents an N × N identity matrix.



A.3.5



The QRF for these problems



Now that all the structures of these gradients is clear, we can take advantage of them. The Df , Dg matrices are always fat, with twice as many rows as columns. Sparse QR factorizations are covered in the excellent books by Golub and Van Loan [14] and Ake Bjorck [5], so I will just point out the structure here and leave the details to the books. For the energy form of the equation, Df = =



h



h



∂g ∂θr



∂g ∂θf



i



B2 (N ) B1 (N )



(A.95) i



(A.96)
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The trick to finding this pseudo inverse quickly is to first form the matrix, A = Df T " # B2 (N ) = B1 (N )



(A.97) (A.98)



which is solved very quickly by first finding the QRF of top block and then eliminating the lower matrix using techniques outlined in [5] for solving Tikhonov regularized problems. For the force form of the equation, Df = =



h



h



∂f ∂θr



∂f ∂θf



i



B3 (N ) B2 (N )



(A.99) i



(A.100)



Like above, the trick to finding this pseudo inverse quickly is to first form the matrix, A = Df T " # B3 (N ) = B2 (N )



(A.101) (A.102)



which is solved in a similar way to the energy form above, but a higher computational cost since the upper bandwidth is higher and the lower matrix is not diagonal.



Appendix B Explicit Control Law Model predictive control eliminates many of the heuristics commonly used for controlling systems with input and/or output constraints at the price of computational effort. As a result, constrained model predictive control has primarily been used by industries such as chemical process control with long sample times. This chapter discusses recently developed theory [3] which allows the explicit computation of the feedback law off-line which drastically reduces the computational burden of the realtime control law. In 2003 technology, the vehicle roll control presented in Chapter 4 law requires up to 500 [ms] to evaluate by solving a QP in MATLAB 6.5 on 1.8 [GHz] Pentium 4. With the explicit control law, it requires less than 1 [ms]. This drastic reduction in computation time enables MPC for industries with significantly faster dynamics than previously practical. This chapter is included to ease the process of reproducing the model predictive control results, none of the work presented here is a new contribution by the author except perhaps the collection of much of the relevant information in a single place. The chapter begins with the ”trust me” approach by briefly covering duality from convex optimization theory [6]. This information is essential for understanding the computational aspects of MPC. The following section discusses the application of duality theory to MPC [3] and makes clear the piecewise affine nature of the feedback law. The computational algorithm is then presented and finally, some of the computational tools required to generate the control law are presented. 107



108



APPENDIX B. EXPLICIT CONTROL LAW



B.1



Duality Theory



The standard form for a convex optimization problem is, minimize z subject to:



f0 (z)



(B.1)



fi (z) ≤ 0, i = 1, ..., m



This is called the primal problem, z is the optimization variable, f0 (z) is the objective function, and the constraints, fi (z), are convex. For this standard form, the Lagrangian functional is defined as, L(z, λ) , f0 (z) +



X



λi fi (z)



(B.2)



i



which is simply the objective function augmented with a weighted sum of the constraints. The weights, λi , are called, lagrange multipliers. The Lagrange dual function is then defined, g(λ) ,



inf L(z, λ) z



(B.3)



This function is always concave in lambda since it is the pointwise infimum of an affine function. Finally we can define the Lagrange dual problem, which is needed to proceed with the MPC analysis. maximize λ subject to:



g(λ)



(B.4)



λ≥0



(B.5)



Applying these definitions to the quadratic program, minimize z subject to:



1 0 z Hz 2 Az ≤ b



(B.6) (B.7)
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The lagrangian is L(z, λ) =



1 0 z Hz + λ0 (Az − b) 2



(B.8)



The function is convex quadratic in z, so we can find the minimum by setting the gradient equal to zero. ∂L(z, λ) ∂z



1 0 z H + λ0 Az = 0 4 ⇒ z = H −1 A0 λ



(B.10)



⇒ g(λ) = −λ0 AH −1 A0 λ − λ0 b



(B.11)



=



(B.9)



Thus the dual function is concave quadratic in lambda as expected. The dual function becomes quite useful with the addition of Slater’s condition for convex quadratic programs, • If the primal program is feasible, then – The dual problem is feasible – The primal and dual optimal values are the same and – The primal and dual optimal values are achieved for the same value of z Stepping through how this condition applies to the above problem yields the KarushKuhn-Tucker (KKT) optimality conditions: The problem is feasible means that the lagrange multipliers are nonnegative and that the constraints are satisfied, λ ≥ 0



(B.12)



Az ≤ b



(B.13)



The concavity of the dual problem guarantees that the solution is at an extremum. ∂L = z 0 H + λ0 A ∂z = 0



(B.14)
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The fact that the primal and dual problems have the same value yields, λ0 (Az − b) = 0



(B.15)



These extra equations enable the precomputation of the control law as well as the characterization of the regions where the control law is valid.



B.2



Explicit Model Predictive Control



This section interprets the computational meaning KKT optimality conditions for the MPC control problem. We will begin by stating the MPC formulation used earlier in the thesis, minimize U subject to:



1 0 1 0 0 h x0 i 0 0 J = U HU + [x0 r ]F U + [x0 r ]Y 2 2 r hx i 0 GU ≤ W + E r



(B.16)



The Y term may be dropped since it is independent of the optimization variable U . (Another way to think of this is that the Y term represents a fixed cost and the objective is to minimize the cost to go.) The KKT conditions are not readily applied to this form of problem, however, a change of variables enables the completion of the square, hx i



r z = U + H −1 F 0 x



(B.18)



S = E + GH −1 F 0



(B.19)



x =



0



(B.17)



Which yields the equivalent problem in proper form, minimize z subject to:



1 0 z Hz 2 Gz ≤ W + Sx



(B.20) (B.21)



111



APPENDIX B. EXPLICIT CONTROL LAW



The KKT conditions for which are, λ ≥ 0 Gz ≤ W + Sx



(B.22) (B.23)



z 0 H + λ0 G = 0



(B.24)



λ0 (Gz − W − Sx) = 0



(B.25)



Which, after slight manipulation, yield the equations, λ ≥ 0 Gz ≤ W + Sx z = −H −1 G0 λ −GH −1 G0 λ − W − Sx = 0



(B.26) (B.27) (B.28) (B.29)



It is worthwhile to look at these equations for a moment and interpret their meaning. The first two are simply constraints which represent the feasibility of the problem. The second two, however, are coupled, affine equations of λ, z and x. Now recall the change of variables B.18 expresses the output U as an affine function of z and x, U = z − H −1 F 0 x



(B.30)



There are two interesting cases for the solution of the QP given some vector x. The first results in a solution for which no constraints are active. Ie, the minimum found is the global minimum for the quadratic objective function. For this case, the λi are all zero and thus z is zero and the change of variable equation U = H −1 F 0 x



(B.31)



a linear feedback law. Equation B.27 defines the region where this law is valid, −Sx ≤ W



(B.32)



APPENDIX B. EXPLICIT CONTROL LAW



112



(B.33) The second interesting case is when there are constraints which are active. For ˜ Equations B.28 and B.29 may be written, the active constraints, denoted λ, ˜ = −(GH ˜ −1 G ˜ 0 )−1 (B ˜ + Sx) ˜ λ



(B.34)



˜ 0 (GH ˜ −1 G ˜ 0 )−1 (B ˜ + Sx) ˜ z = H −1 G



(B.35)



This formulation is interesting because it shows that both the active lagrange multi˜ and the optimization variable z the are affine functions of the states x. This pliers λ combines with the change of variable equation B.18 to yield, U = z − H −1 F 0 x



(B.36)



Where the domain of the above control law may be characterized by observing the constraints from B.27 and the positivity constraints on the lagrange multipliers. ˜ 0 )−1 (B ˜ + Sx) ˜ ˜ 0 (GH ˜ −1 G ≤ W + Sx GH −1 G



(B.37)



˜ 0 )−1 (B ˜ + Sx) ˜ ˜ −1 G ≥ 0 −(GH



(B.38)



These results state that if one solves for the control law once for a particular point in state space, that the it is possible to store an affine version of the control law for an entire region of active constraints. Thus, to calculate the control law explicitly, off line, one must simply “explore” the complete state space, solving a QP each time, and record each sets’ affine control law. An example of such a partitioning for a 2-D problem appears in Figure B.1. The exploration of the state space is still an area of current research. One reasonably efficient way to do it is, 1. Begin by characterizing the control law at the origin and recording a minimal list of constraints which define the region, Ax ≤ b 2. Add the list of constraints to a global heap of unexplored hyperplanes
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0.15



Example of polytopic partitioning of state space
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2



Figure B.1: Polytopic partitioning of the state space 3. Pop the first hyperplane from the heap, af ≤ bf 4. Find the corresponding center, xc of the polytope face with respect to the region it defines (see Section B.4.2) 5. Construct a new search point in the state space by adding a small () vector in the direction of the hyperplane’s outward pointing normal to the center of the polytope face, x = pc + af 6. Check to see if x exists in a region which has already been explored. If so, goto 2, else continue 7. Evaluate the control law at point x . If infeasible goto 2, else record control law and corresponding active region. Add list of active constraints to global heap. 8. If heap not empty, goto 2, else complete set of control regions explored. This algorithm apparently assumes that the state space is complete “connected” by adjoining feasible polytopes. This is in fact the case. The objective function is a
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piecewise continuous, quadratic function of the sate and the control law is piecewise continuous, affine function of the state [3]. There are no guarantees, however, that each polytope has a distinct control law. In fact, it is often the case that the control law displays a great deal of redundant structure. For instance U (x) is often equal to −U (−x). This kind of symmetry could be used to further reduce the computational burden of the control law.



B.3



Control Algorithms



This section covers the steps required to implement model predictive control implicitly and explicitly. For implicit MPC, 1. Construct H, F, G, W, E matrices based upon performance requirements and constraints. 2. Compose the state feedback vector xk 3. Solve QP problem B.16 for U 4. set uk = [I, 0, ..., 0]U where I has the dimension of the output 5. Wait until next sample period, Go to 2. This is an easy method to test control laws in simulation. However, for systems with fast dynamics, solving the QP may take longer than the available sample period. For real time implementation, a higher upfront computational load yields a faster online implementation. For explicit MPC calculation before run-time, 1. Begin at the origin of the input state ˜ G, ˜ W ˜ , E˜ 2. Characterize the active constraints around the current state in terms of λ, by solving QP B.16 ˜ 3. Determine λ(x), z(x) from equations B.34, B.35



APPENDIX B. EXPLICIT CONTROL LAW



115



4. Characterize the domain of above control law by B.37, B.38 5. For each face of the polytope, construct a small normal outward and continue at 2, making sure to eliminate all duplicate polytopes from the set of control laws. For explicit MPC calculation during run-time, 1. Compose the state vector xk 2. Determine which polytope from equations B.37, B.38 the current state lies inside (this is a set of if-then statements for matrix inequalities) 3. Solve equations B.34, B.35 4. U (xk ) = z(x) − H −1 F 0 xk 5. uk = [I, 0, ..., 0]U where I has the dimension of the output 6. Wait for next sample period, goto 1 From this description the computational savings become more clear. For implicit MPC, the control law must solve a quadratic program at each sample period. For explicit MPC, the control law first evaluates which polytope contains the current state; the control output is then calculated as an affine function of the state.



B.4



Computational tools



This section discusses some of the computational geometry tools required to manipulate the convex partitions of the state space. For this thesis work, all algorithms were implemented in MATLAB 6.5, although other research groups do recommend against MATLAB’s current LP() algorithms for large problems.
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B.4.1



Finding the minimal description of a polytope



When partitioning the state space, the algorithm begins at the origin and “looks” just past the face of each of the bounding hyperplanes of the constraining polytope. To do so, one must know the minimal set of hyperplanes which describe the active constraints. Any redundant constraints do not add any new information, and inactive constraints would yield an incorrect partition. Figure B.2 shows a convex partitioning of the state space surrounding the hexagon polytope R0 . One inactive constraint, Rr is shown as cross-hatched. From the figure, one can see that Rr adds no new information about R0 . The lines from the origin bisecting each face of R0 are the unit normals used for construction, and the Chebyshev circles inscribed in each polytope will be discussed in a subsequent section. 2D polytope and convex partitions
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Figure B.2: Convex partitioning of the state space with inactive constraint
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The following material appears in [11]. Given a set of constraints, Ax ≤ b



(B.39)



remove one constraint s0 x ≤ t, leaving the reduced set Ac x ≤ bc . Then solve the LP problem, f ∗ = maximize s0 x subject to Ac ≤ bc s0 x ≤ t + 1



(B.40) (B.41) (B.42)



The inequality s0 x ≤ t is redundant if and only if the optimal value f ∗ is less that or equal to t.



B.4.2



Finding the center of a polytope



The Chebyshev center of each constraint set offers a good feasible point for to reasons. The first is that the LP solution will identify whether or not the set is feasible in the first place. Second, by starting in the center of the polytope, any numerical influence of the barrier functions on the constraints will be minimized. For a detailed derivation of this process, see [6] Given an inequality description of a polytope, Ax ≤ b



(B.43)



We wish to find the radius and center of the Chebyshev ball inscribed in the region. The is accomplished by solving the LP, maximize r



(B.44)



subject to a0i xc + rkai k2 ≤ bi , i = 1, ...m



(B.45)



in the variables r and xc .
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Similarly, it is useful to find the center and outward normal of a polytope facet for exploring the state space. This is accomplished by projecting the Chebyshev circle onto the facet of interest. Let a0f = bf be the facit of interest, and the a0i xc ≤ bi describe the remainder of the polytope. We can find the center point xc by solving the following LP, maximize r s a0i af 0 0 subject to ai xc + r (ai ai ) − ≤ bi , i = 1, ...m kaf k af x = b f



in the variables r and xc . The outward normal is by construction, af .



(B.46) (B.47) (B.48)
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