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Laboratoire des Signaux et Syst`emes, (UMR 8506 CNRS-Sup´elec-UPS) Sup´elec, plateau de Moulon, 3 rue Joliot-Curie, 91192 GIF-SUR-YVETTE Cedex (France) email: [email protected] Abstract — This contribution is devoted to the estimation of the parameters of multivariate Gaussian mixture where the covariance matrices are constrained to have a linear structure such as Toeplitz, Hankel or Circular constraints. We propose a simple modiﬁcation of the EM algorithm to take into account the structure constraints. The basic modiﬁcation consists in virtually updating the observed covariance matrices in a ﬁrst stage. Then, in a second stage, the estimated covariances undergo the reversed updating. The proposed algorithm is called the Inverse EM algorithm. The increasing property of the likelihood through the algorithm iterations is proved. The strict increasing for non stationary points is proved as well. Numerical results are shown to corroborate the eﬀectiveness of the proposed algorithm for the joint unsupervised classiﬁcation and spectral estimation of stationary autoregressive time series.



I. Introduction Multivariate Gaussian mixture models have attracted the attention of many researchers working in statistical data processing. Among its advantages, we can mention that this model represents an interesting alternative to non parametric modeling. By increasing the number of labels, one can reach any probability density (refer to [1] for the use of Gaussian mixture in density estimation). Some realworld signals are suitable to this modeling. For instance, speech signal processing is an appropriate ﬁeld for the application of Hidden Markov Chains [2]. In [3] and [4], this model is successfully applied to blind source separation problems. In addition, this modeling represents an eﬃcient statistical tool for classiﬁcation [5]. It is widely used to discriminate biomedical data sets. In fact, assuming that each group is distributed according to a Gaussian distribution (considering only second order statistics), the marginal distribution naturally yields the multivariate Gaussian mixture. From an algorithmic point of view, the identiﬁcation of the mixture parameters, as a latent variable problem, is based on the EM algorithm [6] which can be easily implemented. One can consider the multivariate Gaussian mixture model as a doubly stochastic process formed by two layers of random variables: 1. A ﬁrst layer of discrete variables (zt )t=1..T where each random variable zt belongs to a discrete set Z = {1..K}. 2. A second layer of continuous variables (st )t=1..T where each vector st lies in an open subset of n .
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Given the ﬁrst layer z1..T , the random vectors (st )t=1..T are temporally independent: p(s1..T | z1..T ) =



T 



p(st | zt ).



t=1



We assume in this work that the densities p(s | z) (indexed by z) have the same parametric form f (s | ζz ) but are distinguished according to the parameter value ζz which depends on the variable z ∈ {1..K}. In this work, we assume that this density is Gaussian and consequently the parameter ζz is formed by the mean µz and the covariance matrix Rz corresponding to z. The ﬁrst layer z1..T can be considered as a classiﬁcation process. Each observation s belongs to a class z statistically modeled by a Gaussian N (. | µz , Rz ). The random labels z1..T have a parametric probability law p(z1..T | π). The main results of this work do not depend on the modeling of the label chain. According to the signals under hand, one can choose an i.i.d. chain [1], a Markov chain (1-D) [2] or a Markov Field (2-D) [7]. The covariance matrices are generally constrained to have a linear structure. Taking into account the linear constraints in the case of only one Gaussian is considered in [8, 9]. In this work, we propose a solution to take into account the same linear constraints but in the case of a mixture of multivariate Gaussians. This paper is organized as follows. In Section II, we recall the maximum likelihood estimator and its implementation by the EM algorithm taking into account only the regularity constraint in the Bayesian framework. Section III is the
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main contribution of this work where we propose a simple and eﬃcient modiﬁcation of the EM algorithm in order to take into account the linear structure constraints of the covariance matrices. In Section IV, we show the numerical simulations to illustrate the eﬀectiveness of the proposed algorithm. II. Maximum Likelihood For any chosen probability model for the labels, the marginal (unconditional) density of the observations s1..T can be written in a mixture form, p(s1..T | θ) =







p(z1..T | π)



z1..T



T  t=1



N (st ; µzt , Rzt )



(1)



where θ represents the unknown model parameters (π, µz , Rz ), z = 1, ..., K. Given the observations s1..T , our goal is the identiﬁcation of θ. Among the several possible approaches (reviewed in [10]), the maximum likelihood method is, by far, the most used. This is due, essentially, to the asymptotic consistency and ﬁrst order eﬃciency of the maximum likelihood estimator (under certain regularity conditions) and also to the possibility of implementing the estimator by the EM (Expectation-Maximization) algorithm [6], which is an efﬁcient tool in situations where we are dealing with hidden variable problems. We use Θ to denote the set of the whole parameters:   p(z1..T | π) = 1, µz ∈ n , Θ = θ = (π, µz , Rz ) | z1..T
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Rz ∈ S+ , z = 1..K}



θ∈Θ



However, the likelihood function (1) is not bounded leading to the degeneracy of the maximum likelihood estimator [10,11]. In a recent work [12,13], we have characterized the singularity points where the likelihood diverges to inﬁnity. Using this characterization, we have proposed a class of prior distributions on the covariance matrices ensuring the elimination of the degeneracy risk. Thus, the parameter θ is estimated by maximizing its a posteriori distribution: θ∈Θ



(3)



Let F r(S+ ) denote the boundary of positive matrices which consists of singular positive matrices. The prior distribution p(Rz ) should fulﬁll the two following conditions:



lim



Rz →F r(S+ )



|Rz |−N p(Rz ) = 0, whatever the man-



ner the matrix Rz approaches the boundary of singularity F r(S+ ). (C.2) The function p(Rz ) is bounded. The ﬁrst condition (C.1) ensures that the penalized likelihood is null on the singularity boundary. The second condition (C.2) ensures that the a priori distribution does not cause, in turn, any degeneracies and that the penalized likelihood remains bounded in the whole parameter space Θ [13].
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Proposition 1: ∀s1..T ∈ ( n )T , the likelihood p(s1..T |θ) K  penalized by a prior p(Rz ), meeting the aforementioned z=1



conditions (C.1) and (C.2), is bounded on Θ. In addition, the penalized likelihood goes to 0 when one of the covariance matrices Rz approaches the singularity boundary. 2 See [13] for a detailed proof. Remark 2: The fact that the a posteriori distribution goes to 0, on the singularity boundary, ensures that the MAP (maximum a posteriori) estimators of the covariance matrices do not belong to this boundary (the estimated matrices are regular). In addition, the estimates do not cross the boundary of singularity by continued variations. The Inverse Wishart prior [14]: Rz



where S+ is the set of symmetric positive matrices. Remark 1: The covariance matrices Rz are not constrained to be positive deﬁnite (regular). In fact, the set of symmetric positive deﬁnite matrices is an open topological set. Its boundary contains the symmetric positive singular matrices. We consider rather its adherence (closed set) which coincides with the whole set of symmetric positive matrices. We will give later the reasons of this choice. The maximum likelihood estimator, if it exists, is deﬁned as,  = arg max p(s1..T | θ). (2) θ



 = arg max p(s1..T | θ) p(θ). θ



(C.1)



∼



IWn (νz , Σz )



∝



νz +(n+1) 2 |R−1 z |



exp







− 21 νz Tr







−1 R−1 z Σz







(4) ,



where νz is the freedom degree of the distribution and Σz is a positive deﬁnite matrix, belongs to this class and offers, in addition, the advantage of keeping the re-estimation equations of the EM algorithm explicit. A. Penalized EM algorithm The Penalized EM algorithm is an iterative algorithm. Starting from an initial value θ(0) , each iteration consists of two steps: 1. E-step (Expectation): Considering the observations s1..T as the incomplete data and the labels z1..T as the missing data, compute the functional Q:   Q(θ | θ(k) )=E log p(s1..T , z1..T | θ) + log p(θ) | s1..T , θ(k) (5) (k+1) 2. M-step (Maximization): Update θ by maximizing the functional Q(θ | θ (k) ): θ (k+1) = arg max Q(θ | θ (k) ) θ



In the sequel, for the sake of clarity, we assume the labels z1..T are i.i.d.. Therefore, the parameter π contains the K
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discrete probabilities: {πz = p(Z = z)}z=1..K . The parameter sequence {θ(k) }k∈ is then constructed according to the following updating scheme:  T    π (k+1) =Nz /T, Nz =  p(z | st , θ(k) ) z    t=1    T    (k+1)   =( st p(z | st , θ(k) ))/Nz µz t=1



    (k+1)   Rz = Nz +(νz1+n+1) (νz Σ−1 z +    T      (st − µ(k+1) ) (st − µ(k+1) )T p(z | st , θ (k) ))  z z  t=1



(6) where we have assumed an Inverse Wishart prior (4) for all the covariance matrices Rz . Thanks to the penalization, we could take into account the regularity constraint of the covariance matrices without forcing the matrices to strictly lie in the space of regular matrices. In fact, algorithmically constraining the matrices to remain in the regular matrices space leads to complicated solutions. The constrained EM algorithm proposed by Hathaway [15] in the univariate case shows the complication of such solution. The diﬃculty of this constraint (regularity of the matrices) is that the corresponding space is topologically open. However, some structure constraints (Toeplitz, Circular, Hankel matrices) are reﬂected by different topological properties. For instance, the constraint space is closed. In the following section, we show how to modify, in a simple way, the EM algorithm in order to take into account the structure constraint while preserving the main properties of the EM algorithm such as the strict monotically increasing of the likelihood function. III. Estimation of structured covariance matrices In this section, we propose an eﬃcient algorithm for estimating covariance matrices Rz with linear structural constraints. In other words, the parameter space Θ is now:   Θc = θ = (π, µz , Rz ) | p(z1..T | π) = 1, µz ∈ n , z1..T
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Rz ∈ C, z = 1..K} where the constrained space is C = S+ ∩ V ( S+ ) and V characterizes the linear structure imposed on the covariance matrices. Our objective is to construct a sequence {θ(k) }k∈ in Θc converging to the maximum likelihood solution. The relation between two consecutive parameters (k) (k+1) can be written as1 , Rz and Rz R(k+1) = R(k) z z + δR(k), z = 1..K The key point of our work is to design a variation δR(k) keeping the same linear structure as the covariance matrices [8]: 1 In the following, we only focus on the covariance matrices, the other parameters are estimated as in the previous section.



Property 1: The linear space V is closed under variation δR if, R ∈ V =⇒ δR ∈ V In other words, the variation of the matrix R preserves the same structure of the matrix R ∈ V. For instance, if the vector st represents a stationary time series then the covariance matrices are Tœplitz and meet Property 1. In the sequel, we generalize the work of [8] 2 , where the authors estimate a structured covariance of a Gaussian process, to the case of a mixture of multivariate Gaussians by proposing a Inverse EM algorithm, called in the following the Inv-EM algorithm. A. Inv-EM algorithm The functional Q(θ, θ(k) ) computed in the ﬁrst step of the EM algorithm has the same expression as in the unconstrained case (5). However, the maximization of Q(θ, θ(k) ) must be performed under the structure constraint: θ (k+1) = arg max Q(θ | θ (k) ) θ∈Θc



(k+1)



The expressions of the µz and π (k+1) are the same as in (6). The expression of the functional with respect to the covariance matrices can be written as a weighted sum of Kullback-Leibler divergences3 between the empirical covariances Γz and the covariances Rz as follows:  K   Nz + νz + 1   Q({Rz } | θ (k) ) = − DKL (Γz | Rz ), 2 z=1 νz  Σ−1  z z  Γz = Sz +νN+n+1 1+ z Nz



(7) where Sz is the observed weighted covariance and Nz is the mean sample size of label z:  T    1  S = (st − µ(k+1) ) (st − µ(k+1) )T p(z | st , θ (k) ),  z z z Nz  t=1



T      = p(z | st , θ(k) ) N z  t=1



Therefore, the optimization with respect to the covariance matrices consists in K decoupled optimizations under structure constraint: minimize DKL (Γz | Rz ) under constraint Rz ∈ C, z = 1 ..K . The updated matrices Rz must satisfy the following gradient conditions:    −1 −1 δRz δDKL (Γz , Rz ) = Tr R−1 z (Γz )Rz − Rz = 0. (8) 2 In



[8], one ﬁnds other examples of structural constraints. KL divergence between two matrices R1 and R2 is deﬁned as the KL divergence between the centered Gaussian densities N (0, R1 ) and N (0, R2 ) and has the following expression: o n 1 −1 DKL (R1 | R2 ) = (Tr R−1 2 R1 − log |R2 R1 | − n) 2 3 The
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The structural constraints are expressed through the term δRz . All variations are not allowed and must be in conformity with the structural constraint. Remark 3: In the unconstrained case, the variations of the matrices Rz are unspeciﬁed and thus the gradients ∂DKL (Γz ,Rz ) are identically null leading to the standard ∂Rz (k+1)



solution Rz = Γz . It is worth noting that the penalization by the Inverse Wishart prior guarantees that the estimated Rz is positive deﬁnite thanks to the presence of νz Σ−1 the term N z in the numerator of the expression (7) of z Γz . Solving the gradient equations (8) with structural constraints is intractable because of the presence of the non linear terms R−1 z . We propose a modiﬁcation of the EM algorithm (6) by generalizing the algorithm “Inverse Iteration Algorithm” [8] to the more general case of multivariate Gaussian mixture. The principal idea consists in solving the gradient equations δDKL (Γz − Dz , Rz ) with respect to Dz and not Rz . In fact, the expression (8) of δDKL (Γz , Rz ), is non linear with respect to Rz but it is linear with respect to Γz . It is thus easier to impose the structure constraint on the matrix Γz . As the empirical matrix Γz is ﬁxed, this strategy can be interpreted as a virtual variation of observations from Γz to Γz − Dz . Then, (k) the target matrix Rz undergoes the corresponding inverse variation. At each iteration k of the Inv-EM algorithm, the covariance matrices are calculated in the following way: 1. find Dz ∈ V such that the gradient conditions δDKL (Γz − Dz , Rz ) = 0 are satisfied. 2.



(k+1)



Rz



likelihood log(θ | s1..T )). The scalar product between the gradient and the increment Dz , for each class z, is written: < −∂DKL (Γz | Rz )/∂R   z , Dz >=−1 −1 Dz . Tr R−1 z Γz Rz − Rz (9) The term on the right hand side of expression (9) can be split into two quantities:      −1 −1 −1 Dz +Tr R−1 Tr R−1 z (Γz − Dz )Rz − Rz z Dz Rz Dz , where the ﬁrst term is null by construction of Dz and by considering the Cholesky decomposition of the matrix T R−1 z = GG , the second term is written as,     −1 = Tr GGT Dz GGT Dz  Tr R−1 z Dz Rz Dz = Tr GT Dz GGT Dz G = ||GT Dz G||2 . Thus, If the matrix Dz is non null, the scalar product (9) is strictly positive. Consequently, a small variation in the direction of the matrices Dz guarantees the increasing of the functional Q(. | θ(k) ) which implies, in turn, according to Jensen’s inequality, the increasing of the incomplete loglikelihood: Q(θ(k+1) |θ(k) ) ≥ Q(θ(k) |θ(k) ) =⇒ p(s1..T |θ (k+1) )p(θ (k+1) ) ≥ p(s1..T |θ(k) )p(θ (k) ) It is straightforward to show the strict increasing of the log-likelihood when θ(k) is not a stationary point. In fact, in this case, the gradient: ∂ log p(θ | s1..T ) ∂Q(θ | θ(k) ) = ∂θ ∂θ | θ (k) | θ (k)



(k)



←− Rz + ak Dz



where ak has a small positive value ensuring that the covariance matrices remain in C. The existence of such ak is guaranteed from Proposition 1. In fact, as the penalized likelihood is continuous and vanishes on the singular(k) ity boundary, a suﬃcient small variation of Rz in the direction of Dz remains in the constrained space C. The functional Q(. | θ(k) ) is not maximized and InvEM is not thus an exact EM algorithm. However, we show, in the sequel, that the functional is monotonically increased. The Inv-EM can then be analyzed in the light of the more general class of GEM (Generalized EM) algorithms [16]. We also show that the update Dz is simply computed by solving a linear system which leads to an efﬁcient implementation of the Inverse EM algorithm. B. Inv-EM Monotonicity The matrix Dz is an improving direction. In words, the scalar product between the gradient at the point Rz and the direction Dz is strictly positive when the point Rz is not a stationary point of the functional Q(. | θ(k) ) (and consequently not a stationary point of the incomplete log-



is not null and thus the matrices Dz do not meet the gradient equations when they are null. Consequently, a small moving in the direction of Dz guarantees the strict increasing of the penalized log-likelihood. This can be seen by computing the partial variation of the functional Q with respect to each covariance Rz 4 : ∆Q



(k+1)



(k)



| θ(k) ) − Q(Rz



| θ (k) )



=



Q(Rz



=



Q(Rz + ak Dz | θ(k) ) − Q(Rz



=



ak < dz , ∂Q(r∂r| θ







ak (< dz , ∂Q(r∂r| θ



(k)



(k)



(k)



)



(k)



)



>+



| θ(k) )



a2k T ∂ 2 Q 2 dz ∂rr T



dz + o(a2k )



2



∂ Q > + a2k dTz ∂rr T dz )



where dz is the (n2 × 1) column vector form of the matrix Dz and < ., . > is the usual Euclidean scalar product 2 in n . For a positive small enough ak , the functional Q
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4 The means and the proportions are updated in the same way as in the EM algorithm. Therefore, the variation of the functional with respect to these parameters is guaranteed to be in the increasing direction.
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strictly increases as the scalar product < dz , ∂Q(r∂r| θ ) > (see expression (9)) is strictly positive. The strict increasing of the likelihood implies the convergence of the sequence of likelihood iterates {log p(θ(k) | s1..T )}k∈ towards some L∗ . However, the convergence of the Inv-EM iterates to a stationary point cannot be shown based on the convergence results of the Generalized EM algorithm. In fact, the main convergence theorem given by Wu [16] requires that the updated parameter θ(k+1) ∈ M(θ(k) ) where M is the set of values that maximize the functional Q(. | θ(k) ). This cannot be shown in our case. A further research work should be done to analyze the convergence of the Inv-EM iterates. However, the Inv-EM algorithm can be analyzed as a gradient type algorithm. A line search improving the convergence property is based on the estimation of the step size ak (see subsection III-D) C. Computation of Dz At the iteration k of the Inv-EM algorithm, the increment Dz must satisfy the following gradient equation:   



(k) −1 (k) −1 (k) −1 Q = 0, Tr Rz (Γz − Dz )Rz − Rz ∀Q ∈ C, z = 1..K. (10) Instead of computing Dz , one can rather consider the  (k) matrix Rz = Rz + Dz . The equation (10) becomes:   



(k) −1 (k) −1 (k) −1  (k) −1 Q = 0, Rz (Γz )Rz − Rz Rz Rz ∀Q ∈ C. (11) Taking a basis {Ql }L of space C (independent matrices l=1 not necessarily orthogonal), one has to ﬁnd the vector x  xl Ql satisﬁes the equation such that the matrix Rz = (11) for all matrices Ql . We have then the following linear system to solve for each class z: Tr



L 











−1 (k) −1 (k) −1 (k) −1 = Tr R xl Tr R(k) Q R Q Γ R Q l j z j z z z z



l=1



j = 1..L.



One can put this system in an algebraic form: M x = b,



=



bj



=







(k) −1 (k) −1 Tr Rz Ql Rz Qj , 



(k) −1 (k) −1 Tr Rz Γz Rz Qj .







(12)



(13)



Now, it should be checked that the matrix M is positive deﬁnite 5 so that the linear equation (12) has an unique solution. In other words, it should be checked that ∀ v = 5 It should be checked that the matrix M is regular but as it is symmetric, it is suﬃcient to check that it is deﬁnite.



vj Mjl vl > 0. By using the expressions (13) of the



j,l



elements of the matrix M ,    −1 −1 vj Mjl vl = Tr R(k) vl Ql R(k) vj Qj z z j,l



j,l



  = Tr GT BGGT BG , = ||GT BG||2 . where we have deﬁned B =







(k) −1



vj Qj and Rz



= GGT .



j



Since the matrix B is nonnull (v = 0), the norm square ||GT BG||2 is strictly positive. This proves that the matrix M is positive deﬁnite and thus the equation (10) admits   ˆz = ˆ = x ˆl Ql with x an unique solution Rz = Rz + D l



M −1 b. D. Computation of the step ak



At each iteration, the matrices Rz are modiﬁed according to the improving directions Dz which have positive scalar products with the log-likelihood gradients. Then, the optimization with respect to the stepsize ak is exactly a line search procedure frequently used in gradient-type optimization algorithms. In this paragraph, we follow the arguments in [8] to compute an approximation of the optimal step ak at each iteration of the Inv-EM algorithm. The method consists in Taylor developing the functional (k) Q(Rz + aDz | θ(k) ) up to second order of the small variable a and then maximizing the quadratic approximation to obtain the optimal step ak . The quadratic approximation is written, (k)



(k)



Dkl (Γz | Rz + aDz ) = D kl (Γz | Rz )−



 (k) −1 (k) −1 Dz Rz Dz (a + a2 /2)Tr Rz 



(k) −1 (k) −1 (k) −1 +a2 Tr Rz Dz Rz Dz Rz Γz



Minimizing the above equation with respect to a yields the optimal step ak : ak =



where the matrix M and the vector b are deﬁned by: Mjl



0,



2 Tr



n



o −1 Dz R(k) Dz z o n o (k) −1 (k) −1 (k) −1 (k) −1 (k) −1 Dz Rz Dz Rz Γz −Tr Rz Dz Rz Dz Rz



Tr



n



R(k) z



−1



(14) The optimal step ak must ensure, in addition, the pos(k) itivity of the updated covariance matrix Rz + ak Dz . In other words, one has to check that the optimal step does not lead to crossing the singularity boundary and jumping out the set of regular matrices. To circumvent this problem, a simple test can be incorporated in the Inv-EM algorithm. This test consists in iteratively dividing the optimal step until the positivity requirement is satisﬁed. The positivity is guaranteed with probability 1. In fact, as the penalized likelihood is null at the space boundary, the directions Dz will point towards the interior of the positive matrices space whenever the matrices approach the boundary. Therefore,
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as the space of positive deﬁnite matrices is open, a small enough step ensures that the updated matrices remain in the interior open space. Remark 4: Taking into account the structure constraints when designing the optimization algorithm by moving the parameter inside the constraint space outperforms, in general, an unconstrained optimization followed by a projection step (as averaging the diagonal terms for example). The main reason is that when dealing with an ill posed problem (a small sample size and non-isotropic likelihood for example), the projection of the unconstrained solution does not yield, in general, the constrained solution. In addition, projecting on the constraint space needs an additional computational cost when minimizing the distance between a point and the constraint space. It is a quadratic optimization problem which needs the inversion of a matrix of size L × L, where L is the dimension of constraint space. Thus, the computational cost is will be approximately the same as the Inv-EM algorithm. In this case, one should prefer the Inv-EM which ensures the monotonic increasing of the log-likelihood function. With an EM iteration followed by a projection, the monotonic increasing is not easy to show as the likelihood in a nonlinear function of the matrices Rz . Figure 1 shows the pseudo code of the Inv-EM algorithm. IV. Numerical Simulations In order to illustrate the convergence properties and the eﬀectiveness of the Inv-EM algorithm, we consider the unsupervised classiﬁcation of autoregressive (AR) time series. The data consist of T = 100 times series, each of length n = 40. There are two classes (K = 2) with proportions π = [0.7 0.3]. The multivariate Gaussian mixture classiﬁcation assumes that each group of time series is distributed according to a multivariate time series. The constraints consist in assuming that the time series are stationary. The autoregressive assumption is not taken into account in the algorithm. The AR coeﬃcients are: h1 = [2cos(2πν1 ) exp(−1/τ ), − exp(−2/τ )] for the ﬁrst class and



of these correlation functions yields the spectral densities. The Inv-EM algorithm is successfully applied for the joint classiﬁcation and spectral estimation of the AR times series. The classiﬁcation is performed by maximizing the a posteriori class probabilities. Figure 2 illustrates the good performance of the autocorrelation (ﬁrst row of the covariance matrice) and spectral estimation when comparing to the unconstrained EM algorithm results. The results are compared, in the same ﬁgure 2, to the true theoretic correlation/spectrum shapes (15). The only signiﬁcant computation time diﬀerence between EM and Inv-EM is due to the computation of the matrices M and vectors b (13) and then inverting M , for each class z. The size of the matrix M is L × L, where L is the dimension of the constraint space. Thus, the time difference depends on the sparseness of the constraint space (and thus on the application). However, as the constraint space is in general much smaller than the original embedding space, the computation time diﬀerence is not signiﬁcant. Finally, Figure 3 shows the convergence of the likelihood with the Inv-EM algorithm and the unconstrained EM algorithm. The Inv-EM converges after about 10 iterations. Note that, even though the Inv-EM stationary point is closer to the true parameter, its likelihood value is lower than the likelihood of the EM stationary point. This fact shows that, due to the small sample size, the likelihood function deﬁned over the unconstrained parameter set is not maximized around the true parameter. This corroborates the need of regularization (constraining the parameter set) in situations of small ratio of the sample size to the number of unknown parameters. V. Conclusion and discussion In this contribution, we have proposed a modiﬁcation of the EM algorithm to estimate the parameters of a multivariate Gaussian mixture distribution where the covariances are constrained to have a linear structure. The modiﬁcation consists in virtually transforming the observed covariances and then applying the inverse transformations to update the covariance matrices. A line search procedure with a dichotomy procedure are added in order to accelerate the convergence and ensure the matrices positivity.



h2 = [2cos(2πν2 ) exp(−1/τ ), − exp(−2/τ )] for the second class. The innovation variance is σ 2 = 2 and τ = 10 for both classes. The classes are only discriminated according to the values of the central frequencies: ν1 = 0.1 and ν2 = 0.15 (∆ν = 0.05). The original spectral densities for these AR time series are: Sz (ν) =
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1. Provide the basis {Ql }L l=1 of the constrained linear space 2. Provide initial parameter θ(0) 3. At iteration k: a. Update means and proportions as in equation (6) b. For each class z: b1. Compute the empirical covariances Γz (7) b2. Compute the matrix M and vector b according to (13).  (k) ˆ = M −1 b, Dz = x ˆl Ql − Rz and ak according to (14). b3. Compute x (k+1) (k) = Rz + ak Dz , b4. update Rz (k+1) if Rz is non positive, then ak ←− ak /2 and return to b4, otherwise k ←− k + 1 Fig. 1. Pseudo code of the Inv-EM algorithm.



10



4



8



−60 −70



3



−80



4 2



2



Log−Likelihood



Log Spectrum



Autocorrelation



6



1



0



0



5



10 Time lag



15



−2 0



20



0.1



0.2 0.3 Normalized frequency



0.4



(b) 4



Log Spectrum



Autocorrelation



3



0



1 0



[12]



−5 −2



10 Time lag



(c)



15



20



10



15 Iterations



20



25



30



2



−1



5



5



Fig. 3. Convergence of the log-likelihood sequence L(θ(k) ) for the EM algorithm (solid line) and the Inv-EM algorithm (dash-dot line) after few iterations (5 iterations with EM and 10 iterations with Inv-EM ).



5



5



−140 0



0.5



10



−3 0



[13] 0.1



0.2 0.3 Normalized frequency



0.4



0.5



(d)



Fig. 2. Results of the autocorrelation [(a),(c)] and the spectral [(b),(d)] estimation: The output of the Inv-EM algorithm (dashdot line) is close to the true autocorrelation function (solid line). The dotted line corresponds to the EM output. (a) and (b) refer to the ﬁrst class, (c) and (d) refer to the second class.



[14]



[15] [16]



[6]



−110



−130



(a) 15



−10 0



−100



−120 −1



−2 −4 0



−90



A. P. Dempster, N. M. Laird, and D. B. Rubin, “Maximum likelihood from incomplete data via the em algorithm”, J. R. Statist. Soc. B, vol. 39, pp. 1–38, 1977. [7] X. Descombes, R. Morris, J. Zerubia, and M. Berthod, “Esimation of Markov random ﬁeld prior parameters using Markov chain Monte Carlo maximum likelihood”, Research Report 3015, INRIA, Sophia Antipolis, France, October 1996. [8] J. P. Burg, D. G. Luenberger, and D. L. Wenger, “Estimation of structured covariance matrices”, Proceeding of IEEE, vol. 70, no. 9, pp. 963–974, September 1982. [9] T. J. Schulz, “Penalized Maximum-Likelihood Estimation of Covariance Matrices with Linear Structure”, IEEE Trans. Signal Processing, vol. 45, no. 12, pp. 3027–3038, December 1997. [10] G. J. McLachlan and D. Peel, Finite Mixture Models, Wiley series in probability and statistics. Wiley, 2000. [11] J. Kiefer and J. Wolfowitz, “Consistency of the maximum like-



lihood estimator in the presence of inﬁnitely many incidental parameters”, Ann. Math. Statist., vol. 27, pp. 887–906, 1956. H. Snoussi and A. Mohammad-Djafari, “Penalized maximum likelihood for multivariate Gaussian mixture”, in Bayesian Inference and Maximum Entropy Methods, R. L. Fry, Ed. MaxEnt Workshops, August 2001, pp. 36–46, Amer. Inst. Physics. H. Snoussi and A. Mohammad-Djafari, “Degeneracy and likelihood penalization in multivariate gaussian mixture models”, Technical Report, UTT, (available from the author at http://h.snoussi.free.fr/), 2005. D. Ormoneit and V. Tresp, “Averaging, maximum penalized likelihood and Bayesian estimation for improving Gaussian mixture probability density estimates”, IEEE Transactions on Neural Networks, vol. 9, no. 4, pp. 639–649, July 1998. R. J. Hathaway, “A constrained em algorithm for univariate normal mixtures”, J. Statist. Comput. Simul., vol. 23, pp. 211– 230, 1986. C. F. J. Wu, “On the convergence of the em algorithm”, Ann. Statist., vol. 11, no. 1, pp. 95–103, 1983.



























des documents recommandant







[image: alt]





Estimation of Structured Gaussian Mixtures - Hichem Snoussi's Home 

Using this characterization, we have proposed a class of prior distributions on the co- ... where the space C is C = S+ ∩ V (⊊ S+) and V characterizes the linear structure ... The key point of our work is that the variation δR(k) has the same linear 










 


[image: alt]





Bayesian Estimation of Linear Mixtures Using the ... - Olivier Eches 

Application .... variance in all spectral bands has been considered successfully in many ... In [12], classification and segmentation of hyperspectral im- ages have been addressed using a Bayesian model with a .... move consists of drawing a variance










 


[image: alt]





Bayesian Estimation of Linear Mixtures using the ... - Olivier Eches 

... of Toulouse, IRIT/INP-ENSEEIHT/TÃ©SA, 2 rue Charles Camichel, BP 7122, 31071 ..... Sample Î±(t) from the pdf in Eq. (14) using Metropolis-within-Gibbs step, ..... 337â€“344. [3] J. M. Nascimento and J. M. Bioucas-Dias, â€œVertex component ...










 


[image: alt]





Adaptive estimation of stationary Gaussian fields - Project Euclid 

for introductions to Gaussian graphical models and Markov properties. In the se ..... defined. By its definition (7), one may interpret l(Â·,Â·) as an inner product on the.










 


[image: alt]





The Handbook of European Structured Financial Products 

The Exchange-Traded Funds Manual by Gary L. Gastineau. Professional .... Finance, CASS Business School, and a Fellow of the Securities Institute. He is author ... that trade, to a varying degree, in a secondary debt capital market. While the .... The










 


[image: alt]





The structured - Risk.net 

This portfolio, consisting of 125 investment-grade names, will require 40 credit .... the convertible bond, Bermudan swaption and equity index option markets. However, in a ..... physics.utoronto.ca/~qocmp/FCDO2.pdf. References. A. Market ...










 


[image: alt]





Multiresolution approach to the estimation of the 

coordinates of the vertices of the polyhedral shape are modeled as a first order ... approach is considered in which the number of vertices of the polyhedron is.










 


[image: alt]





Estimation of the orientation of textured patterns 

Oct 7, 2010 - fore a crucial task for all applications concerning land coverage management and monitoring. Among the existing approaches ... Gradient-based methods consist in estimating the orientation on the basis of the derivatives of ...










 


[image: alt]





BLIND IDENTIFICATION OF UNDERDETERMINED MIXTURES 

Nov 25, 2009 - quencies in the sample estimator of the observation hexacovariance. ... rely on independent component analysis by means of higher-order.










 


[image: alt]





Concentration measurements of complex mixtures of broadband 

a variety of applications including environmental monitoring, pipeline leak ... Keywords: Laser, optical parametric oscillator, IR absorption spectroscopy, mixed ...










 


[image: alt]





Chiral mixtures 

of convergence possible for random variables is the convergence in law in .... The author is very grateful to the reviewer, who has done a careful reading and ...










 


[image: alt]





From Almost Gaussian to Gaussian 

Abstract. We consider lower and upper bounds on the difference of differential ... situation, the unintended receiver is sure to have the means to decode the ... This work has been partially supported by FAPESP and CAPES. .... We denote the convoluti










 


[image: alt]





Two procedures for the estimation of the uncertainty of ... .fr 

Mar 20, 2007 - sphere and the entrance slit of the monochromator is positioned ... diffraction grating (wavelength selector) and a prism (order selector).










 


[image: alt]





On the Gaussian error function 

ing GCC 3b with the help of David Clark's ... PDF signal-to-noise ratio (man-hours) hash tables hash tables. Figure 4: The average latency of RIBAND, com-.










 


[image: alt]





On learning statistical mixtures maximizing the 

use dynamic programming to solve exactly the inner geometric clustering problems. We discuss .... Test for convergence and go to step 2) otherwise. The k-MLE ...










 


[image: alt]





The derivation of species response curves with Gaussian logistic 

curves were symmetric curves that could be fitted with a quadratic logistic regression equation. When the interest is on fitting skewed response curves, however, ...










 


[image: alt]





WFT structured 

CHRZANOWSKA Julia. CHRZANOWSKA Marika. TOMCZAK Renata. WALCZYK Julia. 29 (2 1215) RUSSIE. ABDRAKHMANOVA Adelya. ALBOROVA Yana.










 


[image: alt]





Highly structured genetic diversity of the Mycobacterium ... - Marc Choisy 

repetitive-unit variable-number tandem-repeat typing and spoli- gotyping, was performed. The genetic and phylogenetic analysis revealed only three major ...










 


[image: alt]





Kinesthetic estimation of the main orientations from the upright and 

Jun 25, 2004 - right position and vision is available (Luyat, 1997; Luyat, Ohlmann, & Barraud,. 1997 ..... Howard, I. P., & Templeton, W. B. (1966). Human ...










 


[image: alt]





Estimation of Accuracy of Close Encounter Performed by the Bootstrap 

INTRODUCTION. Ephemerides for objects of the Solar System are calculated using dynamical models referred to obser vations. Dynamical model depend on ...










 


[image: alt]





Gaussian Process Segmentation of Co-Moving Animals 

structure of co-moving birds. By inferring the optimum number of mean flight paths that correspond to strongly correlated groups we can segment the larger ...










 


[image: alt]





Beyond the Gaussian copula - Jean-Paul LAURENT 

2. Beyond the Gaussian copula. â–« One factor Gaussian copula. â–« Factors models, semi-analytical computations. â–« Ordering of risks, Base correlation.










 


[image: alt]





A new estimation of the size of informal economy using 

There are two main methods which use micro data for the estimation of the ..... save certain amounts of their under reported income to finance durable and .... collar occupation, wife in white collar occupation, wife worker at the company (under ...










 


[image: alt]





Guiding the Emergence of Structured Network ... - RenÃ© Doursat .fr 

crystal, gas many simple simple patterns, swarms, ... self-stabilizing energy grid. â–« self-deploying emergency .... links, for example through force-based layout ...










 














×
Report Estimation of Structured Gaussian Mixtures: the





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



