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Estimation Methods of the Long Memory Parameter: Monte Carlo Analysis and Application MOHAMED BOUTAHAR, VÊLAYOUDOM MARIMOUTOU & LEÏLA NOUIRA GREQAM, Université de la Méditerranée, Marseille, France



ABSTRACT Since the seminal paper of Granger & Joyeux (1980), the concept of a long memory has focused the attention of many statisticians and econometricians trying to model and measure the persistence of stationary processes. Many methods for estimating d, the long-range dependence parameter, have been suggested since the work of Hurst (1951). They can be summarized in three classes: the heuristic methods, the semi-parametric methods and the maximum likelihood methods. ˆ the consistency and the In this paper, we try by simulation, to verify the two main properties of d: asymptotic normality. Hence, it is very important for practitioners to compare the performance of the various classes of estimators. The results indicate that only the semi-parametric and the maximum likelihood methods can give good estimators. They also suggest that the AR component of the ARFIMA (1, d, 0) process has an important impact on the properties of the different estimators and that the Whittle method is the best one, since it has the small mean squared error. We finally carry out an empirical application using the monthly seasonally adjusted US Inflation series, in order to illustrate the usefulness of the different estimation methods in the context of using real data. KEY WORDS: study



Long memory, ARFIMA (p, d, q) process, fractional Gaussian noise, Monte Carlo



Introduction The presence of strong dependence in time series was highlighted by Newcomb (1886) and Jeffreys (1939) using astronomical data and by Student (1927) using an industrial production data. Hurst (1951) established an empirical law, and built a test to detect a long memory in hydrological data. In economics, the long memory component was first detected in exchange rate data (Mandelbrot, 1962; Cheung, 1993; Beran & Ocker, 1999; Velasco, 1999), in stock prices data (Cheung & Lai, 1993; Chow et al., 1995; Bhardwaj & Swanson, 2006) in macroeconomics data (Hassler & Wolters, 1995; Hyung & Franses, 2001; Bos et al., 2002; Chio & Zivot, 2002; and Stock & Watson, 2002).
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A stationary process {Xt } is called a long-range dependence or long memory process if • there exist α ∈ (0, 1) and a constant cρ > 0 such that limk→∞ k α ρ(k) = cρ , where ρ(k) is the autocorrelation function, or • there exist β ∈ (0, 1) and a constant cf > 0 such that limλ→0 |λ|β f (λ) = cf , where f (λ) is the spectral density function. Among the models that can check these two definitions, we can consider the fractional Gaussian noise (further referred to as FGN), introduced at the beginning of the 1970s by Mandelbrot & Van Ness (1968) and Mandelbrot (1971), and the ARFIMA (p, d, q ) process, introduced by Granger & Joyeux (1980) and Hosking (1981), which generalizes the Box & Jenkins (1976) ARIMA (p, d, q ) process by allowing d to take real values. The link between the self-similarity parameter H of FGN and the ARFIMA parameter d is that H = d + 1/2, this relation is obtained by using the behaviour of their spectral densities (see equations (11) and (18)).1 The properties of the process {Xt } depend on the value of the parameter d. Many researchers, such as, Lo, Mandelbrot, Künsch, Jensen, Taqqu, Whittle, Geweke & PorterHudak, Robinson, and Reisen among many others, have proposed methods for estimating the self-similarity parameter H or the long memory parameter d. These methods can be summarized in three classes: the heuristic methods (e.g. Hurst, 1951; Higuchi, 1988; Lo, 1991), the semiparametric methods (e.g. Geweke & Porter-Hudak, 1983; Robinson, 1994, 1995a and 1995b; Reisen, 1994; Lobato & Robinson, 1996) and the maximum likelihood methods (e.g. Whittle, 1951; Sowell, 1992). In the first two classes, we can estimate only the long memory parameter d. However, to fit an ARFIMA (p, d, q) model, we need two steps: one filters out the long memory component and then fits an ARMA (p, q ) model to the residual series. In the last class, we estimate simultaneously all the parameters. It is important to note that the FGN and the ARFIMA process belong to two different classes of models, so the first is a self-similar process, whereas the second isn’t, which makes the comparison of these two models uneasy. However, if they are Gaussian and if the ARFIMA (p, d, q) process is canonical, then the estimators of these two models are comparable (Beran, 1994; Taqqu & Teverovsky, 1998). The asymptotic properties of the different estimators have been studied theoretically only for some of them. For example, for the heuristic methods, the researchers have suggested the estimators without studying the asymptotic properties. The aim of this paper is first, to show empirically the consistency and the asymptotic normality of some estimators and second to compare the performance of the various classes of estimators. In the next section, we will present, briefly, the two families of processes. In the section after we will describe the different estimators dˆ to be compared and give their asymptotic properties. In the fourth section, we will perform the Monte Carlo simulations. An empirical application on the behaviour of the monthly seasonally adjusted US Inflation rate, will be presented in the fifth section. Definitions and Characteristics of ARFIMA (p, d, q ) Process and Fractional Gaussian Noise The ARFIMA (p, d, q ) Process In order to model a time series with long memory behaviour, Granger & Joyeux (1980) and Hosking (1981) proposed a class of models, the ARFIMA (p, d, q ) process, where the parameter d can take real values. {Xt } is a canonical ARFIMA (p, d, q ) process, if it is a
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(1)



with φ(B) = 1 − φ1 B − · · · − φp B p , θ (B) = 1 + θ1 B + · · · + θq B q , d ∈ , B is a lag operator, μ = E(Xt ), εt ∼ i.i.d.(0, σε2 ) and (1 − B)d =







bk (d)B k



(2)



k≥0



where bk (d) = 



(k − d)



(k + 1) (−d)



for



k≥0



(3)



−π −1/2, then {Xt } is invertible, • if d < 1/2, then {Xt } is stationary, • if −1/2 < d < 0, then ρ(k) decreases more quickly than the case 0 < d < 1/2. There is a stronger mean reversion, and {Xt } is called anti-persistent in Mandelbrot’s terminology, • if 0 < d < 1/2, {Xt } is a stationary long memory process. The autocorrelation function decays hyperbolically to zero and we have for |k| → ∞,



γ (k) ≡ Cγ (d, φ, θ)|k|2d−1 where Cγ (d, φ, θ) =



σε2 |θ (1)|2



(1 − 2d) sin π d π |φ(1)|2



(5)



and then for |k| −→ ∞,



ρ(k) =



Cγ (d, φ, θ ) 2d−1 γ (k) ≡π |k| γ (0) −π f (λ) dλ



• if d = 1/2, then at zero frequency the spectral density is unbounded. Now, we consider the ARFIMA (0, d, 0 ) process (1 − B)d (Xt − μ) = εt ,



εt ∼ i.i.d.(0, σε2 )



(6)



If d > −1/2, then the process is invertible and has an infinite autoregressive representation π(B)Xt =



∞ 



πk Xt−k = εt



(7)



k=0



where πk = 



(k − d)



(−d) (k + 1)



(8)
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If d < 1/2, then {Xt } is stationary and its moving average representation is Xt = θ (B)εt =



∞ 



(9)



θk εt−k



k=0



where 



(k + d)



(d) (k + 1) If −1/2 < d < 1/2, then the process is invertible and stationary with   λ −2d σε2 2 sin f (λ) = for 0 < λ ≤ π, 2π 2 θk =



≡ Cλ−2d ,



(10)



if λ −→ 0 where C is a constant,



(11)



where C is a constant and ρ(k) = 



(1 − d) (k + d)



(1 − d) 2d−1 ≡ k ,



(d) (k − d + 1)



(d)



if



k −→ ∞



(12)



If d = −1/2, then the ARFIMA (0, d, 0 ) is stationary and non-invertible with f (λ) =



σε2 sin(λ/2), π



lim f (λ) = 0



(13)



λ→0



and 1 4k 2 − 1 If d = 0, then the ARFIMA (0, d, 0 ) is a white noise. ρ(k) = −



(14)



The Fractional Gaussian Noise The best way to introduce the fractional Gaussian noise is to do it from the fractional Brownian motion {BH (t), t ≥ 0}. The fractional Brownian motion is a zero mean Gaussian process with stationary increments, variance E(BH2 (t)) = t 2H and covariance function E(BH (s)BH (t)) =



 1  2H s + t 2H − |s − t|2H 2



(15)



It is self-similar in the sense that {BH (at), t ≥ 0} has the same distribution in finite dimension as { a H BH (t), t ≥ 0} for all a > 0. The important index is H , a parameter on [0, 1], it is called a parameter of self-similarity or a Hurst coefficient.2 The fractional Gaussian noise {Xt , t ≥ 1} is the increment of the fractional Brownian motion Xt = BH (t) − BH (t − 1),



t ≥1



(16)



centred stationary Gaussian with autocovariance function 1 {{k + 1}2H − 2k 2H + |k − 1|2H }, 2 1 γ (k) ∼ H(2H − 1)k 2H −2 for k −→ ∞ and H = 2



γ (k) = E(Xt Xt+k ) =



k≥0 (17)



If H = 1/2, then γ (k) = 0 for all k ≥ 1, consequently {Xt } is a white noise process. The {Xt } is positively correlated when 1/2 < H < 1 and it is called a long memory process.



Estimation Methods of the Long Memory Parameter 265 In this framework, H measures the intensity of long-range dependence. The spectral density is   +∞ λ 2  1 f (λ) = CH 2 sin ∼ CH |λ|1−2H 2 k=−∞ |λ + 2π k|2H +1 when λ → 0,



CH is a constant



(18)



The advantage of a fractional Gaussian noise on an ARFIMA (p, d, q) process is that the asymptotic relations are checked for finite sample sizes, because the fractional Gaussian noise is an increment of a self-similar fractional Brownian motion. The advantage of an ARFIMA (p, d, q) on a fractional Gaussian noise is that, it has simpler spectral density (4). However, the two spectral densities have the same behaviour in |λ|−2d when λ → 0 (with H = d + 1/2). Estimation Methods of Long Memory Parameter The Heuristic Methods The Hurst method: the statistic R/S. This method is based on the statistic Q(n) = R(n)/Sn , with R(n) = max



1≤k≤n



Sn2 = n−1



k  



k   Xi − Xn − min X i − Xn , 1≤k≤n



i=1



n  



X i − Xn



2



(19)



i=1



(20)



,



i=1



and Xn = n−1



n 



Xi ,



(21)



i=1



where n is the sample size. This method allows detecting the non-periodic cycles; then we can estimate H . In practice, this method is done in several steps: • First, we determine a sequence of integers (ki )i=1,...,m with length m, arbitrarily chosen, such as 1 < km < · · · < k1 < n, for which we use a sequence defined by Davies & Harte (1987) such as ∀ i = 1, 2, 3, . . . , 6, ki = [n/ i] and ∀ i = 7, 8, 9, . . . , m, ki = [ki−1 /1.15i ], where [·] is the integer part. • For each ki , we compute the statistic Q(ki ). • Then, we apply the least squares method on the regression model log Q(ki ) = a + b log(ki ) + ui . The slope estimate is the Hurst coefficient Hˆ . The only advantage of this method is that it gives the possibility to obtain an estimator with good properties of robustness (Mandelbrot & Taqqu, 1979). On the other hand, it has several disadvantages, in particular, the exact distribution of the statistic R/S is difficult to determine and depends on the distribution of the process. The Lo method. One of the disadvantages of the R/S statistic is its sensitivity to the shortmemory effect. To overcome this problem, Lo (1991) proposed the ‘modified R/S statistic’.
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Its limiting distribution is invariant irrespective to the various forms of the processes with short-memory. The modified R/S statistic has the following form ˜ q (n) = R(n) Q Sq (n) where



(22)



⎤⎫1/2 ⎡ q n ⎬     2 Xi − X¯ n Xi−j − X¯ n ⎦ wj (q) ⎣ Sq (n) = Sn2 + ⎭ ⎩ n j =1 i=j +1 ⎧ ⎨



Sn2 and X¯ n are the empirical variance and the empirical mean defined respectively by equations (20) and (21), wj (q) = 1 − j/(q + 1), are the weights proposed by Newey & West (1987), with j = 1, . . . , q. Phillips (1987) showed the convergence in probability of Sq (n) under the two following conditions   1. supt E |Xt |2β < ∞, β > 2, 2. If n → ∞, then q → ∞ such that q ∼ o(n1/4 ). There is no optimal choice of the parameter q. Lo & MacKinlay (1989) and Andrews (1991) showed by a Monte Carlo study that, when q is relatively large compared to the sample size, then the estimator is skewed and thus q must be relatively small. The Higuchi method. Higuchi (1988) proposed a method that allows estimating the fractal dimension D of a non-periodic and irregular time series. For a self-similar processes, the fractal dimension is D = 1 − H . The method for estimating H with the sample {X1 , X2 , . . . , Xn }, is the following • For a fixed k, we build k sub-samples   Xkl = Xl , Xl+k , Xl+2k , . . . , Xl+[n−l/k]k ,



l = 1, 2, . . . , k,



where



k≤



n (23) 64



• We determine the length of the curve Xkl with the following formula [n−l/k]    n−1 Xl+ik − Xl+(i−1)k  Ll (k) = [n − l/k]k 2 i=1



(24)



• We calculate the length of all the curves, L(k) as 1 Ll (k) k l=1 k



L(k) =



(25)



• For a long memory process, the following relation holds E(L(k)) ∼ cH k −D



(26)



Taking the log in equation (26), we have log(E(L(k))) = log(cH ) − D log(k) + υk . By projecting log E(L(k)) on log(k), we obtain the estimate Dˆ and then we determine ˆ Hˆ = 1 − D.



Estimation Methods of the Long Memory Parameter 267 There are several other heuristic methods, such as the methods based on the variances (aggregated variance, absolute values of the aggregated series, differencing the variance) introduced by Taqqu et al. (1995). The efficiency of these methods was analysed in Kurpiel & Marimoutou (2000). Other approaches such as the variogram, the correlogram (Beran, 1994), the wavelets (Jensen, 1994) can also be considered. Today, no asymptotic properties of the heuristic estimators (convergence and asymptotic normality) are known. The Semi-parametric Methods Geweke & Porter-Hudak (further referred as GPH) developed a semi-parametric method at the beginning of the 1980s. This method is based on the behaviour of the spectral density of ARFIMA (p, d, q) process when the frequencies tend towards zero. As previously, this method allows us to estimate only the long-memory parameter d. The GPH estimator presents a bias related to the periodogram estimator. Hurvich & Beltrao (1993) and Robinson (1994, 1995a) proposed a modified version of the GPH estimator by using a smoothed periodogram or by discarding the first frequencies to reduce this bias. In this section, we will be interested in the presentation of the GPH method and those proposed by Robinson (1995a,b). The Geweke and Porter-Hudak method. To illustrate this method, we can write the spectral density of {Xt } as  −d  2 λ fε (λ) (27) f (λ) = 4 sin 2 where fε (λ) is the spectral density of εt = (1 − B)d Xt , assumed to be a finite and continuous function on the interval [−π, π ]. It follows that      λ fε (λ) log {f (λ)} = log {fε (0)} − d log 4 sin2 + log 2 fε (0)



(28)



 Let I λj,n be the periodogram evaluated at the Fourier frequencies λj,n = 2πj /n, (j = 1, 2, . . . , m), where m,3 is the number of frequencies which will be used in the regression;      f λ I λ ε j,n j,n  log{I (λj,n )} = log{fε (0)} − d log 4 sin2 + log + log fε (0) f λj,n (29) where log{fε (0)} is a constant, log{4 sin2 (λj,n /2)} is an exogenous variable and log{I (λj,n )/f (λj,n )} is a disturbance term. The GPH estimator requires two major assumptions: 







λj,n 2











• Assumption 1: for sufficiently low frequencies, log{fε (λj,n )/fε (0)} is negligible. • Assumption 2: the random variables log{I (λj,n )/f (λj,n )}j =1,...,m are asymptotically i.i.d. Under these two assumptions, we can write the linear regression       2 λj,n log I λj,n = α − d log 4 sin + ej 2



(30)
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where ej ∼ i.i.d.(−c, (π 2 /6)).4 Let Yj = − log{4 sin2 (λj,n /2)}, then the GPH estimator is    m  m Yj − Y¯ log I λj,n 1  j =1 ¯ , Y = Yj (31) dˆGPH = m  m j =1 ¯ 2 j =1 Yj − Y Geweke & Porter-Hudak (1983) showed the convergence in probability, the asymptotic normality for d < 0 and m = g(n) with limn→∞ g(n) = ∞ and limn→∞ g(n)/n = 0. Porter-Hudak (1990), Crato and De Lima (1994) showed that the parameter m must be selected so that m = nυ , with υ = 0.5, 0.6, 0.7. The Robinson estimation methods. To mitigate the bias of the GPH estimator, Robinson (1995a) proposed an asymptotic unbiased estimator for d,5 which doesn’t take the l first frequencies. This estimator is given by     m ¯ j =l+1 Yj − Y log I λj,n ˆ , 0≤l 
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