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Estimating the confidence of statistical model based shape prediction Rémi Blanc1*, Ekaterina Syrkina1, Gábor Székely1 1
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Abstract. We propose a method for estimating confidence regions around shapes predicted from partial observations, given a statistical shape model. Our method relies on the estimation of the distribution of the prediction error, obtained non-parametrically through a bootstrap resampling of a training set. It can thus be easily adapted to different shape prediction algorithms. Individual confidence regions for each landmark are then derived, assuming a Gaussian distribution. Merging those individual confidence regions, we establish the probability that, on average, a given proportion of the predicted landmarks actually lie in their estimated regions. We also propose a method for validating the accuracy of these regions using a test set. Keywords: Statistical shape model, shape prediction, confidence regions.



1 Introduction Statistical shape models are widely employed in medical image analysis [1]. They allow making use of prior anatomical knowledge for compensating low contrast or noise in the data. Statistical shape models are also used for regularizing elastic registration algorithms [2], so that the estimated shape is both anatomically plausible and matches the image information. During the past years, the possibility to rely on statistical shapes models for predicting shapes from a partial observation has been extensively studied. Applications range from 3D face estimation from a partial 2D view [3], supervised segmentation for which a registration algorithm is initialized from manually positioned points on the object’s surface [4,5], reconstruction of a 3D bone from sparse observations [6,7] or even from the shape of another one [8], to hierarchical segmentation of brain structures starting from the most visible structures [9]. In some cases, one can only rely on the available model without any image information about the shape to be predicted. Different shape prediction methods have been proposed so far. A scheme proposed by [3] relies on a regularized least square estimation of the model parameters for * corresponding author
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optimally matching the predictors and preserving plausible shape parameters. Regression based approaches have also been employed, such as Canonical Correlation Analysis (CCA) in [10], or Partial Least Squares (PLS) in [9,8]. The basic idea behind these methods is to find projection directions for both the predictors and the variables to be predicted, so as to optimize a given criterion (correlation for CCA, and covariance for PLS). Those can thus be categorized as subspace methods, for which one has to choose or estimate the optimal number of modes to use, while the remaining dimensions orthogonal to this basis is considered to correspond to noise. No extensive testing has been done yet for comparing the quality of the results provided by the different methods. According to our experience, none of these methods seems to be outstandingly superior to the others, though they all require appropriate parameter tuning. Whichever prediction method is chosen, the accuracy of such predictions can be vital in many surgical applications. For example, neurosurgical interventions such as implantation of electrodes for deep brain stimulation require an accurate localization of specific nuclei, while these are not directly visible with current imaging techniques. It is therefore highly desirable to estimate confidence regions for the provided prediction, so that appropriate safety margins can be designed when planning the intervention. Indeed, it is relatively clear that the related uncertainty is highly dependent on the available model, determined by the number of training samples, the quality of the parameterization and of the correspondences between those shapes, as well as on the degree of correlation between the observed part and the part to predict. Unfortunately, to our knowledge, no method has been published so far allowing to estimate the confidence of statistical model based shape prediction and to estimate error margins around a predicted shape. In this paper, we propose an approach for estimating confidence regions for the predicted shape, based on an already available shape model generated from training samples, which are already aligned and parameterized in correspondence. Section 2 introduces the notations and recalls some basics about statistical shape models. Section 3 briefly presents the least square fitting algorithm proposed by [3], and develops a method to estimate the regularization parameter. Our contribution in establishing confidence regions for the shape prediction is presented in Section 4, together with a method for validating these estimations on set of test shapes. The feasibility of the approach is then demonstrated by an application example in section 5. Conclusions and perspective for future work are given in Section 6.



2 Notations and problem specification Statistical shape models aim at describing the natural variability of a shape, e.g. the morphological manifestations of an organ over different individuals or through time. Such models usually rely on a specific parameterization of a set of training shapes, which consists in identifying p landmarks in correspondence in the various shapes [11]. Through this parameterization, a continuous k-dimensional shape, k ∈ {2;3} , is represented as a single point in a d − dimensional space, d = kp . A collection of
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different instances of a shape, e.g. the same organ observed for different individuals, then corresponds to a point cloud in the parameterized space, which contains the information about the shape’s variability observed from the available samples, and which can be analyzed using multivariate statistics techniques such as PCA [12,13]. More precisely, we denote the available training shapes in their parameter space as n column vectors z i , i ∈ {1,..., n} , each containing d elements corresponding to the landmark coordinates. The mean shape m and the covariance matrix S representing the shapes’ variability can be calculated using the classical unbiased estimators. Without loss of generality, we also re-order the elements of z so that the actual observations – or predictors - x are the first d x variables, and the remaining d y = d − d x coordinates correspond to the dependent variables y we want to predict: 1 n 1 n ⎡ x ⎤ ⎡m ⎤ z i = ∑ ⎢ i ⎥ = ⎢m x ⎥ ∑ n i =1 n i =1 ⎣ y i ⎦ ⎣ y ⎦ n ⎡S 1 T S= ( z i − m )( z i − m ) = ⎢S xx ∑ n − 1 i =1 ⎣ yx m=



S xy ⎤ S yy ⎥⎦



(1)



Since we will often have to rely on centered variables, we introduce a notation convention where a dot on top of a variable means that it is centered: x = x - m x , etc. The usual representation of a statistical shape model is based on the mean shape m and a set of orthogonal modes of variation U , which are the eigenvectors of S . As S is a d × d matrix, it can easily become extremely large for complex 3-D shapes, where more than 105 landmarks may be needed for achieving a reasonably detailed characterization. In such cases, even the storage of S can become problematic. Fortunately, the Singular Value Decomposition (SVD) of  = [ z 1 z 2 ... z n ] = UDVT provides the sought eigenvectors U , while the singular Z values D are directly related to the eigenvalues Λ = DDT ( n − 1) of S . Moreover, as only at most n − 1 eigenvalues are non-zero, the size of the model can remain acceptable. The dimensionality of the model is usually even further reduced by keeping only the first r modes representing e.g. 95% of the total variance. The retained modes of deformation U allow to define a linear model space, where any shape z can be approximately represented by a set of parameters b = UT z . The residual representation error η = z − Ub indicates how well the shape can be be described by the selected model. This error is minimized for the shapes in the training set. The domain covered by the eigenvectors and the distribution of the PCA parameters observed on the training shapes represent the available knowledge about shape variability. When assuming Gaussian distribution, the classical rule of thumb is that a shape is plausible if each of its parameters bi lies in the [ −3σ i ; +3σ i ] interval, σ i 2 being the i th eigenvalue of the model.



3 Shape prediction by fitting model parameters In the following, we present a shape prediction method similar to the one proposed in [3], using the notations introduced above. Given a potentially noisy, partial
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observation x , a sensible approach is to find optimal parameters b* for the statistical shape model so that the predicted shape fits the observed points as closely as possible. If we decompose U = [ U x ; U y ] , according to the predictors and independent variables, the sought parameters can be obtained by the following minimization: b*λ = Argmin ( U x b − x + λ bT Λ −1b ) = ( U xT U x + λ Λ −1 ) U xT x −1



(2)



b



where λ is an additional regularization hyper-parameter introduced to avoid problems of potentially ill-conditioned matrix inversion, and the over-fitting of the predictors. The matrix Λ of the retained non-zero eigenvalues of S is employed so as to give equivalent weights to the different PCA parameters. The resulting predicted shape zˆ λ is the one which both best fits the observation and which is still plausible given the shape model.



zˆ λ = Ub*λ + m (3) The iterative LSQR algorithm [14] can also be used, but the algorithm needs to be stopped before convergence to avoid over-fitting, which allow only a coarse control over the regularization and cannot generally achieve shape optimality. A practical approach for tuning a hyper-parameter is cross-validation, i.e. to generate numerous models based on different subsets of the original collection of training shapes. For every such replicate, shapes that were not included in the model generation can be used for prediction, and thus provide samples allowing to estimate the prediction error ε λ = zˆ λ − z . Different strategies can be employed here, such as bootstrap, jackknife or leaving multiple samples out for each replicate [15]. The optimal regularization parameter λ * is then estimated by minimizing the average norm of the prediction error, i.e.:



λ * = Argmin ( ε λ λ



)



(4)



4 Confidence regions In many applications, e.g. related to navigated surgery, it is essential to provide not only the predicted shape, but also information about the uncertainty of the prediction. Obviously, the corresponding confidence region should be as small as possible but most importantly provide correct information about the probability that it effectively contains the true shape. The first problem is addressed by selecting the optimal regularization hyper-parameter of the prediction. Indeed, a sub-optimal selection would lead to a larger prediction error on average, and thus to enlarged uncertainty margins. In general, a confidence region with significance level α defines a region in space which has a nominal probability 1 − α to cover the true shape. In practice, those confidence regions can only be estimated, and several factors may affect the quality of this estimate. Among those factors are the relevance of the chosen model, the number of samples used to create it, the prediction method selected and the quality of
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the predictors. As a consequence, the effective probability 1 − αˆ that the estimated region actually contains the true shape may be different from the nominal probability 1 − α introduced above. In the ideal case α = αˆ , the confidence regions are said to be nominal. If 1 − αˆ > 1 − α , then the confidence region is broader than necessary, and the estimate will be called under-confident. As long as the uncertainty is not becoming excessively large, this case may not be critical from the clinical point of view. On the other hand, 1 − αˆ < 1 − α implies that the generated confidence region is too small, i.e. over-confident, and what we would consider as being a safe localization may prove to be an erroneous guess. Such a situation should be avoided by all means, or at least properly detected, as it can seriously threaten treatment success. Unfortunately, this effective probability 1 − αˆ also has to be determined, requiring further independent test samples. 4.1 Confidence regions around individual landmarks



Following the non-parametric resampling presented in section 3, we extract a collection of samples for estimating the prediction error ε λ* when using the optimal regularization parameter λ * . Assuming a multivariate Gaussian distribution for ε λ* with 0 mean and d × d covariance matrix E , the confidence region Cα ( zˆ ) around the optimal predicted shape zˆ λ* = zˆ , with significance level α , is the interior of a d − dimensional ellipsoid centered around zˆ , with axes defined by the eigenvalue decomposition of E , and satisfying:



P ⎡⎣ z ∈ Cα ( zˆ ) ⎤⎦ = 1 − α



(5)



Decreasing α values result in growing homothetic ellipsoids. When taking a random sample from the Gaussian distribution of mean zˆ and covariance E , the probability 1 − α that it falls within Cα ( zˆ ) is equal to the integral of the probability density function over the interior of this ellipsoid. The boundary of this ellipsoid is defined by the set of d − dimensional points ρ which have a constant Mahalanobis distance Dα to the mean zˆ : Dα = ( ρ − zˆ )T E−1 ( ρ − zˆ ) (6) Therefore, the sought integral can be calculated from the cumulative χ 2 distribution function with d degrees of freedom [13, p.86], noted K ( Dα 2 , d ) :



1 − α = Κ ( Dα 2 , d ) =



γ ( Dα 2 2, d 2 ) Γ ( d 2)



(7)



where Γ is the gamma function, γ is the lower incomplete gamma function. Conversely, for a given significance level α , the confidence region Cα ( zˆ ) is defined as the interior of the ellipsoid centered on zˆ , with axes defined by E , and with Mahalanobis ‘radius’ Dα : Dα 2 = K −1 (1 − α , d )



(8)
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Unfortunately, the confidence region estimation procedure described above requires the ability to estimate the large d × d covariance matrix E . Considering that, under realistic conditions where the number of samples n will be much smaller than the number of variables d , estimates will certainly be rank-deficient, the problem of its inversion becomes even more problematic. Completely non-parametric confidence regions could, in theory, be produced e.g. by calculating a kernel density for ε λ* with an optimized multivariate bandwidth [16]. However, to our knowledge, no algorithm is available, which can be used for such high dimensional distributions. Nonetheless, even for very high number of parameters, we can always calculate the k × k marginal covariance matrices {Ei ; i = 1.. p} about each predicted landmark Aˆ i . These can be used to estimate individual confidence regions Cα( i ) Aˆ i for the true landmarks A i of the shape, using the same methodology as presented above.



( )



4.2 Overall confidence for shape prediction



The stochastic event A i ∈ Cα(i ) (Aˆ i ) will be denoted by Aα( i ) . 1(Aα(i ) ) is its indicative function, which takes value 1 when the event is true, and 0 otherwise. 1(Aα( i ) ) follows a Bernoulli distribution with parameter P[1(Aα( i ) ) = 1] = 1 − α , so its expected value is also E[1(Aα( i ) )] = 1 − α . For any given shape, the portion of its landmarks which are p (i ) effectively within their own α − confidence region is denoted π α = ∑ i =11(Aα ) p . A proper way to define a global confidence for the full shape z is then to calculate the probability β that at least a portion τ of its landmarks A i are actually within Cα(i ) Aˆ i , that is:



( )



P [π α ≥ τ ] = β



(9)



Unfortunately, examining the full distribution of π α and estimating β requires knowledge of the full joint distribution of the events Aα( i ) . We can nonetheless state that, on average, for any significance level α , a portion 1 − α of the true landmarks shall be within their estimated confidence region:



⎡1 p ⎤ (10) E [π α ] = E ⎢ ∑1(Aα(i ) ) ⎥ = 1 − α p ⎣ i =1 ⎦ The average portion E[π α ] = 1 − α of correctly estimated landmarks, at significance level α , will be considered as the nominal level of the overall confidence region for the predicted shape, which is defined by the collection of the individual regions Cα(i ) Aˆ i .



( )



4.3 Validation of the confidence regions



As discussed in the beginning of section 4, the confidence regions calculated above are only estimates, and thus may not correspond exactly to their nominal significance level. Thus, it is necessary to validate the resulting uncertainty margins by estimating their effective significance level, and compare it to the nominal value. This validation has to be done on a test set, for which the number of shapes is noted ntest .



6



( )



For each test shape z j , we can compute the α − confidence regions Cα( i ) Aˆ i , j for each of its landmarks as described above. The probability that the true landmark A i , j is within its estimated region can be estimated as the effective frequency 1 − αˆ ( i ) with which this happens for the ntest test shapes:



(



( ))



( )



1 ntest i (11) ⎯ → P ⎡A i ∈ Cα( ) Aˆ i ⎤ ∑1 A i, j ∈ Cα(i ) Aˆ i , j ⎯⎯⎯ ntest →∞ ⎣ ⎦ ntest j =1 Similarly, we can observe for each test shape z j the effective portion of its p (i ) landmarks πˆα( j ) = ∑ i =11(A i , j ∈ Cα (Aˆ i , j )) p which actually fall within their estimated region. The sample mean πˆα over all test shapes will estimate the effective average portion of landmarks which are correctly estimated: 1 − αˆ ( ) = i



⎡1 p ⎤ 1 ntest ( j ) πˆα ⎯⎯⎯ (12) ⎯ → E ⎢ ∑1(Aα(i ) ) ⎥ ∑ ntest →∞ ntest j =1 ⎣ p i =1 ⎦ The quality of the estimated confidence regions can then be validated through the comparison between the effective values 1 − αˆ (i ) , and πˆα and their nominal value 1 − α . For the practical applicability on the method, it is perhaps even more important to validate the quality of the confidence regions for each individual test shape, through the effective portions πˆα( j ) , which are stochastic variable that can clearly deviate from their expected value (1 − α ) . If for some test shapes, the corresponding proportion πˆα( j ) takes values significantly lower than the expected 1 − α , then the estimated confidence regions would be misleading and potentially dangerous to use. However, even in such a case, it could still be possible to detect when the confidence region may be erroneous. Indeed, up to now, we treated the predictors x and the originally unseen variables y equally. Observing how the model is able to represent the predictors should provide information about the overall quality of the prediction. It is indeed likely that if the model cannot find a shape that matches closely the predictors, the rest of the shape may also be difficult to predict accurately. It is thus sensible to analyze the correlation between the error x j − xˆ j and the deviation πˆα( j ) − (1 − α ) . If one finds a large negative correlation between those values, then it should still be possible to detect individual cases for which the estimated regions could be misleading.



πˆα =



5 Results In this section, we illustrate our concepts on a statistical shape model consisting of a total of 71 samples of corpus callosum outlines, obtained from manual delineations on 2-D mid-sagittal MR images, parameterized with p = 258 landmarks in correspondence, leading to d = 516 variables [5]. Two of these landmarks correspond to the Anterior (AC) and Posterior (PC) Commissures and are used for aligning the shapes in translation and rotation. As the original images are of similar resolution, no scaling has been applied. We retained n = 50 shapes for training the statistical shape model, and kept the ntest = 21 remaining shapes for validation.
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The estimation of the model parameters U and Λ where done using SVD as described in section 2. The importance of the regularization parameter λ is demonstrated on Fig. 1, where Fig. 1(a) illustrates over-fitting if no regularization is used ( λ = 0 ), and Fig. 1(b) shows the shape predicted using the optimal parameter λ * . The resampling procedure chosen for estimating the distribution of the prediction error was a classical bootstrapping approach. We generated 500 bootstrap replicate sets, each composed of n = 50 shapes drawn with replacement from the original set of training shapes. A replicate set contained about 32 different shapes on average. For each replicate, we obtained samples for the prediction error by investigating the shapes excluded. The total number of predicted samples obtained from this procedure was around 9000 on average. Having defined the bootstrap replicate sets, the value λ * was estimated simply by varying λ , and choosing the value which minimizes the average norm of the prediction error ε λ = zˆ λ − z , with zˆ λ defined by (3), averaged over the available prediction samples. As can be seen in Fig. 1(c), the norm of the prediction error ε λ is varying rather smoothly, so this simple selection method should lead to a value very close to optimal. Fig. 1(c) also shows that the prediction is not very sensitive to the removal of a few modes with low eigenvalues. We nonetheless kept all the available modes in the following experiments.



(a)



(b)



(c)



Fig. 1. (a) Illustration of over-fitting using λ = 0 , (b) regularized estimation using λ * . (c) Average norm of the prediction error as a function of the number of modes retained and λ .



From the results obtained using the optimal λ * , we could then estimate the marginal covariance matrices {Ei ; i = 1.. p} , and the α − confidence regions around each landmark, as described in section 4.1. Fig. 2 presents the union of such confidence regions, estimated for three different choices of the predictors and dependent variables. As expected, the confidence regions are much wider around the independent variables than around the predictors.
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Fig. 2. Shape predictions with union of confidence regions from partial observations. On the top and middle figures, the predictors are taken continuously along the shape, and represent respectively 80% and 60% of the total number of landmarks. On the bottom figure, 15 landmarks scattered around the shape have been taken as predictors.



In order to validate the relevance of the estimated regions, we computed the effective values πˆα , πˆα( j ) and 1 − αˆ (i ) from the prediction results on the set of test shapes, as described in section 4.3. We recall here that 1 − αˆ (i ) indicates the probability that the true landmark i effectively lies within the estimated confidence region A i ∈ Cα(i ) (Aˆ i ) , and is computed by averaging the results over the ntest test shapes. The quantity πˆα( j ) indicates, for a given shape j , the percentage of its true landmarks which are correctly estimated. Finally, πˆα corresponds to the average result over both the individual landmarks and the test shapes. The comparisons between these values and the nominal level 1 − α are displayed on Fig. 3. As can be seen on Fig. 3, the estimated regions appear to have a tendency for under-confidence ( πˆα ≥ α ), i.e. they are slightly larger than necessary. Nevertheless, for most test shapes, the proportion πˆα( j ) of landmarks correctly predicted is almost always larger or equal than expected, even at the highest probability levels, which is probably the most important for defining proper security margins in surgery. Consequently, such results indicate that the estimated confidence regions are clinically useful.
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Nonetheless, without questioning the validity of the estimated confidence regions, the detailed results from Fig. 3 need to be commented further, especially concerning πˆα( j ) and 1 − αˆ ( i ) . As shapes are usually relatively smooth, neighboring landmarks are likely to be highly correlated. It is therefore probable that if the confidence region for one given landmark diverges from its nominal level, the same will happen for its neighbors. Consequently, the fact that we neglected the inter-landmark correlations significantly increases the variance of the πˆα( j ) .



( j) Fig. 3. The left column indicates the values πˆα , and on the right are displayed the 1 − αˆ ( i ) . The average, πˆα , is displayed on both. On every image, the diagonal represents the nominal value 1 − α . The plots from top to bottom correspond to the same choices of predictors as in Fig. 2.



Concerning the individual 1 − αˆ ( i ) , besides the fact that they are estimated only a finite set of ntest test shapes, an important reason why they can diverge from their nominal values is that the individual confidence regions Cα(i ) Aˆ i are derived from the estimated distribution of the prediction error, which bases on an insufficiently representative training set. As more samples are used, the model should better



( )
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represent the true shape distribution, and these regions should converge towards their nominal level. Nonetheless, the right column of Fig. 3 shows that the confidence regions tend to be larger than necessary for most landmarks, and they are too narrow for only a small minority of them (curves which go below the diagonal). As proposed in section 4.3, we also investigated, for the test shapes, the correlation between x j − xˆ j and a global measure of the deviation of πˆα( j ) from 1 − α , namely 1 ( j) ∫ 0 πˆα − (1 − α ) dα . In Fig. 4, a significant negative correlation between those two measures can be observed, meaning that the shapes with most underconfident estimates are those which can most easily be represented within the model, and vice versa.



Fig. 4. Correlation between the representation error x j − xˆ j and the overall deviation of the j confidence regions πˆα( ) from their nominal value. The images from left to right correspond to the predictor settings from top to bottom in Fig. 2.



This result offers an interesting option for detecting cases where the confidence regions are too narrow, and could thus be misleading for interventional planning. It should also be possible to use this for tuning the size of the confidence regions, so that they better match their nominal level.



6 Conclusion In this paper, we propose a method for estimating confidence regions around shapes predicted from partial observations using a statistical shape model. It relies on a nonparametric estimation of the distribution of the prediction error, obtained using a bootstrap resampling approach. As individual shapes are usually described with a very large number of landmarks, problems arise when trying to estimate and invert the corresponding covariance matrices. Consequently, confidence regions were built from the marginal covariances of the prediction error around each individual landmark, assuming a Gaussian distribution. By combining these individual regions, we derived the probability that a given portion of landmarks would be correctly estimated, i.e. truly lying within their own confidence region. Validation on a test set showed that the obtained confidence regions are generally slightly larger than necessary. However, this can be considered as a safeguard when establishing security margins in surgery, at least as long as the regions are not excessively large. Moreover, significant negative correlation has been found between the ability of the shape model to represent the observed part of the shape to predict and the quality of the predicted
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confidence regions, indicating that the shapes which can be most accurately represented by the model are also those for which the predictions are the most underconfident. Paths for future work include the refinement of the estimated confidence regions, in particular by taking into account the ability of the model to represent a given partial shape observation. Considering correlations between landmarks should also help in more accurately estimating the confidence regions. Another direction should be the incorporation of assumed uncertainties about the predictors and of possible errors in establishing the correspondences between the individual shapes. Uncertainties related to the estimation of the rigid registration parameters, i.e. translation, rotation and possibly scaling should also be evaluated.
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