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Figure 4.1 The distribution of birth intervals where the previous child died when aged under 1, when the previous child survived, and when the fate of the previous child is unknown Note: last birth intervals and birth intervals from dummy marriages excluded. No data were taken from Birstall in order to preserve parity with similar exercises in ch. 7, dealing with fertility. Source: Cambridge Group reconstitutions.



categories.49 This approach has the great attraction, compared with the repeated first name method, that the test is based on all birth intervals falling within very broad categories and numbered in tens of thousands, rather than on a relatively small and selected set of intervals. If there were gross differences between the birth intervals in the second and third categories, the means would differ. The question of any possible difference between the means in these two categories is important in the context of birth interval analysis, and is discussed below when analysing fertility. It is demonstrable that the means are closely similar, when appropriate allowance is made for the effect of last birth intervals and if the comparison is made parity by parity between births in the two categories.50 For the purposes of chapter 7 this test was sufficient. In the present context it is of interest to press the matter a little 49



Ibid., p. 25.
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See below pp. 439-43.
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further and to consider the frequency distribution of the birth intervals in question as well as their means. The birth intervals shown in figure 4.1 are drawn from the entire reconstitution data sets of all the parishes during their respective periods of sound data, except for Birstall.51 Last birth intervals and birth intervals from dummy marriages are, however, excluded. The reasons for their exclusion are discussed elsewhere.52 In addition, parity 1 birth intervals were excluded (that is, birth intervals between first and second births) because they were significantly shorter than birth intervals of higher parity, but they formed differing proportions in categories 2 and 3, which would have distorted comparison of the two categories. All three categories of birth interval are shown in figure 4.1. There were 5492 birth intervals in category 1, 12 360 in category 2, and 21449 in category 3, a total of 39 301 birth intervals. The effect of the interruption of breastfeeding on the time to next conception is very clear from the difference between the category 1 line and either of the other two. The category 1 line reaches a much earlier and much more pronounced peak than does either of the other lines. Of prime interest in relation to the question of the possible underregistration of infant deaths, however, is the comparison of the category 2 and category 3 lines. They appear closely similar, peaking at almost the same point, maintaining similar overall shapes, and having very similar means. The mean of category 2 birth intervals is 30.01 months; that of category 3 birth intervals, 29.88 months, a difference of only 0.13 months, or 4 days. The category 2 birth interval is the equivalent of 913 days, so that the mean length of a category 3 birth interval is only 0.43 per cent shorter than that of a category 2 birth interval. However, a more formal test of their similarity, using the Kolmogorov-Smirnov test, barely fails to reject the null hypothesis that the two samples were drawn from identical populations at the 5 per cent level of significance (prob>KSa = 0.0641). Category 3 is very like category 2, but the KS result raises the possibility that, instead of all children in category 3 surviving to beyond their first birthday, a proportion may have died as infants, but without their deaths having been recorded. A more detailed examination of the data, however, suggests a different conclusion, since a breakdown of the data by period shows 51



The periods of sound data are those within the final limits shown in tab. 2.1, pp. 22-3. The reason for excluding Birstall from the analysis of fertility is described on p. 356 below. For the sake of consistency with the fertility calculations involving birth intervals, Birstall was also excluded from the data used in fig. 4.1, although its inclusion 52 in this context would have been perfectly proper. See below, p. 442.
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that the result for the period as a whole is misleading. The reason is simple. From the mid-seventeenth century until the end of the eighteenth century birth intervals in England gradually became shorter.53 Towards the end of the parish register period the proportion of all birth intervals in the third 'unknown' category rose substantially, so that the proportion of birth intervals in the later decades of the period as a whole is greater in category 3 than in its comparator, category 2. This exaggerates the difference between the two categories if the overall data set is used. The problem can be overcome by using appropriate subperiods within which the problem does not arise, or is much reduced. Experiment suggests that the characteristics of the frequency distribution of birth intervals are best explored by using three subperiods; 1550-99,1600-1749, and 1750-1837. The distribution of birth intervals in each of the three categories for each of the three subperiods is shown in figure 4.2. The number of birth intervals is, of course, smaller in the panels of figure 4.2 than in the whole period, shown in figure 4.1, and the lines present a less smooth outline, especially in the pre-1600 period when the birth interval totals were much smaller than in either of the two later periods. The percentage distributions of category 2 and category 3 birth intervals appear very similar in the later periods, but coincide less well in the first period. What the eye suggests is confirmed by the KolmogorovSmirnov test. In the two later periods there is no reason to suppose that the populations from which the samples were drawn differed from one another (KS = 0.4046 in 1600-1749, and KS = 0.4603 in 1750-1837). A comparison of their means is similarly reassuring. In 1600-1749 the category 2 mean was 30.46 months; the category 3 mean 30.45 months, while in the period 1750-1837 the comparable figures were 29.14 and 29.23 months. In the latter period, therefore, the category 3 mean was actually the higher of the two. In these periods, therefore, there is no evidence of failure to register infant deaths. If category 3 birth intervals consisted of a mixture of intervals following an infant death and intervals in which the earlier child did not die, the birth interval distributions and the means of category 2 and category 3 would differ, and the line representing the latter would lie to the left of the line representing the former since it would include some intervals of a category 1 type. In the earliest period the issue is more open. Kolmogorov-Smirnov does not reject the null hypothesis (KS = 0.0509), but there is a suggestion in the shape of the line representing the 'unknown' birth intervals 53



Tab. 7.36, p. 447.
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that some infant deaths were not registered. It is therefore instructive to consider how large any such underregistration might be. One way of estimating this is to establish what blend of birth intervals following an infant death and birth intervals in which the earlier child is known to have survived would best mimic the 'unknown' line. An estimate of the extent of the 'contamination' of children who survived beyond their first birthday by children who died in infancy may be obtained by regression.54 It suggests that the proportion of all births in category 3 which were followed by an infant death was 8.50 per cent. This in turn permits an estimate to be made of the extent to which infant mortality as a whole may have been underestimated in the period before 1600. The total of birth intervals in all three categories is 2932. Of these 456 consist of known infant deaths (category 1). None of the births in category 2 resulted in an infant death since all are known to have survived their first year. There are 1572 birth intervals in category 3. If 8.50 per cent of these intervals followed an unregistered infant death, the number of such deaths would have been 134. This suggests, therefore, that 29.4 per cent should be added to the total of infant deaths to make good those deaths missed because of defective recording (134/456 = 0.2939), a very substantial adjustment. It should be noted, however, that the mean birth intervals in category 2 and category 3 in this period were notably similar (30.41 and 30.51), and that the latter was actually the higher of the two rather than the lower, as would be expected if many intervals in the category had followed an infant death. Given the conflicting nature of the conclusions suggested by the two tests, and the relatively modest number of birth intervals in this earliest period, it is prudent to reserve judgement about the possible scale of underregistration before 1600. After that date, however, there seems no good reason to question the adequacy of the registration of infant deaths. The comparison of infant mortality in reconstitution parishes early in the nineteenth century with the early returns of the Registrar-General, and the estimate of the underregistration of infant deaths based on birth interval analysis, therefore, are in broad agreement. Both suggest that any underregistration of infant deaths in the 26 reconstitution parishes 54



Using the model Y = axi + bx2, subject to the constraint that a + b = l: where Y is the category of birth intervals in which the fate of the child is unknown; a is the proportion of children dying under 1; b is the proportion of children surviving their first year; xi is the percentage frequency distribution of birth intervals following an infant death (category 1); and X2 is the percentage frequency distribution of birth intervals following the birth of a child known to have survived its first birthday (category 2).



Reliability



107



must have been relatively modest in scale, except possibly in the sixteenth century. The conclusion that suitably chosen parish registers can yield data of high quality is strengthened by other aspects of the internal consistency of the demographic data yielded by family reconstitution, and this makes it possible to rebut some of the criticisms that are occasionally aired about such data. Take, for example, an argument made by Razzell about trends in marriage age over time. He expressed dissatisfaction with the reconstitution data on age at first marriage. His thesis was that marriage age in the seventeenth and eighteenth centuries was rising rather than falling as suggested by reconstitution evidence. He supposed marriage age to have risen by about 1.5 years between the late seventeenth century and the inception of civil registration, whereas reconstitution data suggests a fall in marriage age of 2.5-3.0 years.55 Razzell considered the linkage process which associates a particular baptism with a subsequent marriage to be flawed in ways which cause the apparent trend in marriage age to be misleading.56 Yet there is a simple test based on the internal consistency of reconstitution data which shows that mislinkage can only have been a rare phenomenon. If, when the major fall in mean age at marriage occurred during the eighteenth century, the apparent trend was spurious, this would be reflected in the pattern of age-specific fertility rates. For example, suppose that, at a time when the calculated mean age at marriage was 26, the true age was only 23. This would mean that, on average, women who were apparently, say, 47 years of age would be only 44. Towards the end of the childbearing years age-specific rates fell very rapidly, and therefore, if births to women who were in reality 44 were being tabulated as relating to women aged 47, the calculated age-specific rates in the 45-9 age group would be greatly overstated. Ceteris paribus, if the true mean age at marriage were constant at 23 years, but mislinkage in reconstitution showed an apparent fall from 26 to ?3 years during the eighteenth century, it is to be expected that the age-specific marital fertility rate for women aged 45-9 would fall sharply, since at the beginning of the period it would have been distorted by counting women as substantially older than their true age but towards the end of the period this anomaly would disappear. In practice, although age at marriage changed considerably in England during the parish register period, the age-specific rate for the 45-9 age group was remarkably 55



Razzell, The growth of population', pp. 750-2. Reconstitution marriage age data are set 56 out in tab. 5.3, p. 134. Ibid., pp. 749-50.
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stable, fluctuating close to 20 per 1000 throughout. The rate in the next lower age group, 40-4, was about six times higher than that for 45-9, so that even minor inaccuracies in calculated ages would be sure to result in implausible rates.57 One further example of a finding of reconstitution whose nature increases confidence in the general accuracy and completeness of the information generated may be noted, drawn from the analysis of fertility and related issues undertaken in chapter 7. The analysis of fecundability carried out there contains, as a novel feature, an attempt to measure fecundability throughout the course of marriage, as well as at its beginning, the conventional point at which to analyse fecundability. This can be done by studying the frequency distribution of birth intervals following an infant death. Models of fecundability which yield frequency distributions of birth intervals following marriage suggest, on reasonable assumptions about the relevant fertility parameters, that about 2 per cent of first birth intervals will exceed 60 months in length.58 The situation following an infant death was not unlike that between marriage and first birth in that the death of the infant caused breastfeeding to cease and induced an early return of fecundable cycles. The fact that the proportion of birth intervals longer than 60 months following an infant death was less than 1.4 per cent suggests that few births failed to appear as baptisms on their FRFs.59 Poor registration, by omitting some births from a sequence, would have caused an excess of long birth intervals, but such intervals were no more common than would be expected in circumstances where registration was punctilious. 57



58



59



Tab. 7.37, p. 450. More direct checks upon the accuracy of links made in the course of reconstitution between baptisms and marriages are also possible if a suitable source of information exists. There was a period when this was possible in Colyton because of the nature of the information given in the register. This showed that in the 62 cases in which the accuracy of the link could be checked, in only 3 cases was it incorrect. Wrigley, 'Some problems of family reconstitution', p. 211. Wilson both discusses such models and refers to evidence that in Germany in the later eighteenth and nineteenth centuries a figure of about 2 per cent was normal. Wilson, 'Marital fertility in pre-industrial England', p. 112 and app. 4. Tab. 7.41, p. 498. It will be remarked that in this table the proportion of first birth intervals (that is, measured from marriage to first birth) of more than 60 months was somewhat higher. The frequency distribution of this interval has been commonly used in the study of fecundability. The fact that there was a higher proportion of 'long' birth intervals in this category is probably due to the existence of a prenuptial birth in a proportion of cases, which would cause what was in reality a second or later birth interval to be counted as a first birth interval, which in turn would raise the percentage of intervals longer than 60 months. See pp. 467-72.
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One further general test of completeness of registration coverage in reconstitution parishes may be briefly considered. From 1841 onwards the basic data from which census tabulations were built up were obtained by circulating to each household an individual schedule to be filled in by the household head, rather than by requiring the overseers of the poor to make a general return. The information set down on the schedules was then copied by the census enumerators into standard ledgers, termed enumerators' books, to consolidate the data into a form which lent itself to further analysis, and also in order to check and regularise the information. Among the standard questions to be answered for everyone counted in the census was one relating to age and another to place of birth. It is therefore possible to draw up a list of natives of a parish and, by subtraction, to estimate their years of birth. Armed with such a list, the proportion of those born in the parish whose baptism is recorded in the parish register appears easy to determine either decade by decade, or divided into other convenient time periods, for example, before and after Rose's Act, or before and after the inception of civil registration in 1837. As might be expected, the apparent simplicity of the test dissolves rapidly on further examination. It is demonstrable, for example, that the longer an immigrant from elsewhere continued to live in a parish, the more likely he or she was to claim to have been born there. Or again, statement of age was not always accurate, or consistent from one census to the next.60 This latter characteristic causes problems in defining the 'search area' within which it is proper to seek a baptism to match someone present at a census. Further, though most people continued to use the same first name throughout their lives, though often in a variant form from the baptism entry, there were some who changed the name by which they were commonly known. Other complications exist, and any such exercise is liable to remain inconclusive, because most parishes contained a nonconformist minority who were recorded in the census, but who were less likely than the Anglican community to appear in the Anglican baptism register. Sometimes a surviving nonconformist register can be helpful, but where none survives and especially where the nonconformists were themselves divided between several different chapels, it may be difficult to draw confident conclusions about the completeness of Anglican coverage. Nevertheless, three studies of reconstitution parishes in the set of 26 60



The accuracy of statements both about place of birth and about age are discussed in Wrigley, 'Baptism coverage in early nineteenth century England'.
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have been made using the enumerators' books as a check upon the completeness of baptism registration. These were for Shepshed and Bottesford in Leicestershire; for Colyton in Devon; and for Methley in the West Riding of Yorkshire.61 They are broadly reassuring. In the cases of Bottesford, Colyton, and Methley, Anglican coverage was generally high. For example, in the parish register period before 1837 more than 90 per cent of those who claimed to have been born locally in Colyton in the 1851 census could be traced to a baptism register, and it is likely that the true percentage of missing events was lower, perhaps much lower, than might appear, because of the fallibility of the linkage procedure for the reasons just given. The situation in Bottesford and Methley was very similar. Moreover, the completeness of reconstitution was greater than the overall linkage percentage might suggest because 'missing' baptisms were commoner in migratory families and these families contributed little data to reconstitution tabulations. The proportion of missing baptisms was far higher in Shepshed, a parish in which nonconformity was rife, but Levine concluded that 'the deficiencies in Shepshed's registration system were not as serious as they first appeared because a great deal of the leakage was occurring among families which, for the purpose of reconstitution, can be regarded as non-essential'.62 Because the enumerators' books do not specify the religion of the individuals listed in them, only the proportion of all those claiming local birth found in the parish register can be established. In relation to family reconstitution, however, the point at issue is not what proportion of all those living at a given census and claiming birth in the parish can be traced in the parish register, but what proportion of Anglicans can be so traced.63 Bearing this point in mind, evidence provided by enumerators' books to test registration coverage is again encouraging, though the uncertainties associated with it should certainly be recognised. Delayed baptism and dummy births



It will be convenient at intervals later in this work to consider particular questions of deficiency and bias in reconstitution data in connection with particular measures of demographic behaviour, but it is appropri61
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Ibid.; Levine, The reliability of parochical registration7; and Yasumoto, Industrialisation, urbanisation and demographic change, p p . 3—5 Levine, 'The reliability of parochial registration', p. 118. This point appears not have been fully appreciated by Razzell when making a comparison of burials in the Anglican register of Colyton in the period 1837-51 with the civil registers for the same period: Razzell, The growth of population', pp. 755-6.
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ate to deal with one such topic at this juncture, since it is perhaps the weightiest single reason for anxiety about Anglican registration coverage. In the sixteenth century baptism commonly followed close upon birth, but the interval betweeen the two events widened with the passage of time. Since it was rare to record the dates of both birth and baptism in the baptism register, information on the average delay to baptism is scattered and intermittent but it seems clear that by the later eighteenth century the two were separated by fully a month on average, and in many individual cases the interval was far longer.64 Moreover, local custom varied greatly. At one extreme, in some parishes births were commonly 'saved up' for baptism at a fixed point in the year, which gave rise to a very marked bunching in the seasonal distribution of baptisms and long delays for individual children,65 while elsewhere the interval remained brief and relatively uniform. In principle, even a long average delay before baptism need not lead to any loss of coverage, provided that parents were astute in recognising when their infant was in danger of death and prompt in securing his or her baptism. There is evidence that this strategy was pursued to good effect in many individual cases;66 but it is unrealistic to expect that all infant deaths could be anticipated in this fashion. As a consequence some children will have died unbaptised. In addition there are instances in every register of another type of child burial not preceded by a baptism. This happened when a family which had recently moved into the parish lost a child who had been born and baptised elsewhere, or when a local family was absent from the parish for a while, baptised a child in another parish and had returned to their home parish by the time the child died. When an unbaptised child died it seems to have been customary in many parishes, at least until late in the seventeenth century, to record his or her burial; often the register entry refers explicitly to the fact that the child had died unbaptised. In such circumstances, if the name of the father of the child was given in the register (or, better still, the names of 64
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Berry and Schofield, 'Age at baptism'; Wrigley and Schofield, Population history of England, pp. 96-100. As, for example, in the Feast Week in July in Melbourn, Cambridgeshire, where over a third of all baptisms for the year took place when the custom was at its most influential in the 1780s; Mills, 'The christening custom at Melbourn', tabs. 2 and 8, pp. 13 and 19. The phenomenon was even more marked in Willingham in the 1760s when almost a half of all baptisms took place in October: see p. 38 above. See Wrigley a n d Schofield, Population history of England, p p . 9 6 - 7 n. 15.
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both parents), the family of the dead child is usually identifiable. Where this was the case a dummy birth entry was created and given the same date as the burial, thus raising both the number of births on the FRF and the number of those dying in the first day of life. Indeed, whether or not a child burial entry was specifically said to relate to an unbaptised child, if it could be linked to its appropriate family, but not to a particular baptism in that family, a dummy birth was created and given the same date as the burial, provided that there was an appropriate space in the existing sequence of children in the family to accommodate the newly added birth. Such action often referred to a case where an unbaptised child was buried but was not described as unbaptised in the register, but it might also refer to a child who had been baptised elsewhere but had died at some time after the family had moved or returned to the parish. In the former case the action taken will produce broadly the 'right' solution; the total of deaths in the first day of life will be exaggerated, but the total in the first month will be approximately correct; in the latter case the inaccuracy will be greater. The proviso that there should be an appropriate space in the existing sequence of baptisms, however, is important and reduces the likelihood of mistakenly assuming that the burial entry is evidence of death very early in life. Where a child clearly belonged to a particular family but the timing of the burial entry prohibited the creation of a dummy birth of the same date, a suitable space earlier in the sequence of baptisms was sought and a dummy birth was created, but in this case, of course, the baptism and burial dates would differ. The first type of dummy birth can conveniently be termed 'standard' and the second type 'transposed': the two types were given different 'weights' so that they could be included in or excluded from demographic tabulations as appropriate (*70 and *71 respectively). The relative frequency of dummy births of these two types at different periods is set out in table 4.5. The time periods given in the table were chosen to ensure that the set of parishes contributing to the totals was unchanging within each period. They therefore correspond to the parish groups described above in chapter 2.67 The trend of change is not greatly dissimilar however measured, but the apparent prevalence of dummy births differs according to the method of measurement employed (last six columns of table 4.5). It is probable that the pattern visible in columns 9 and 10, where the median is used, is the best guide to the secular trend in the number of standard and transposed dummy births. 67



Except for the period 1680-1729, a period when all 26 parishes were simultaneously in observation.
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156 308 618 627 517 100 39



(3) Dummy births *70



312 838 1843 1691 1206 371 84



Source: Cambridge Group reconstitutions.
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(2) (1) Total no. No. of parishes in of births observation (baptisms)
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1.6 1.4 1.7 1.4 1.0 1.0 0.2



(5) (3)/(2) xlOO



3.2 3.8 5.0 3.8 2.4 4.0 0.6 2.9 3.5 4.4 3.1 2.1 2.9 0.4



*70



1.7 1.3 1.6 1.2 0.8 0.8 0.2



•71



(7) (8) Unweighted mean of individual parish percentages



Table 4.5 Proportion of all births (baptisms) on FRFs that were dummy births



2.7 2.8 3.3 2.5 1.8 1.6 0.4



*70



1.5 0.9 1.1 0.9 0.7 0.4 0.2



•71



(10) Median of individual parish percentages (9)
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The tendency for the percentage of dummy births to rise over the first century is what might have been expected on general grounds. Ceteris paribus, a steady, if modest, lengthening in the mean interval between birth and baptism would tend to increase the percentage of standard dummy births (the proportion of transposed dummy births was always low and changed little before the later eighteenth century). But the rise in the percentage of standard dummy births did not continue into the eighteenth century: the average percentage measured overall (column 5) falls, slowly in the two periods 1680-1729 and 1730-89, but then, after a marked recovery in 1790-1812, very sharply in the final period, 1813-37. The interpretation of these data calls for circumspection. The rise in the average figure in column 5 in the penultimate period may be disregarded. It comes about because only 8 parishes remained in observation after 1790, and the biggest of these, Banbury, which contributed almost a quarter to the total of births in this period, had a very high percentage of dummy births (8.3 per cent). Significantly, the median (column 9) shows a continued fall, rather than a marked rise, in this period. At first sight the explanation of the fall in the eighteenth century might seem to lie in the increasing unwillingness of incumbents to record the burial of unbaptised children. There is evidence for this both in the sense that it becomes rarer to find references to the burial of unbaptised children during the eighteeenth century, and from the comments which incumbents occasionally made in their registers.68 But there is an important offsetting consideration that suggests caution in supposing that increasingly neglectful registration explains the fall in the percentage of dummy births created to match an infant burial. The overall level of infant mortality peaked early in the eighteenth century and thereafter tended to fall, though only modestly, but the level of mortality within the first month of life fell strikingly. The reconstitution data suggest a fall from 106.3 to 48.7 per 1000 between 1700-24 and 1825-37.69 There is good reason to believe that even so marked a fall is genuine.70 Clearly, if the level of infant mortality early in the first year of life fell sharply, the impact of delayed baptism on the apparent rate of infant mortality would also be reduced. This change implies that some, even much, of the fall in the percentage of dummy births in the eighteenth and early nineteenth centuries may be genuine rather than a reflection of changed social custom and registration practice. The very low percentage for the final period 1813-37 in table 4.5, 68



See p. 33, n. 13 above.
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Tab. 6.4, p. 226 below.
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See below pp. 223-42.
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however, does reflect a change in registration practice. Under Rose's Act, from 1813 onwards parishes were required to keep register books consisting of printed pro forma sheets. The prescribed form of entry for burials included a section for the age of the deceased, an item of information that had rarely been recorded previously, but there was no field for the names of the father and mother of the deceased, though it had been common practice in the past to record the names of one or both parents when a child died. The absence of information about parentage necessarily makes the treatment of the burial of an infant problematic where there is no suitable baptism entry to which the burial entry can be linked. Linkage to the family rather than to the individual is more difficult. It might therefore be expected that the percentage of dummy births would fall sharply, and it is reasonable to fear a fall in the completeness of coverage of births as a result. But it must be recalled that table 4.3 gives little ground for supposing that the true level of infant mortality was higher than the rates calculated from family reconstitution, which in turn implies that few births were missed by relying on the baptism register. If they had been missed, thus increasing the number of unlinked infant deaths, the calculated infant mortality rate would have fallen short of the levels revealed by the new civil registration system. It should also be emphasised once more, however, that the parish registers used for family reconstitution were an elite set selected with care and extensively tested. The problems associated with delay in baptising children were, therefore, probably much less prominent and serious in these parishes than in the Anglican registration generally. Overall, it seems appropriate to conclude that the loss of coverage and therefore the degree to which fertility measures were affected by delayed baptism, though hard to quantify, is probably slight in the reconstitution parishes. Any such effect would necessarily tend to be proportionately greater in the measurement of infant mortality than in measuring fertility. For example, in the simplest case, if a register which had previously recorded the burial of all unbaptised children suddenly ceased to do so, and if there had been 20 such entries for every 980 recorded baptisms at a time when infant mortality was at 160 per 1000 births, the abrupt cessation of the practice (entailing the disappearance of dummy births and the associated early deaths from the reconstitution) would reduce the total of births by 2 per cent, but the level of infant mortality by 12.5 per cent. Even in the case of infant mortality, however, the evidence of table 4.3 suggests little cause for alarm, and the fertility comparison exercise described above, and detailed in table 7.38,
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contains no hint that fertility rates based on Anglican registration were below their true level.71



The processing of data taken from FRFs



There must always be a risk that error is introduced into any exercise based on very large data sets by the successive stages of data copying, data articulation, and data processing. Thus, even if Anglican registration were as complete and detailed as would be required to sustain the most demanding demographic measures, the tabulations based upon them might still be defective if significant inaccuracies were introduced while processing the data. It would be idle to suppose that a procedure as complicated as family reconstitution can escape difficulty on this score. There are numerous opportunities for error at all stages in the exercise. The basic operations constituting reconstitution by hand make heavy demands on the concentration of the person concerned, both in following the rules governing the construction of the links out of which the history of a family is built up, and in preserving accuracy in the course of the innumerable clerical operations involved. But errors affecting the accuracy of data are likely to occur at all stages of the process of reconstitution. Information may be mistranscribed from the register to the extraction slip, from the extraction slip to the FRF, and from the FRF to a machine-readable form of the data. Errors arising at the first two stages occur pen in hand, at the third at a keyboard, but they are all similar in nature. Some of these errors will never be detected but will survive to reduce the accuracy of the data used in the calculation of demographic measures. Others, however, can be brought to light by 71



One other possible reason for doubt about the accuracy of rates derived from reconstitution should be mentioned. It affects only the measurement of infant and child mortality. The rules of manual reconstitution prescribe that where, say, a given baptism can be linked to more than one child burial, no link should be made. This is a necessary rule because cases of far greater complexity than the illustration just given are common and it is virtually impossible to act consistently when reconstituting by hand. When the record linkage is done by computer, however, there is no such limitation. Algorithms have been written to ensure consistency which can deal with all possible combinations of possible links. More probable links can be preferred to less probable ones, resorting in a limiting case to a random choice if competing possibilities are equally strong (see, for example, Schofield, 'Automated family reconstitution', for a brief description of linkage strategy). It is to be expected, therefore, that computerised record linkage must yield higher infant and child mortality rates than manual reconstitution, when applied to data from the same register. Such tests as have been carried out so far, however, reveal very little difference in the rates produced by the two methods.
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appropriate logical and formal checks made by program after the reconstitution data have been rendered into a machine-readable form. Once identified the source of the error can normally be established and a correction made. The detection of formal errors is a routine matter. For example, it is important to ensure that in fields that should contain only alphabetic information, such as names, there are no numerical data; and in date fields, only numerical data with appropriate values, as, for example, 1-31 for days, 1-12 for months; and so on. Some forms of logical error can also be detected, and, their detection can significantly improve the empirical findings embodied in reconstitution tabulations. For example, no date of death is admitted which is greater than the date of birth plus 105 years; no woman can marry at less than 15 years of age; no child may remain linked to a family if its presence would imply that the mother was 50 years of age or more when the birth took place; and so on. It would be wearisome to describe all these tests in the main text of this chapter, but they are specified in full in appendix 4. It should be noted that information may be known with varying degrees of accuracy. A date, for example, may be known only to the month rather than the day. Again, additional information which is not routinely recorded, and for which there is therefore no reserved information field on the FRF, may nonetheless be sporadically available, and useful where known. Such information was recorded by a system of flagged information fields, or flags, and may be of great value in subsequent tabulation and analysis. The systems of date weights and flags are described and illustrated in appendix 2. Conclusion



A definitive estimate of the scale of inaccuracies in the reconstitution data is not feasible, though many other tests might be made which could further limit any remaining uncertainties. Some further tests will be presented seriatim as the findings are presented. Thus, for example, models of fecundability can be used to test the closeness with which birth interval data conform to expectation.72 Others could have been made directly upon the reconstituted families themselves rather than upon the tabulated results. For example, many married men left wills at their death in which their children were named as beneficiaries under the will. Where a family was apparently in observation throughout the duration of the marriage, any child named in a will should also appear 72



See below pp. 464-501.
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on the FRF, and should not have been buried before the date of the father's death. Similarly, if a detailed listing of inhabitants survives for a parish, a comparable check is possible. Where a reconstitution was taken down to the end of the parish register period or beyond, the enumerators' books of the 1841 census, or of a later census, can be made to serve the same purpose. The results of such a test for 4 of the 26 reconstitution parishes have been reported,73 but many others could be carried out. All such tests can be valuable: but all prove to be less straightforward and conclusive than might appear at first blush. It would have been possible to have carried out more tests than are reported in this chapter and elsewhere later in the book, and it is likely that some would have proved valuable in supplementing and extending knowledge of the strengths and weaknesses of the reconstitution data. There is, however, a danger of declining marginal returns to extra effort. We take the view that, just as the tests described in the last chapter justify a provisional conclusion that the four groups should yield results that are broadly representative of the country as a whole, so the tests of reliability described in this chapter suggest that the empirical findings based on the 26 reconstitution parishes are unlikely to be seriously defective, and this view is strongly buttressed by the further evidence of the accuracy and internal consistency of the nuptiality, mortality, and fertility findings to be presented in the next three chapters. 73



See above pp. 109-10.
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All beings that enter life must later leave it. Between birth and death some, but not all, will play a part in ensuring that, though they may die, their species will continue. In some animal species only a tiny fraction of each new generation plays a part in engendering its successor because so few survive the early perils of life and become sexually mature. Even in the unhealthiest environment, however, the erosion of each new generation by death is relatively mild in the case of man. Even where expectation of life at birth is as low as 20 years, for example, about a third of new-born children will survive to the age of 25 years.1 To survive to maturity, however, is not always enough to ensure an opportunity to reproduce even when the man or woman in question is well able to do so physiologically. It may also be necessary to marry. Reproduction outside marriage occurred in all societies, but in many it was rare and might involve punishment for one or both parents and serious disabilities for the child. If marriage was not a sine qua non for reproduction, therefore, it was often almost so. In most societies, restricting reproduction very largely to those who were married did not exclude many young men and women from the opportunity to reproduce since almost all who reached maturity without marked physical or mental handicaps were assured of marrying, but parts of western Europe formed an exception to this rule since there a substantial proportion of each rising generation never married, often more than 10 per cent, sometimes as much as 25 per cent. Hajnal drew attention to this fact in a famous article in which he used census data to show that outside western Europe in the middle decades of the For example, the figure for female children with eo - 20 years in model North of the Princeton life tables is almost exactly one third. Coale and Demeny, Regional model life tables, p. 220. 121
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twentieth century very few men and women remained single in adult life. Only 1 per cent of Egyptian women were unmarried in the age group 45-9 and only 2 per cent of men in the same age group in 1947.2 In general, custom decreed that women should marry by the time they were sexually mature or soon thereafter. In western Europe, however, there was often a long interval between menarche and marriage. The average age at marriage was normally within the range between 23 and 27 years, whereas in eastern Europe it was much lower. Hajnal noted that in Serbia over the period 1886-1905 it was just less than 20 years and in India far lower still.3 For example, in the state of Berar the proportion of women never married in the age group 15-9 was less than 4 per cent in every census between 1881 and 1931, with the exception of 1901 when it was slightly higher.4 West European men also married late in life. They were usually a little older than their wives, but the wife was not infrequently the older of the two. The age gap between spouses was commonly much greater in other societies and women were less frequently older than their husbands. This pattern was characteristic of Mediterranean Europe, for example. The nature of the institution of marriage in western Europe was such, therefore, that many men and women, though adult and healthy, had little chance of contributing to the next generation by procreation. Even those who succeeded in marrying might have relatively small families because most married so long after reaching sexual maturity. A woman marrying at, say, 26, for example, will already have exhausted more than 40 per cent of the fertility potential available to her as a young girl of 17, yet 17 was a relatively high average female age at marriage in India or in many other countries in the past.5 The pattern that Hajnal identified was of long standing in England. It prevailed throughout the early modern period and may have been present also in the later medieval period.6 Such nuptiality patterns were not universal in English society. Hollingsworth has shown that in late Tudor and Stuart times the daughters of noble families married young, 2 4 5
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3 Hajnal, 'European marriage patterns', tab. 4, p. 104. Ibid., p. 109. Dyson, The historical demography of Berar', tab. 1, p. 153. The figure of 40 per cent was arrived at by using a representative schedule of age-specific marital fertility rates for early modern England (see tab. 7.37, p. 450 below). To make a simple calculation of this sort is unrealistic in that at a given age the marital fertility rates of women who had married e- -rly tended to be lower than those marrying later in life at a given age. Thus the rate at age 35-9 for women who had married in their teens might be appreciably less than for women who had married in their late 20s. The figure of 40 per cent may therefore be somewhat higher than the 'true' figure, but the contrast is nonetheless striking. Smith, 'Some reflections', and 'Fertility, economy and household formation'.



Nuptiality



123



with a preponderance of teenage brides, though by the mid-eighteenth century elite practice had ceased to diverge so markedly from the national norm.7 For those who commanded great resources, the timing of marriage might be a matter of choice, and either family interest or custom might dictate early marriage. For most couples intent upon marriage, however, the possibility of achieving their aim depended upon the assembling of the resources and the acquisition of the skills needed to embark upon the enterprise. It is perhaps significant that the Prayer Book of 1549 uses this terminology in describing the frame of mind proper to those contemplating matrimony.8 Marriage was an assertion of independence both economically and from parental ties. It involved establishing a new household, with a new household head, whereas in many other societies a couple on marriage joined an existing household and the husband might wait many years before becoming its head.9 To establish a new household involved substantial initial expense and a relatively high level of continuing cost. In most cases it meant the purchase, or acquisition in other ways, of such things as pots, pans, fire irons, mugs, platters, cutlery, chairs, tables, chests, beds, and bedlinen as well as the ability to meet rent payments or their equivalent. In many cases there were parallel equipment costs because the household was also a workshop - a loom, a knitting frame, a set of carpenter's or shoemaker's tools. The more expensive items might be rented rather than bought but, whatever the particular situation, there were both setting up costs and subsequent running costs to be met. A farming household needed farm equipment and in addition there was stock to be bought as well as a continuing commitment to be met in the form of rents, rates, tithes, payments in kind, etc. Just as important as the saving necessary to pay for the cost of setting up a household was the acquisition of the skills required to be confident of running it independently. Service in husbandry or an apprenticeship 7
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Hollingsworth, Demography of the British peerage, tabs. 2 and 5, pp. 11 and 15. Later elite practice again diverged from the patterns of the population at large. In the nineteenth century marriage occurred later in life among noble families than in the mass of the population. See also Stone, Family, sex and marriage, esp. pt 4. 'whiche holy estate . . . is not to bee enterprised, nor taken in hande unaduisedlye, lightelye,or wantonly, to satisfie mens carnal lustes and appetites, like brute beasts that have no understanding: but reuerentely, discretely, aduisedly, soberly, and in the feare of God'. Thefirstand second prayer books of Edward VI, p. 252. The nature of the rules governing the north-west European simple household system and of the contrast between it and joint household systems is elegantly set out in Hajnal, 'Two kinds of pre-industrial household formation'. See also Laslett, 'Introduction: the history of the family'.
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were periods of training during which a young man became sufficiently a master of a related set of production skills to be able to operate on his own with a fair chance of success. His bride must know how to bake bread, prepare and cook food, mend clothes, and perhaps also how to spin thread or make lace, or how to run a dairy parlour or a poultry yard. Apprentices and servants were debarred from marriage, but having served out their terms, and in part because they now possessed the production skills required for independence, they might venture upon it.10 The combination of having jointly saved enough to embark on a marriage, and sharing the skills necessary to run a household, made a couple eligible to marry. Arthur Young made clear the implied time scale of the process for those who could expect little or nothing from their parents. He estimated that a pastoral farm of 12 acres would cost £65-5-0 in a first year, including stock, implements, and rent; an arable farm of 16 acres £91. Kussmaul suggests that such sums were within the joint saving capacity of a young man and a young woman in service over a period of 10 years or so.11 Acquiring the resources and skills necessary for marriage was apt to be a protracted process for both potential partners, but the length of time involved varied, not only from couple to couple for myriad reasons, many inconsequential, but also systematically over time and between different groups. Husbandmen, carpenters, miners, and fishermen, for example, might differ in the speed with which they habitually acquired the skills and assembled the resources needed for marriage. Or again, in periods of lowered real wages and with uncertain prospects for employment or for the sale of produce, plans to marry might miscarry and the event itself be postponed or cancelled. In most societies marriage was an archway through which all or almost all passed in their journey through life if they survived beyond childhood. In western Europe the archway was set further down the road and did not fully span it: many did not pass through, some from unfettered choice, others because the pressure of circumstance forced them aside. To oversimplify in the interests of clarity, it might be said, in short, that in most of the major cultures of the past, marriage, at least for 10
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Kussmaul, Servants in husbandry, pp. 83-5. On the scale of the institution of service in husbandry in England and some comparative data for other countries, see Laslett, 'Characteristics of the western family'. The circumstances which led to a servant girl with several years of service behind her being more 'marriageable' than a less experienced servant girl are vividly described by Sundt, drawing upon his fieldwork experience, in On marriage in Norzvay, pp. 157-62. He was describing nineteenth-century Norway, rather than early modern England, and many of the courtship rituals were different in the two settings, but the considerations which caused many young men to prefer older to younger brides were not dissimilar. Kussmaul, Servants in husbandry, pp. 81-2.
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women, was triggered by the approach to or the attainment of menarche. Physiological change provoked individual and family action backed by social sanctions. To avoid shame the family had to arrange a match. In contrast, in England, and in some other parts of western Europe, marriage was triggered by economic circumstances and was accordingly a movable feast, since both the particular circumstances of individual couples and the general circumstances of the economy changed and fluctuated over time.12 To describe the distinctive nature of west European marriage in these terms is, of course, to oversimplify. The decision to marry always reflects a vast range of pressures and incentives of which only a limited number are economic. Social custom, established conventions, personal preferences and sexual drives, family exhortation, and prejudice all play a part. Because many of these are imponderable, it does not follow that they are unimportant. Introspection immediately suggests otherwise. Yet there were close links between economic circumstances and marriage decisions in western Europe in the past.13 Because of the nature of the institution of marriage, the decision to marry was peculiarly susceptible to economic pressures. Marriage held the centre of the demographic stage in early modern England because fluctuations in nuptiality produced closely similar movements in fertility. Marital fertility changed only modestly between the middle of the Tudor period when it can first be measured with confidence and the onset of the definitive fall in marital fertility about 1870 when more and more couples began to practise family limitation within marriage.14 A sharp rise in marriage age or in the proportion never marrying therefore implied a matching fall in fertility as the 12



Although it serves a useful purpose to express this contrast so starkly, it is, of course, too forcefully put. Moreover, what is regarded as 'economic' is often a matter of taste. For example, in an agricultural setting where farm holdings represented 'niches', the death of a member of the older generation might be the reason for a marriage opportunity opening up to a member of the younger generation. Here marriage is jointly conditioned by economic and demographic circumstances. These issues figure largely in Macfarlane, Marriage and love in England. 13 An early examination of this link may be found in Thomas, Swedish population movements, and it was a main theme of much French writing in the early postwar decades, well exemplified in Goubert, Beauvais et le Beauvaisis. There is a vast literature on the topic. Galloway has recently brought together much comparative data about price fluctuations and movements of demographic indices, including marriages, within an econometric framework in 'Basic patterns', especially fig. 1, p. 286 and app. tab. 1. For a recent overview of the subject, see Schofield, 'Family structure', esp. pp. 282-5. 14 Wilson and Woods, 'Fertility in England', tab. 1, p. 403. This characterisation appears a little too simple in the light of new knowledge about changes in marital fertility. See pp. 449-54 below for evidence that age-specific marital fertility rates were less invariable than once seemed likely.
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proportion of the fertile period that the average woman spent in marriage fell. Conversely, a fall in marriage age or in celibacy meant a rise in fertility. The secular fluctuations in nuptiality and thus in fertility could be very substantial. An illustrative calculation in an earlier examination of this issue suggested, for example, that the rise in nuptiality in the eighteenth century was sufficient to increase fertility by about 50 per cent from its low point in the middle decades of the seventeenth century.15 In principle, of course, even such wide swings in fertility might have been exceeded by still more dramatic mortality changes but in practice for much of the early modern period the former were more influential than the latter in affecting trends in the intrinsic growth rate. Using the results of back projection applied to aggregative data, for example, it appeared that between 1680 and 1810, a period during which the intrinsic growth rate rose from zero to 1.5 per cent per annum, about two-thirds of the increase was attributable to fertility change, and thus chiefly, if indirectly, to the rise in nuptiality which took place during the eighteenth century.16 Marriage was, of course, also of central importance in a wider social context. It was not just the means by which genes passed from one generation to the next but also an important vehicle for the transmission of property, and the prime means by which the socialisation and education of children took place. Each new marriage resulted in the formation of a new building block in the social, economic, political, and demographic fabric of the community. The special characteristics of the reconstitution marriage data



In establishing the demographic characteristics of a population from reconstitution data, the study of nuptiality enjoys an advantage over the study of fertility or mortality that simplifies the discussion of long-term nuptiality trends in England. It will be recalled from the discussion in chapter 2 that in many parishes reliable registration begins only some time after the earliest years of the reconstitution and that, similarly, it may cease before the reconstitution ends.17 This was one reason for the is Wrigley and Schofield, Population history of England, tab. 7.15, p. 230. The gross reproduction rate rose from an average of 1.91 in the quarter-century 1649-73 to 2.94 in the quarter-century 1804-28, though a small part of the rise was due to the rapid increase in illegitimate fertility over the period rather than to fertility increase within marriage. 16 This question is discussed with illustrative calculations in ibid., pp. 265-9. 17 Tab. 2.1, pp. 22-3.
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adoption of the device of using parish groups to marshal the data so that over the time period covered by a particular group its composition did not change. For example, the abrupt shrinkage in the number of parishes in observation in moving from group 3 (1680-1789) to group 4 (1680-1837) does not occur because many reconstitutions stopped in 1789, or soon thereafter, but because there is reason to doubt the reliability or completeness of the information in the registers from 1790 or thereabouts. If, say, the burial of young children is no longer fully recorded after a particular date, it would be foolish to continue to attempt to measure child mortality after that date. Similarly, marital fertility cannot be estimated with confidence if baptisms are no longer reliably set down. In such periods of defective registration, however, it does not follow that estimation of marriage age will also be seriously affected. It is true, of course, that if a child is born but not baptised, survives childhood and marries, no link can be made between a baptism and a marriage record relating to that man or woman, and so he or she will not enter into the calculation of marriage age for the period. But, provided that the failure to record baptism is not selective, the effect will be to reduce the number of known ages at marriage rather than to distort the estimation of marriage age. Not all dangers are avoided. It is conceivable, for example, that a defective burial register may mean that, say, a girl died and was buried in childhood but that this escaped registration and that in consequence her baptism is incorrectly linked to a subsequent marriage. But there is no systematic tendency for marriage age to be distorted by continuing to make use of marriage ages even in periods when registration was unsatisfactory for other purposes. The whole reconstitution period in each parish can therefore be used to provide information about age at marriage. And this in turn means that, for example, group 3, instead of ending in 1789 can be allowed to continue through to 1837. Some problems remain. One or two reconstitutions within the set of parishes comprising group 3 ended before 1837 and care must therefore be taken to avoid the danger that compositional change is mistaken for 'real' change, but the broader empirical base afforded by the 18 parishes of group 3, rather than the 8 parishes of group 4, represents an important advantage. In considering the empirical data contained in the tables in this chapter and in the next two chapters, dealing with mortality and fertility, it should be remembered that all data from Birstall and Shepshed are given only half-weight. Apparent discrepancies between, for example, row or column totals and the sum of individual cells are to be attributed to the rounding of the subtotals in the cells which may
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occasionally result in small anomalies of this type.18 The measures taken to avoid truncation bias in measuring nuptiality, mortality, and fertility are described in appendices 3 and 10. Nuptiality trends and characteristics



It is convenient to begin with an overview of the long-term pattern of nuptiality change in England, and to do so by considering decadal data relating to marriages between spinsters and bachelors. Table 5.1 sets out the relevant information for groups 1, 2 and 3:1580-9 is omitted from group 1 because there were so few known ages in that decade. In considering the data it should be borne in mind that it is normally easier to be certain about the marriage rank of women than of men when using Anglican parish register material. If a link can be made between a female baptism and a marriage entry it is almost always safe to assume that the marriage is a first marriage since a woman on marriage assumed the surname of her husband. Only, therefore, if a woman had previously married a man of the same surname and so had the same surname both as a spinster and as a widow is there a danger of mistaking a second for a first marriage, even if the marital status of the bride was not specified in the marriage entry. In the case of men, in contrast, it is less easy to be sure of marriage rank. Since a man's surname did not change on marriage, it is not possible to be certain of his marital status unless the marriage entry defines it by referring to the groom as bachelor or widower. This information became more common after the coming into effect of Hardwicke's Act in 1754 but was very rare before that date. Where the register does not specify marital status on marriage, therefore, there is a danger, in the case of a groom, of making a link from his baptism to a marriage other than his first and assuming that he was a bachelor because no earlier marriage is known, even though he had in fact been married previously in a different parish and was remarrying in the parish of his birth. No doubt some mistakes were made in identifying bachelors for this reason but it is probable that such mistakes were few in number, since the difference in age between spinsters and bachelors calculated from reconstitution data is remarkably similar to that found in the early years of the Registrar-General's returns.19 18
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For a discussion of the reasons for giving half-weight to Birstall and Shepshed, see pp. 43-8 above. See below tab. 5.10, p. 159. The difference in marriage age between bachelors and spinsters was 1.1 years both in the reconstitution data and in the Registrar-General's returns for 1846-8. It was 1.0 year in his data for 1839-41. Close agreement is to be
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It is clear at a glance from table 5.1 that the level and trend in ages at marriage is closely similar in the three groups in the periods of overlap between them but that in order to produce a single series of figures for the whole period some 'splicing' of the data taken from the different groups is necessary. First, however, there is a preliminary difficulty to be overcome. It relates to the composition of the sets of parishes making up each group at the beginning and the end of the period that it spans. One reason for constituting the groups was, of course, to avoid compositional problems by keeping the same set of parishes in observation continuously throughout a particular period.20 Such problems cannot, however, be entirely avoided in some kinds of tabulation. For example, although all the parishes in group 2 were producing reliable data from a date before 1600,21 not all could contribute to the calculation of marriage age from that date. The reason is that only after 50 years have elapsed from the start of a reconstitution can age at marriage be calculated without danger of downwardly biasing the resulting estimate (assuming that the estimate is a period measure relating to the date of the marriage rather than a cohort measure relating to the date of birth).22 This problem would be present in any case even if marriage age had been calculated for all four groups and if the 'final limits' shown in table 2.1 had been used, but it is more acute given the strategy adopted in this chapter of using data from within the wider span of the 'outer limits' from each parish and because of opting to use a 'long' group 3 rather than group 4 to obtain information after 1790. With these relaxations compositional problems are more obtrusive. In order to appreciate the nature of the solution adopted, consider table 5.2. It shows the proportional decadal contribution to the total of female marriage ages made by each parish in group 2. Only from the 1640s onwards are all the 20 parishes represented in the table. Before that date some parishes are missing; the earlier the decade the greater the incompleteness. Birstall is missing in the 1630s, then both Birstall and Bottesford in the 1620s, until in the first decade of the century only half the parishes are in observation. Apart from illustrating the problem
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expected by this late date since marital status was often given for both brides and grooms in parish registers by the early nineteenth century, but there was no suspicious change in marriage age difference in the wake of Hardwicke's Act, as might have been expected if widowers had previously sometimes been misidentified as bachelors (tab.5.1, p. 130). See above pp. 24-8 for a fuller discussion of the reasons for constituting the parishes into four groups as a basic strategy for the analysis of the reconstitution data. See the 'final limits7 in tab. 2.1, pp. 22-3. This truncation problem is discussed in app. 3.
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Table 5.1 Mean age at marriage in bachelor/spinster marriages (years)
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Source: Cambridge Group reconstitutions.
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Table 5.2 Percentage share of each parish in totals of female marriage ages in group 2 (bachelor/spinster marriages)
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of the composition of the group in the early decades, the table also provides points of interest substantively, such as the rising share of Birstall with the early development of domestic manufacture, or the very severe relative decline of Colyton following the huge loss of life in the plague epidemic of 1645-6 when a fifth or more of the population died within a period of 12 months.23 But in this context the compositional question has priority. It is feasible to make an approximate correction for a 'missing' parish by establishing its proportional contribution to the total of events in the group as a whole in a particular base period close to the point in time at which it passes out of observation, and for the same period to measure the difference between marriage age in the parish in question and marriage age in the group as a whole minus that parish. On the assumption that the parish would have made the same proportional contribution to the group total during the period when it was not in observation and that the same difference between its mean age at marriage and that of the rest of the group obtained, a corrected value for the group can be estimated. The procedure is described in appendix 5. Although the problem of missing parish data can be overcome by calculating the probable effect of the absence of particular parishes, it would be unwise to make use of this device unless the number of missing parishes is relatively small. In group 2 in 1600-9 as many as half of the parishes were making no contribution to the group totals. This is too high a proportion to suggest that a reliable estimate can be made for this decade, and, accordingly, no estimate of marriage age was attempted for this decade. The same problem affects the composition of group 1 parishes almost as severely, since group 2 consists of the parishes in group 1 with five additions. The decade 1610-9 thus becomes the first decade in the consolidated series intended to capture national trends, and all the decadal data are therefore drawn from groups 2 and 3. Just as there was a problem in generating dependable estimates of 23 Wrigley, Tamily limitation7, p. 85. This estimate is confirmed in SchofielcTs much more exhaustive analysis of the available data; Schofield, 'Anatomy of an epidemic', esp. pp. 98,119. The example of Colyton also illustrates the difficulty of drawing straightforward conclusions from apparently simple patterns in the data, however. There is no doubt that the population of the parish was substantially lower in the second half of the seventeenth century than before the plague, but the fall is much exaggerated in the table because clandestine marriage was widespread in Colyton in this period. Significantly the baptism/marriage ratio rose to 9.6 in the period 1665-99 from 4.4 in the period 1600-39. This was not because families were unusually large in late seventeenthcentury Colyton. On the contrary age at first marriage for women rose to a very high level in the parish at this period (tab. 5.18, pp. 184-5). It was because many marriages went unrecorded in the Colyton register.
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marriage age in the early decades of group 2, there was also a problem in the final decades of group 3. All the parishes constituting group 3 had been in observation for 50 years or more by the decade 1730-9, the first after the end of the group 2 period, and all remained in observation until the end of the eighteenth century, but thereafter a few parishes began to drop out of observation because of an early end to the reconstitution. The three affected were Birstall, where the reconstitution ended in 1800, and Gainsborough and Methley, in both of which the reconstitution finished in 1812. Revised overall estimates of marriage age were therefore required from 1800 to take account of Birstall, and from 1810 in the other two cases. The nature of the exercise needed to achieve this end was, however, the same as for the missing parishes in the early period for group 2 and needs no further comment. There remains the question of 'splicing' data taken from group 3 to those taken from group 2. It seemed sensible to use group 2 as the 'base' series, since group 2 is the largest group and conforms quite well to the national pattern in such matters as occupational structure and aggregative demographic trends.24 Down to 1730, therefore, group 2 data are used in the final estimates of marriage age, and the question of splicing reduces to finding an appropriate adjustment for group 3 data after 1730. Table 5.1 shows that mean ages in group 2 and group 3 were not greatly different during the overlap period between the two series, but that whereas male ages in group 3 tended to be slightly the higher of the two, the opposite was true of female ages. A more complete picture of the relative level of ages in the two series can be obtained by moving outwards from 1730 in both directions to discover how greatly and how consistently the means in the two series differed. This is feasible because the same method used to adjust for compositional changes in the parishes constituting group 2 in its early decades, and group 3 in its later decades, can also be used to generate marriage age data for group 2 after 1730 and for group 3 before 1730.25 This compensates for the absence of 'real' data from some parishes in any given quinquennium. The parishes for which a substitute figure must be calculated for group 2 in, say, 1740—4 can readily be identified from the 'outer limits' dates for the individual parishes given in table 2.1. This exercise revealed a notably stable relationship between the means in the two series. Over the 30-year period centred on 1730 (1715-44) the group 3 mean for grooms was 0.15 years higher than that of group 2. If the period was extended to 40, 50, 60, 70, and 80 years, in each case centred on 1730, the differences were 0.12,0.10,0.11,0.12, and 24



Tab. 3.3 and figs. 3.1, 3.3, 3.5, pp. 49 and 56, 62, 66.
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See app. 5.
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Table 5.3 Mean age at marriage in bachelorIspinster marriages: original data and final estimates (years) (1) Uncorrected mean ages from group 2 (1610-9 to 1720-9) and group 3 (1730-9 to 1830-7) (tab. 5.1, p. 130). (2) Changes made to offset compositional change among the parishes in group 2 and group 3 (see pp. 129-32). (3) Effect of 'splicing' group 3 to group 2 (see pp. 133-4). (4) Final figures. Males



1610-9 1620-9 1630-9 1640-9 1650-9 1660-9 1670-9 1680-9 1690-9 1700-9 1710-9 1720-9 1730-9 1740-9 1750-9 1760-9 1770-9 1780-9 1790-9 1800-9 1810-9 1820-9 1830-7



(1)



(2)



27.4 27.4 27.4 27.5 27.5 27.4 28.0 27.7 27.1 27.4 27.3 27.0 27.0 26.6 26.2 26.0 26.2 26.0 25.4 25.7 25.6 25.6 25.3



27.5 27.6 27.3 27.4



25.4 25.2 25.3 25.0



(3)



26.9 26.5 26.1 25.9 26.1 25.9 25.3 25.3 25.1 25.2 24.9



Females (4)



(1)



(2)



27.5 27.6 27.3 27.4 27.5 27.4 28.0 27.7 27.1 27.4 27.3 27.0



25.8 25.3 25.3 25.8 25.6 25.9 26.2 25.8 25.9 26.0 26.3 25.9



25.6 25.2 25.2 25.7



26.9 26.5 26.1 25.9 26.1 25.9 25.3 25.3 25.1 25.2 24.9



25.4 24.7 24.9 24.4 24.2 23.9 23.9 24.2 23.6 23.9 23.2



23.9 23.5 23.7 23.0



(3)



(4) 25.6 25.2 25.2 25.7 25.6 25.9 26.2 25.8 25.9 26.0 26.3 25.9



25.5 24.8 25.0 24.5 24.3 24.0 24.0 24.0 23.6 23.8 23.1



25.5 24.8 25.0 24.5 24.3 24.0 24.0 24.0 23.6 23.8 23.1



Source: Cambridge Group reconstitutions.



0.04 years respectively. The six comparable figures for brides were 0.12, 0.12,0.13,0.10,0.12, and 0.11 years but in this case the group 3 mean was always lower than that for group 2. In view of these findings it seemed reasonable to decrease all male means in group 3 by 0.1 years and to increase female means by the same amount. The elements now exist to enable final estimates of marriage ages to be derived by successive modifications of the figures presented in table
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Figure 5.1



Mean age at first marriage: bachelor/spinster marriages (decennial data) Note: each reading refers to the decade beginning in the year indicated: thus the 1620 reading refers to 1620-9, and so on. Source: tab. 5.3.



5.1. The successive steps are set out in table 5.3 and the final figures are also shown graphically in figure 5.1. The final figures do not greatly differ from those given in table 5.1, in part because the changes made to offset compositional changes affect data from only a small number of parishes, and in part because marriage ages in groups 2 and 3 were closely similar. The overall pattern of long-term change is very simple. For the century from the 1610s to the 1730s there was very little change in the average age at which spinsters and bachelors married. For men the average always lay between 27.0 and 28.0 years; for women between 25.2 and 26.3 years. Thereafter a major change occurred. Male age at marriage fell from about 27 to about 25 over the final hundred years from the 1730s to the 1830s. The fall was almost over by the 1790s. Female marriage age fell even more markedly from a peak of more than 26 years early in the eighteenth century to about 23.5 years in the last three decades, and again the fall was chiefly concentrated in the half-century after 1730. The early plateau was not quite flat. In the 30-year period from 1660 to 1689, when the series peaked, the male age at marriage averaged 27.7. In the last three decades covered in the table, from 1810 to 1837, it averaged 25.1, suggesting a peak to trough fall of 2.6 years. Similarly, female marriage age reached a peak in the 30 years from 1690 to 1719, when it was 26.1 years, and then fell to an average of 23.5 in the period 1810-37, again a fall of 2.6 years. It is, however, probably more justifiable to view the first 120 years of the period as without significant trend in the case of
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male marriage age. In the case of women there is a stronger suggestion of upward movement during the seventeenth century (the average in 1610-29, for example, was 25.3 years compared with a figure of 26.1 years in 1690-1719). It is possible that during the middle and later decades of the seventeenth century the high level of emigration to North America and, at times, to Ireland, and the fact that it was predominantly a movement of young men, caused the sex ratio in the marriageable age groups to fall. Other things being equal, this would tend to reduce marriage opportunities for young women and to cause the age at marriage of spinsters to rise. At first blush, the fall in marriage age in the course of the eighteenth century, which is the dominant feature of figure 5.1, though unambiguous, might not be regarded as large enough to be considered a change of the first importance. To draw such an inference, however, would be mistaken. If the fall in female age at first marriage is taken as 2.6 years (from 26.1 to 23.5 years between 1690-1719 and 1810-37), the implications for changes in the general level of fertility are highly significant. Ceteris paribus such a fall will increase the gross reproduction rate significantly. Suppose, for example, that the age-specific marital fertility rates for the five-year age groups 20-4 to 45-9 were 410, 370, 310, 250, 130, and 20 per 1000 respectively. These rates for the successive five-year age groups are those obtaining in early modern England in a stylised form.26 A woman marrying at the average age prevailing late in the seventeenth century (26.0 years) and surviving throughout the rest of her childbearing period in marriage would bear 5.03 children: her great-great-granddaughter, making a comparable marriage early in the nineteenth century at the then average age of 23.5 years, and enjoying equal good fortune in the length of her marriage, would bear 6.02 children, an increase of 20 per cent. This calculation implies an impressive change but still understates the 'real world' change because in some cases marriages were broken by death before the end of the period of childbearing. The fertility of those marrying late was more severely affected proportionately than that of those marrying early. A fall in marriage age therefore increased the number of years of childbearing that the average bride could expect to experience by a greater percentage than that obtained by assuming that every bride survived in marriage to age 50. In addition, of course, other things being equal, a higher proportion of each cohort would marry and embark on a reproductive career when brides married early rather than late. If these 26



See tab. 7.1, p. 355.
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Figure 5.2



Mean age at first marriage: bachelor/spinster marriages (quinquennial and decennial data) Note: each reading refers to the decade or quinquennium beginning in the year indicated: thus the 1620 reading refers to 1620-5 or 1620-9 as appropriate. Source: Cambridge Group reconstitutions.



factors are taken into account the differential widens to about 23 per cent.27 In figure 5.2 quinquennial and decennial marriage age data are compared. These data are uncorrected. They are drawn from group 2 down to 1729 and from group 3 beyond that date. Figure 5.2 was included in order to make it easy to judge whether aggregating the data into ten-year blocks tends to obscure important shorter-term changes in marriage age: it is therefore the comparison of the two lines that is important and corrections designed to eliminate the 'overlap' problem are unimportant. In general there is little difference between the two quinquennial figures that make up a decade and the related decennial figure. In the male series there were two decades in the seventeenth century, the 1620s and the 1650s, when a decennial figure almost identical to those for the decennia on either side was made up of a high average age at 27



The calculation was made using the Princeton North female model life tables with an expectation of life at birth of 35 years.
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marriage in the early years of the decade balanced by a much lower figure in the later years. Similarly, in the 1690s the rather low decennial figure occurred only because of the plunge in marriage age in the second half of the decade. In the 1710s there was a parallel but opposite pattern with the latter half of the decade showing a much higher figure than the first half. These were the only cases, apart from the 1820s, where the two quinquennial figures differed by a year or more, thus making the decennial figure potentially misleading. Occasionally, the adjacent quinquennial figures belonging to different decades were similar to each other but not to those of the decades of which they formed part. For example, there was a modest local 'peak' between 1815 and 1824, when the average age reached 26 years, which is not visible in the decennial data. But none of these slight digressions from the pattern visible in the decennial data was pronounced, and all may be in part due to random effects rather than the economic or other pressures of the time. The female marriage age figures are very 'well-behaved7. There are even fewer marked contrasts between the pattern suggested by decennial data and that visible in the quinquennial data in the female series than in the male. There was one decade, the 1650s, when the two quinquennial figures were more than a year apart, but apart from this perhaps the only other feature worthy of notice is the evidence of a modest rise in the average age of female marriage in the seventeenth century, which is more clearly visible in the quinquennial data.28 Over the period 1620 to 1654 the average age of spinster brides marrying bachelor grooms was 25.3 years: over the following quarter-century it was 26.1 years, a wider difference than that suggested by the decennial series. There are circumstances in which it is to be expected that some aspects of nuptiality are best analysed using cohort rather than period data. For example, if the number of men in a given cohort is severely depleted by war deaths, but the number of women in the same cohort is little changed, a cohort approach may yield insights less readily secured when using period measures. With this point in mind, quinquennial and decennial data for cohorts were compared with period data. If the latter are offset by 25 years to reflect in a rough and ready way the modal interval between birth and marriage for the two sexes, it is straightforward to establish whether the cohort series differed significantly from the period series. The tables and graphs used to make the comparison are not reproduced here, since, with rare exceptions, the mean ages in 28



It may well be that marriage opportunities for women were more seriously affected than those for men during the seventeenth century because of the trends in both external and internal migration: Smith, 'Influences exogenes et endogenes', pp. 182-9.
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the two series were closely similar for both the quinquennial and the decennial data. The only discrepancy worthy of note, however, is intriguing. The mean age at marriage of the male cohort born in 1670-4 was more than 2 years higher than the period mean for 1695-9, the most appropriate comparator using a 25-year offset (28.7 years compared to 26.6 years). No other difference approached this magnitude: most were very small. The period mean was exceptionally low. No earlier quinquennium yielded a lower figure, nor any later one until the 1720s. The Marriage Duty Act was passed in 1695, levying taxes on births, marriages, and deaths, and imposing a poll tax on bachelors. It therefore created an incentive for unmarried men to marry and it is possible that this is reflected in the low male mean age at marriage for the quinquennium immediately following its coming into force. There is a hint of the same phenomenon in the comparable female quinquennium but the effect is much less pronounced, as might, indeed, be expected. It would be premature, however, to claim that the observed cohort/period contrast is attributable to the Marriage Duty Act. A larger body of data is needed before such a claim could be adequately tested. This would enable the means for individual years to be calculated and any shift in the distribution of marriage ages to be identified with confidence. The present data, however, suggest a possibility that might repay further investigation.29 The frequency distribution of age at marriage in bachelorIspinster marriages



The same information that makes possible the calculation of an average age at marriage can, of course, also be displayed as a cumulative frequency distribution and be used to calculate quartiles, deciles, medians, and so on. For example, the seemingly small changes in mean age at marriage during the eighteenth century shown in table 5.3 can also be analysed in terms of the distribution of marriage ages for the two sexes before, and after, the main changes had taken place. In table 5.4 these distributions are shown for the period 1600-1724, during which average ages at marriage changed little and were relatively high, and for the period 1775-1837, when again there was little change in marriage age but the average age had fallen substantially. All data refer to 29



The individual male means for 1690-9 are as follows. The numbers on which they are based are given in brackets. It will be clear that the number of cases is too small to inspire much confidence in the resulting means. 1690:27.7 (45); 1691:28.3 (32); 1692:28.3 (38); 1693: 25.8 (23); 1694: 28.0 (24); 1695: 26.0 (42); 1696: 26.2 (45); 1697: 27.1 (37); 1698: 26.5 (48); 1699: 27.3 (32).
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bachelor/spinster marriages. The earlier figures are taken from group 2 and the later figures from group 3; both are given uncorrected, that is without modifying the original data as was done in preparing the final estimates of marriage age in table 5.3. The corrected and uncorrected figures, however, differ only marginally and any such difference would be swamped by the great fall in marriage age during the eighteenth century. The picture given by table 5.4 may therefore be taken as a broadly reliable guide to the changes which took place. Within each panel the average age at marriage scarcely altered, as is clear from the figures in the final column, nor did the distribution of marriage age change significantly. The final row in each panel, where the totals for the periods comprising each panel are reexpressed in an indexed form, may be taken as showing the extent of the change brought about by the abrupt fall in marriage age in the middle decades of the eighteeenth century. For both sexes the changes were striking. The proportion of men marrying in their teens doubled between the two periods, and the proportion marrying between the ages of 20 and 24, always the most important group, rose substantially, from just over a third to almost a half. Above the age of 25 proportions fell. The total of male marriages above that age declined from 603 in every 1000 in the earlier period to only 431 in the later. Female trends were similar to male. Teenage brides were always more common than teenage grooms, but in the later period marriage before age 20 became so common that the 15-9 age group became the third largest, and only fell short of the 25-9 age group by a whisker. The 20-4 age group became increasingly dominant and, as with bachelor grooms, came to comprise almost half of all marriages in the later period. Meanwhile marriages contracted at age 25 and above fell from 493 per 1000 to only 318 per 1000. The characteristics of bachelor/spinster marriages may be further explored by considering the pattern of marriage for the two sexes taken jointly. Table 5.5 gives the relative frequencies of age at marriage combinations between bachelors and spinsters, and figure 5.3 displays the same information in the form of a data surface. Since, as was clear from table 5.4, there was very little variation in the pattern during the period down to the end of the first quarter of the eighteenth century, the first panel of table 5.5 shows the pattern for group 2 as a whole and therefore refers to the period 1600-1729. The second panel shows the same data for 1775-1837 when marriage patterns were again relatively unchanging; these data are taken from group 3. As may be seen from a comparison of the row and column totals in table 5.5 with the last rows of the four panels in table 5.4, the overall patterns are closely similar in
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Table 5.4 The distribution of marriage age among brides and grooms in bachelorIspinster marriages Average age at Under 45 and marriage 20 20-4 25-9 30-4 35-9 40-4 over Total (years) Males Group 2 1600-1724 1600-24 22 201 212 1625-49 34 372 324 1650-74 39 361 381 41 1675-99 333 310 1700-24 54 453 412 1600-1724 190 1720 1639
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14 19 23 25 32 113



12 12 19 15 23 81



605 972 1047 941 1233 4798



Per 1000 39 358 341 156 Group 3 1775-1837 1775-99 151 1057 555 193 1800-24 154 761 439 181 1825-37 99 450 243 84 1775-1837 404 2268 1237 458
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Females Group 2 1600-1724 1600-24 108 264 222 1625-49 163 473 358 1650-74 154 449 331 1675-99 132 421 303 1700-24 147 589 470 1600-1724 704 2196 1684
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Source: Cambridge Group reconstitutions.



the two bodies of data, though the former is based on less than half as many cases as the latter since the ages of both bride and groom must be known for a marriage to appear in table 5.5. The great bulk of the marriages always occurred in the north-west
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Table 5.5 Age at marriage combinations for bachelor/spinster marriages: proportional distribution Husband Under
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9 17 7 3 — 0 37



55 163 104 35 11 4 371



44 132 115 40 11 5 346
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3Q_4 35-9 40 and over
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126 69 27 4 2 263



Note: the numbers in each cell indicate the proportion of marriages having a given combination of spouses' ages at marriage in every 1000 marriages taking place. A dash in a cell indicates that no marriages took place; a nought in a cell indicates that there were some marriages in the cell but fewer than 1 per 1000 after rounding. The effect of rounding means that row and column cells do not always sum to the marginal totals. The boxes enclose the smallest number of cells whose combined total exceeds 500, or one half, of the total of marriages. Source: Cambridge Group reconstitutions.



corner of each table, that is among brides and grooms who were under the age of 30, but the degree of concentration in this corner changed over time. In the seventeenth and early eighteenth centuries 354 out of every 1000 marriages took place outside the block of 9 cells (3 x 3) in the north-west corner of the upper panel. In the lower panel the comparable figure was only 210. First marriages between bachelors and spinsters became increasingly youthful. The 4 cells representing marriages in which both partners were under 25 accounted for 244 in every 1000 marriages in the earlier period, but for 475 in the later. Yet another way of bringing home the same point is to identify the group of cells which jointly account for half or more of all marriages. These are indicated in
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1775-1837



Figure 5.3 Marriage age combinations: bachelor/spinster marriages Source: tab. 5.5.



table 5.5 by being boxed. The closer concentration of marriage in a short span within the lifetimes of brides and grooms is indicated by the fact that only three cells are needed to include more than half the marriages in the second period compared to four cells in the first period (the totals in the boxed cells are 514 in the upper panel and 531 in the lower). And, whereas in the first period the four cells were those representing marriages between brides and grooms who were over 20 and under 30, in the second period two of these cells disappear (those relating to marriages between brides aged 25-9 and grooms aged either 20^4 or 25-9), to be replaced by the cell representing marriages between grooms aged 20^4 and brides who were under 20. The same data are pictured as a surface in figure 5.3, where the upper
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figure represents the earlier and the lower figure the later period. Inevitably, only a part of the surface can be made visible if a threedimensional effect is to be realised, but the increasing concentration of marriages in the south-west corner of the lower figure is readily visible. The four blocks nearest to this corner comprise a far higher proportion of all marriages in the later period. The block representing grooms aged 2CMt and brides aged 20-4, which had been prominent but not dominant in 1600-1724 becomes a comparative skyscraper in 1775-1837. The marked rise in the importance of marriage between men in their early 20s and teenage brides also stands out. The change in marriage patterns occurred quite abruptly. Although it is not possible to demonstrate the point from the data set out in table 5.5, similar tables for quarter-centuries within each of the two long periods represented in the table show little change (as is clear also from table 5.4). But between the two periods there was a very marked change. In the middle decades of the eighteenth century young men and women began to marry much younger than in the five or six preceding generations. By the end of the eighteenth century 70 per cent of all spinsters who married bachelors had done so before their 25th birthday. Their grooms were scarcely less quick to marry: approaching 60 per cent of them had stood before an Anglican minister to exchange vows in front of witnesses by the same birthday. At the other end of the distribution fewer than 10 per cent of the brides of table 5.5 married above the age of 30 in the later period, compared with 18 per cent in the earlier, while for grooms the comparable percentages were 15 and 25. Information drawn from frequency distributions is displayed in a more complete form in table 5.6 where, once again, the data are in their 'raw' state without any of the corrections embodied in table 5.3. Any 'join' problems have been ignored. The virtual absence of change in marriage behaviour in bachelor/spinster marriages during the seventeenth and early eighteenth centuries is further underlined by presenting the data in this form. From the second quarter of the eighteenth century, however, the age structure of marriage became steadily more youthful. For example, whereas in 1700-24 only 15 per cent of grooms had married for the first time by the end of their 21st year, the comparable figure in 1800-24 was 27 per cent. Similarly, the pace of marriage quickened so notably for brides that whereas at the end of their 19th, 20th, and 21st years in 1700-24 only 9,16, and 23 per cent of those marrying for the first time had reached the church porch, by 1800-24 the proportions had risen to 19,29, and 40 per cent. The middle decades of the eighteenth century again appear as the period of most
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rapid change. Brides and grooms married at ever younger ages until the end of the parish register period, but the momentum of change was much reduced after the third quarter of the eighteenth century, especially in the case of men. The composition of groups 2 and 3 was not, of course, the same.30 Their characteristics may best be compared in the overlap period 1700-24. The differences were not marked but do again reveal the curiosity that while men in group 3 were slightly older at marriage in this period than those in group 2, the reverse was true of women.31 Fortunately, it is reasonable to ignore any 'join' problems since the major changes in marriage occurred wholly within the group 3 period. Throughout the whole parish register period it was rare to a degree for a man to marry when less than 18. Normally, less than 1 per cent of grooms were beneath this age, and the great fall in marriage age during the eighteenth century made no difference to this figure. Marriage began earlier for women, but under 2 per cent married before reaching their seventeenth birthday, a figure that again changed little over time, and only at the very end of the period were significantly more than 10 per cent married when less than 19 years of age. The distribution of marriage age as a whole is most readily appreciated by considering summary measures such as the deciles and quartiles. This forcefully underlines the stability of marriage patterns in the group 2 period. The first and ninth deciles for both spinsters and bachelors scarcely altered over five quarter-centuries. The first decile for bachelors varied only between 21.1 and 21.8 years without evidence of trend; the ninth decile only between 34.9 and 35.3 years. For spinsters the comparative figures were 19.4 and 20.1, and 28.5 and 29.0 years. The medians, quartiles, means, and modes were, of course, similarly without significant change. In the group 3 period, in contrast, there were striking changes. Marriage was increasingly compressed into a briefer and briefer time span. The ninth decile for bachelors fell from 35.4 years in 1700-24 to 32.1 years in 1825-37, while the first decile fell from 21.3 to 19.9 years. The span of time separating the first from the ninth decile fell from 14.1 to 12.2 years. Only a comparatively small change in the first decile was possible since hardly any men married before their eighteenth birthday (1.4 years), but the ninth decile fell by 3.3 years. The quartiles and the median changed as might be expected in view of the relative changes in the first and ninth deciles. The third quartile, the median, and the first quartile fell by 2.9, 2.4, and 1.8 years respectively 30



12 parishes were common to groups 2 and 3. Group 2 had 20 members; group 3 18 31 members (tab. 2.2, p. 26). The same feature is visible in tab. 5.1, p. 130.
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Table 5.6 Cumulative frequency distribution of bachelor/spinster marriages (per WOO); medians, quartiles, deciles, means, and modes Per 1000 marriages Age N



Males: group 2 605 1600-24 972 1625-49 1650-74 1047 941 1675-99 1700-24 1233 Females: group 2 739 1600-24 1625-49 1213 1650-74 1177 1675-99 1072 1700-24 1515 Males: group 3 467 1680-99 959 1700-24 1725-49 1192 1750-74 1621 1775-99 2121 1800-24 1644 1825-37 931 Females: group 3 544 1680-99 1700-24 1178 1725-49 1551 1750-74 2053 1775-99 2701 1800-24 2162 1825-37 1225
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Note: the means are uncorrected for compositional effects and 'splicing', unlike those in tab. 5.7. The mode was taken as mode = mean-3 (mean - median). Source: Cambridge Group reconstitutions.
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over the same period. For spinsters the changes mirrored those for bachelors, but were slightly more pronounced. The ninth decile fell by 3.7 years, the first decile by 1.2 years, while the third quartile, the median, and the first quartile fell by 3.4, 2.6, and 1.9 years between 1700-24 and 1825-37. The interval between the first and ninth deciles fell from 13.8 to 11.3 years, or by almost 20 per cent.



Other marriage rank combinations



The measurement of age at marriage is least problematic in the case of bachelor/spinster marriages both because they were always far more numerous than other categories and because a higher proportion of these marriages yield marriage ages in the course of reconstitution than those in other categories. Since Anglican marriage registers did not record age at marriage regularly or systematically during most of the parish register period,32 establishing the age of the bride or groom depends on making a link from the marriage entry to a preceding baptism. For both sexes the registers pose problems in establishing age at marriage in cases where the individual had been married previously. It was far more common for women to be explicitly identified as a widow in a register than for men to be described as a widower, and in that respect female remarriage poses fewer problems than male. But, since a woman's surname changed each time she married, a widow's baptism can only be traced if the history of any previous marriage or marriages is known, and, as remarriage often meant moving from one parish to another, missing links are common. For men the difficulty lies in the fact that, since widowers were seldom designated in the register as such until after Hardwicke's Act, a groom can only be identified as a widower if the existence of an earlier marriage is known and it is clear that the wife in that marriage had died. As a result, it is harder to establish age at marriage for widows and widowers than for spinsters and bachelors, and such marriages are therefore underrepresented compared with bachelor/spinster marriages. The proportion of all marriages in which one or both spouses were widowed appears to have been substantially higher in the sixteenth and seventeenth centuries than later on, and it is frustrating that the age of widowed brides and grooms is known less frequently than that of spinsters and bachelors.33 Nevertheless, reconstitution reveals much about other marriage rank combinations. Table 5.7 and figure 5.4 set out their salient features. 32



They did so more frequently, however, after the provisions of Hardwicke's Marriage Act came into force in 1754 than previously. 33 Wrigley and Schofield, Population history of England, pp. 258-9.
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Table 5.7 Mean ages at marriage for four marriage rank combinations (years) Bachelor/spinster: 1/1. Bachelor/widow: 1/2+. Widower/spinster: 2+/1. Widower/widow: 2+/2+. 1/2+



1/1 M



Mean ages 1610-24 27.6 1625-49 27.3 1650-74 27.6 1675-99 27.5 1700-24 27.3 1725-49 26.7 1750-74 26.0 1775-99 25.6 1800-24 25.3 1825-37 24.8 Totals on which the 501 1610-24 972 1625-49 1650-74 1047 941 1675-99 1700-24 1233 1725-49 1192 1750-74 1621 1775-99 2121 1800-24 1644 931 1825-37
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Note: the data are taken from group 2 parishes to 1700-24 and from group 3 parishes thereafter. In the case of bachelor/spinster marriages corrections for compositional change and 'splicing' were made in the same way as those made in tab. 5.3. Source: Cambridge Group reconstitutions.



The data in table 5.7 are given in quarter-century blocks since the number of cases is too small to justify finer time divisions. The patterns revealed in the table were remarkably stable over time. In marriages between widowers and widows, the average age of the groom was always in the mid-40s, ranging between 43 and 47 (except for the final, shorter period when the numbers are small), while that of the bride was somewhat lower, predominantly between 40 and 43. Such stability is, perhaps, somewhat surprising both because the very marked improvement in adult mortality in the eighteenth century might have been
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Figure 5.4 Mean age at marriage for four marriage rank combinations Source: tab. 5.7.



expected to result in a tendency for age at remarriage to rise,34 and also because the conventional interval between the loss of a spouse and contracting a new marriage lengthened substantially between Elizabethan times and Regency England.35 Offsetting these influences to some degree, was the fall in age at first marriage in the eighteenth century which, other things being equal, would have tended to lower the age of widowhood and thus of remarriage. As might be expected, in 'mixed' marriages where one partner had been married previously but the other was marrying for the first time, the widowed partner was somewhat younger than in widower/widow marriages (2+/2+), while the single partner was somewhat older than in bachelor/spinster marriages (1/1). In the case of widower/spinster marriages (2+/1), the average age of the groom, with a quite remarkable constancy, was 39 years in almost every subperiod, about 5 years less than when widowers married widows. Their brides averaged about 29 years of age, or 4 years older than when spinsters married bachelors. In the reverse situation a broadly similar pattern existed. Bachelors who married widows (1/2+ marriages) were 28-30 years old. Initially they 34



For details of the fall in adult mortality rates, see tab. 6.26, p. 303, and accompanying text.



35



See below pp. 172-82.
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were only slightly older than bachelors who married spinsters (only 1.1 years older on average in the first three subperiods), but later the gap increased considerably (to 4.8 years in the last three subperiods). Their brides were approximately 36 years old, again roughly 5 years less than the age of widows who married widowers. In this last case, marriage age may have fallen in the eighteenth century, but the numbers involved are small and the apparent fall may be spurious. They suggest, however, a marked fall in the mean gap in age between brides and grooms in the 1/2+ marriage category between the early seventeenth and the early nineteenth century. The greater stability of ages in the 2+/1 marriage category very probably reflects the much larger number of cases involved. If numbers were equally large for 1/2+ and 2+/2+ marriages, these categories might well also show a comparable stability. In general, as may be seen in figure 5.4, stability was the order of the day. No other marriage rank combination appears to have followed the numerically dominant 1/1 category in experiencing a clear fall in mean age at marriage.



The age gap between spouses



Conventions about an acceptable difference in age between bride and groom vary greatly in different societies. Since it was normal in many societies for women to marry soon after reaching sexual maturity but common for men to marry much later, in such societies grooms were often much older than their brides and it was therefore unusual for the bride to be the older of the two. The west European readiness to countenance much later marriage for women both tended to result in small age gaps between spouses and caused marriages in which the wife was older than her husband to occur much more frequently than was commonly the case elsewhere. Table 5.8 sets out the pattern of age difference between spouses in early modern England in summary form. It shows the distribution of age differences in five-year blocks. To simplify comparison the data in each column have been expressed in such a way that they sum to 1000. The mean and median intervals for each combination of marriage ranks are also given together with the total number of cases on which each distribution is based. The distributions in the two panels are derived from data drawn from group 2 (1600-1729) and group 3 (1750-1837). In the earlier period there was little change in marriage age, while in the middle decades of the eighteenth century there was a rapid fall in marriage age, so that the two panels should reflect the 'before' and
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'after' situation effectively. Although the parish composition of the two groups differed, there was, as we have seen, a close similarity between them in nuptiality characteristics during the period of overlap between them.36 There are substantial numbers of cases only for 1/1 and 2+/1 marriages, and for all marriages combined. In other categories the numbers are small and any evidence of change may therefore be unreliable. The simplest summary measure is the mean difference in age of bride and groom. There is a consistent tendency in each marriage rank combination for this mean to fall between the earlier and later periods. The mean difference in the case of 1/1 marriages, for example, fell from 5.3 to 4.3 years. Equally consistent across categories was the rise in the proportion of all marriages in which the groom was older than his bride. In the case of 1/2+ marriages the change was very marked, from 23.5 to 37.8 per cent. But less pronounced change was taking place in the other marriage rank combinations as follows: 1/161.0 to 64.8 per cent; 2+/180.7 to 84.6 per cent; 2+/2+ 54.0 to 72.2 per cent; and for all marriages combined 62.1 to 65.6 per cent. Median differences were broadly stable over time except for 1/2+ marriages. As might be expected the median figures closely resemble the differences between the mean ages at marriage for the several marriage rank combinations shown in table 5.7, except that the striking fall in the median in 1/2+ marriages is not fully matched in the behaviour of the means (in table 5.7 the average difference in the means for bachelors and widows in 1/2+ marriages fell from -8.6 years in the period 1610-1725 to -4.8 years in the period 1750-1837). It is likely that the fall is overstated in the median figures which are based on a much smaller number of cases. Table 5.8 shows that the shape of the distribution of age differences was changing. For example, in the 1/1 category, in the later period, 69.8 per cent of all differences fell within the range +4 years to -4 years whereas in the earlier period the comparable figure was only 58.5 per cent. Towards the centre of the distribution the change was even more marked. In both periods more age differences were concentrated into the same set of six contiguous single year categories stretching from +3 to -1 (+3, +2, +1, +0, -0, -1), than into any other set covering the same number of years, but in the earlier period this span included only 40.1 per cent of the total compared with 51.3 per cent in the later period. To include over 50 per cent of cases in a consecutive run of years in the earlier period, it would be necessary to take 8 rather than 6 years (from +4 to -2). In the earlier period there was a substantially higher proportion of large age gaps, both plus and minus, in all categories. 36



See pp. 129-35 above.
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Table 5.8 Age difference between spouses by marriage rank combinations (male age minus female age) Bachelor/spinster: 1/1. Widower/spinster: 2+/1. Bachelor/widow: 1/2+ Widower/widow: 2+/2+. 2+/1



1/2+



2+/2+ All/all



35 64 181 330 255 91 34 10



263 156 212 176 101 69 15 8



0 0 84 151 176 235 168 185



159 127 190 63 238 159 32 32



61 73 182 305 236 93 35 14



1000 2054



1000



1000



1000



267



60



32



1000 2411



610



807



235



540



621



5.3



11.2



9.0



9.8



6.1



1.6



7.9



-7.5



6.0



1.9



26 43 154 425 273 58 17 4



232 156 221 237 98 36 16 4



14 35 119 210 315 224 70 14



130 139 222 231 111 111 37 19



41 52 158 405 260 61 18 4



1000 3110



1000



1000



1000



224



72



54



1000 3460



648



846



378



722



656



4.3



10.6



5.7



9.2



4.8



1.5



7.5



-1.4



5.7



1.7



Years 1600-1729 +15 and over +10-4 +5-9 +0-4 -0-4 -5-9 -10-4 -15 and over All N



Cum. total husband older (per 1000) Mean abs. difference (yrs) Median difference (yrs) 1750-1837 +15 and over +10-4 +5-9 +0-4 -0-4 -5-9 -10-4 -15 and over All N



Cum. total husband older (per 1000) Mean abs. difference (yrs) Median difference (yrs)



Note: the 1600-1729 panel uses group 2 data; the 1750-1837 panel group 3 data. Source: Cambridge Group reconstitutions.
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Marriage ages from reconstitution compared with the Registrar-General's returns



Independent evidence with which to test the accuracy of the nuptiality levels and trends shown in table 5.3, and further amplified in the subsequent tables, is lacking for most of the parish register period, but at its end the ages at marriage of men and women found in the reconstitutions can be compared with those recorded in the early reports of the Registrar-General. Or, to put the point in a different way, just as there is an issue relating to the 'splicing' of data from group 3 on to those from group 2, so there is also a question about the 'join' between the reconstitution estimates and the information about age at marriage collected by the Registrar-General in the early years of the new civil registration system after 1837. If it were true, for example, that trends in marriage age were correctly identified using reconstitution material but that the level was either overstated or understated, and that the national level in the late 1830s and 1840s was known from the RegistrarGeneral's returns, then, after adjusting the reconstitution series to match the information drawn from the early years of state registration, a reliable series might still be constructed stretching back over the two preceding centuries. Unfortunately, in his early Annual reports the Registrar-General displayed little interest in attempting to establish marriage age patterns, though marriage totals were recorded in considerable detail. Even if he had evinced an interest in marriage age, however, it would have been difficult to provide reliable information because there was no requirement to state age at marriage initially, and the proportion choosing to do so was at first quite low.37 In a few years in the 1840s, however, tables were published giving details of the patterns to be found in the four basic marriage rank combinations: bachelor/spinster (1/1), bachelor/widow (1/2+), widower/spinster (2+/1), and widower/widow (2+/2+). In each case the table took the form of a cross-tabulation in which each cell showed the total number of marriages taking place between brides and grooms in five-year age blocks. Thus, for example, 37



Because few data were published, the only series of marriage age coverage that can be constructed on a uniform basis is that which relates the number of marriages in which husband and wife both stated their exact age to the total of all marriages. In the first year for which there is a marriage tabulation, 1846, only 16.7 per cent of all couples both stated their exact age. Thereafter the proportion at first rose rapidly, but coverage remained significantly defective throughout the balance of the nineteenth century, and was still not complete even on the eve of the Great War. In 1848 the percentage had risen to 24.2 and in 1851 to 36.5. Subsequent percentages were as follows: 1860, 62.5; 1870, 69.9; 1880, 81.8; 1890, 96.7; 1900, 98.6; 1910, 99.1.
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the total of marriages between brides who were aged 25-9 and grooms who were 35-9 would occupy one cell in the table. The row and column totals, therefore, show the total number of brides and grooms in each five-year age group. Average ages were not given, but can be calculated readily by assuming that within each five-year block the average age was at the midpoint of the period. Those aged 20-^4, for example, were assumed to have married on average at age 22.5, and so on. In the case of the first age group, consisting of those whose age was less than 20 years, it was assumed that the average age was 18.5 years. The results of the exercise are shown in table 5.9. The second panel of the table shows that although the average ages given are based on substantial numbers of cases, they represent only a small fraction of the national totals of marriages in each category, though the position had improved markedly in 1848 compared with the two previous years. For a marriage to figure in the Registrar-General's table, of course, the ages of both spouses had to be known, so that the coverage is even poorer than would have been the case if average ages had been calculated from individual cases where the bride or groom gave her or his age when the marriage was registered. The value of these data therefore rests on the assumption that those who chose to give their age were a random sample of the whole population. It is clearly reasonable to be doubtful whether this was the case since occupation, education, religion, area of residence, and several other influences may have affected response rates and, if such factors were associated with differing ages at marriage, the published figures would not match the behaviour of the population as a whole, though it is mildly reassuring that the substantial improvement in coverage in 1848 was not accompanied by any significant change in average ages. Taken at face value, however, the average ages in the table strongly support the reconstitution estimates (third panel of table 5.9). Over the period 1800-37 the average age at marriage of spinsters and bachelors in the reconstitution parishes was 23.7 and 25.1 years respectively in marriages between spinsters and bachelors. The comparable figures taken from the Registrar-General's returns were 24.0 and 25.4 (using the adjusted figures from which first marriages taking place above the age of 50 have been eliminated, since such marriages were very rare on FRFs38). In each case the reconstitution figures are the lower of the two, 38



In principle there should be no first marriage on an FRF in which the bride or groom was aged 50 or more. This is a guiding rule in the construction of the links between baptisms and subsequent marriages from which all information on age at marriage is derived; Wrigley, 'Some problems of family reconstitution', pp. 133-4. A tiny number of first marriages contracted at a greater age are nevertheless to be found on the FRFs.
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Table 5.9 Mean age at marriage for four marriage rank combinations from reconstitution data and from the Registrar-General's returns (years) Bachelor/spinster: 1/1. Bachelor/widow: 1/2+. Widower/spinster: 2+/1. Widower/widow: 2+/2+. Mean age at marriage (Registrar-General's returns) 2+/1



1/2+



1/1



2+/2+



M



F



M



F



M



F



M



F



25.4 25.4 25.5



24.0 24.0 24.0



31.6 31.7 31.6



33.9 34.3 33.9



38.0 38.2 37.9



31.3 31.3 30.9



46.3 46.7 46.7



42.8 43.0 42.3



Average 1846-8 25.5



24.0



31.6



34.0



38.1



31.2



46.5



42.7



1846 1847 1848



(1) Totals on which means were based 1/2+



1/1 (1) 1846 20519 1847 20450 1848 27483



(2)



(2) All marriages



(3)



(1)



(3) (l)/(2) x 100 2+/2+



2+/1



(2)



(3)



(1)



(2)



(3)



(1)



(2)



(3)



121324 16.9 871 599714.5 1970 12212 16.1 996 6131 16.2 112576 18.2 874 5705 15.3 1947 11667 16.7 949 5 897 16.1 113284 24.3 1316 5920 22.2 2969 12702 23.4 1620 6324 25.6



Registrar-General's data compared to reconstitution data 1/2+



1/1 M



Reconstitution 1800-37 R-G's returns 1846-8 R-G's returns adjusted



25.1 25.5 25.4



2+/1



M



23.7 24.0 24.0



29.0 31.6 30.8



2+/2+



M



34.7 34.0



39.5 38.1



29.2 31.2 30.5



48.0 46.5



42.4 42.7



Proportionate share of different marriage rank combinations



R-G's returns 1846-8 Reconstitution 1800-37 M F



1/1



1/2+



2+/1 2+/2+ All



82.7 86.9 90.2



4.2 2.8 1.9



8.7 7.7 6.2



4.4 2.6 1.7



100.0 100.0 100.0



Note: in the top panel of the table the averages for 1846-8 are unweighted averages of the three years. Since the number of events was much larger in 1848 than in the two previous years, this seemed the appropriate procedure. In the third panel the adjusted figures are those that result from removing all first marriages in which the bride or groom was 50 years of age or older. In the reconstitution data there are in principle no first marriages above the age of 50 (see p. 155 n. 38 above), so that the adjusted figures are more
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and in each case the difference was about 0.3 years. The differences are modest, though it would be imprudent to lay great stress on their close agreement, if only because it is impossible as yet to adduce independent evidence of the extent of changes, if any, in marriage age between 1800-37 and the later 1840s. Nevertheless, it seems fair to conclude that the Registrar-General's tabulations tend to increase confidence in the reconstitution estimates as a guide to national patterns for earlier periods. The Registrar-General's data for other marriage rank combinations also agree fairly well with reconstitution estimates. For 1/2+, 2+/1, and 2+/2+ marriages, average ages at marriage in 1846-8 for men and women were as follows (the figures in brackets represent the comparable figures obtained by reconstitution for 1800-37): 31.6, 34.0 (29.0, 34.7); 38.1,31.2 (39.5,29.2); 46.5,42.7 (48.0,42.4). The agreement between the equivalent average ages is close in the four cases where widows or widowers are involved, with the reconstitution figure usually the higher of the two.39 The mean absolute difference in these four cases is 0.98 years, or taking sign into account, +0.83 years, but the agreement is much closer for widows (mean absolute difference 0.50 years, or, taking sign into account +0.20 years), than for widowers (1.45 and +1.45 years respectively). Where bachelors or spinsters were marrying widows or widowers the agreement is less close with the reconstitution figure the lower of the two. In these cases, however, as may be seen on the bottom row of the panel, the difference is appreciably reduced by adjusting the civil 39



The ages for all reconstitution marriage rank combinations in England are closely similar to those in Germany in the eighteenth and nineteenth centuries, described in Knodel and Lynch, The decline of remarriage', tab. 4, p. 41.



Notes to table 5.9 (cont.) closely comparable to the reconstitution data than the unadjusted figures. In practice there are a very small number of brides and grooms aged 50 or more at first marriage due to errors that escaped uncorrected or that were introduced in amending original errors. For example, in group 2 there were 2 brides aged 50 or more in bachelor/spinster marriages and 4 such brides in widower/spinster marriages. There were 27 grooms aged 50 or more in bachelor/spinster marriages and 1 such case in bachelor/widow marriages. These totals should be compared with the overall totals of marriages in the four categories of 6049, 588, 5051, and 234 respectively. The reconstitution figures are weighted averages of the ages at marriage for 1800-24 and 1825-37 given in tab. 5.7. In the bottom panel the R-G's data for 1846-8 refers to all marriages taking place in the three-year period. Sources: Cambridge Group reconstitutions; Registrar-General, Ninth, tenth, and eleventh annual reports, Ages of men and women married in England . . . distinguishing bachelors, spinsters, widowers, and widows.
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registration figure to eliminate grooms and brides marrying above the age of 50. The differences then become 1.8 years for bachelors and 1.3 years for spinsters (compared with 2.6 and 2.0 years before adjustment). The bottom panel of the table confirms what might be expected because of the nature of the reconstitution process. 1/1 marriages are overrepresented, and other marriage categories underrepresented in reconstitution material because it is easier to make a link from a baptism to a subsequent marriage than to continue the chain of connection on through one or more remarriages. It is also clear that the 'chaining' process involves greater difficulty for women than for men because of the successive changes of surname involved. Thus the age of a larger percentage of widowers than of widows is known and 1/2+ marriage percentages for women are relatively much further below the expected figure set by the civil registration data than are the percentages for men in 2+/1 marriages. For the reason already given, of course, it is debatable how safely the Registrar-General's data can be used as 'target' figures. The early returns of the Registrar-General offer a further opportunity to estimate marriage age in the period immediately after the institution of a system of civil registration. In the the Fourth annual report he remarked, 'As the age at which marriages take place, in connexion with the increase in population, is supposed to have a great influence upon the misery or happiness of the people, I wish I could have stated the ages of the persons who were married in every county; but the exact ages were only specified in a small number of districts.'40 He then appended three tables relating to these districts. The heading of the first of the three records the 'ages of males and females in marriages which occurred in districts varying greatly in situation and character throughout the whole Kingdom, and including every marriage in such districts'.41 This table provides marriage age tabulations for 10 019 marriages in 1839-40 and for 5560 marriages in 1840-1. The districts in which the marriages were recorded are not named, though it is evident from the sharp drop in the number of events between the two years that complete returns were available for a much smaller number of districts in the second than in the first year. It is not clear whether the returns for 1840-1 were from a subset of the districts for which returns were available from the previous year, though it is perhaps natural to assume that this is likely to have been the case. In 1839-^10 the total of marriages in the districts represented in the table were 8.06 per cent of the total of 124329 marriages in England and Wales in that year. This source therefore provides information about all marriages in some registration districts, 40



Registrar-General, Fourth annual report, p. 8.



41



Ibid., tab. (f), p. 10.
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Table 5.10 Mean age at marriage for bachelors, widowers, spinsters, and widows from reconstitution data and from the Registrar-General's returns (years) Bachelors Widowers Spinsters R-G's data 1839^0 R-G's data 1840-1 Average of 1839^0 and 1840-1 R-G's data 1846-8 Reconstitution 1800-37



25.6 25.4 25.5 25.8 25.3



39.5 40.6 40.1 40.9 42.3



24.4 24.5 24.5 24.7 24.2



Widows 39.2 38.7 38.9 38.5 38.7



Note: The Registrar-General's data for 1846-8 were calculated from the second row of the third panel of tab. 5.9 (that is, uncorrected for first marriage above the age of 50). This ensures that the two sets of data drawn from the Registrar-General's returns are directly comparable, but, as may be seen by comparison with tab. 5.9 (third row, third panel), slightly overstates the differences between these data and those drawn from reconstitution in the case of bachelors and spinsters. The relative frequency of the different types of marriages in 1846-8 is set out on the first row of the bottom panel of tab. 5.9. Sources: Registrar-General, Fourth annual report, tab.(f), p. 10; tab. 5.9; and Cambridge Group reconstitutions.



whereas the data used in table 5.9 gave information about some marriages in all registration districts. In the Fourth annual report the Registrar-General gave the totals of marriages contracted by bachelors, widowers, spinsters, and widows in five-year age groups from 15 to 85 and average ages can therefore be calculated by the same method used in constructing table 5.9. The information is less complete, however, in that no breakdown is provided between ages for bachelors who married spinsters and those who married widows, and so on. Nevertheless a comparison is possible between these data and those given in table 5.9. On the assumption that the relative frequency of 1/1, 1/2+, 2+/1, and 2+/2+ marriages was the same in 1839^1 as in 1846-8 (bottom panel of table 5.9), the average age at marriage of bachelors, widowers, spinsters, and widows for 1846-8 can be recalculated, as can also average ages for the reconstitution data for 1800-37 (third panel, table 5.9). The results are shown in table 5.10. There is a very close agreement between the Registrar-General's data for the two periods at either end of the 1840s. While it is possible that neither data set was representative of the country as whole but that both diverged in the same way from the true picture, it seems more likely that both were effectively random samples drawn from the national pool of marriages (and also that there was little change in marriage age over this
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short period). The reconstitution data are also remarkably close to the pattern found in the Registrar-General's returns, except in the case of widowers. The evidence of table 5.10, therefore, both strengthens the probability that age at marriage in the 1840s can be established with fair confidence for the country as a whole, and also does nothing to undermine the belief that at the end of the time span covered by reconstitution, the age structure of marriage for each combination of marriage ranks estimated from the FRFs closely mirrored the national pattern. Sources of bias in the estimation of age at marriage



The close accord between reconstitution marriage ages for the early nineteenth century and the marriage data in the early returns of the Registrar-General is encouraging since doubts have sometimes been expressed about the trustworthiness of reconstitution-derived demographic estimates, given that they may reflect the experience of an unrepresentative minority of the whole population. Those who remain in their parish of birth figure much more prominently than migrants in many measures. Indeed, in the case of marriage age calculations almost all the data relate to men and women born in a given parish who subsequently married there. Recently, Ruggles has given a new precision to unease on this score, using English reconstitution data to exemplify the problems involved. He investigated the effect of migration in causing average ages at first marriage when taken from reconstitution material to result in underestimation of the true level of marriage age. To enable the phenomenon to be measured accurately, he conducted a microsimulation exercise in which a population of about 50 000 married couples was endowed with demographic characteristics similar to those found in England in the early eighteenth century.42 He incorporated into the microsimulation migration propensities believed to represent behaviour in seventeenthcentury England, and showed that the potential difference between what can be measured and what one might wish to measure is very substantial. On the 'medium migration' variant of his model the difference in mean age at first marriage measured from the whole simulated population, including both those who migrate and those who do not, and the mean age based only on those marrying in their parish of birth was 2.9 years in the case of women and 2.3 years in the case of men.43 42



Ruggles, 'Migration, marriage, and mortality'.



43



Ibid., tab. 4, p. 512.
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There is no reason to doubt the accuracy of Ruggles's microsimulation. If it captured the reality of the historical past it would suggest great caution in making use of reconstitution data as a guide to marriage age. Ruggles has unquestionably rendered a great service to reconstitution work by pursuing this topic with rigour. However, although Ruggles's logic appears sound, the English past is not mirrored in his microsimulation. Since the reasons for the mismatch between logic and fact are instructive, a brief account of them is included here. A fuller discussion has already been published elsewhere.44 Ruggles pointed out that the extent by which the 'true' age at marriage45 was underestimated in reconstitution studies could be estimated not only indirectly by microsimulationbut also more directly by calculating two mean ages at marriage. The first mean was based on all first marriages occurring in a particular parish (measure A), the second on the subset of these marriages in which the wife (if female marriage age is at issue) survived to age 50 or more (measure B). The difference between the two means will provide a measure of the extent to which migration and mortality distort the measurement of marriage age: 'By eliminating those who migrated or died during the marriage years, we eliminate the possibility of censoring.'46 Mortality, like migration, may cause the true age at marriage to be underestimated since those who die unmarried in the age groups during which marriage occurs will include some who would have married if they had not died. In this context, however, the effect of mortality in distorting mean age at first marriage can be ignored. Indeed, it would be inconvenient if it were not present since, for example, the effect is also present in the marriage ages tabulated by the Registrar-General and comparison with his data is facilitated by the fact that the two measurements are made on the same basis. But any migration effect needs to be carefully quantified. Ruggles's own estimate of its extent led him to conclude that the difference between measure A and measure B in the 26 reconstitution parishes was 1.34 years. This figure included both the mortality and the migration effect, however, and since the former may be estimated at 0.7 years, the migration effect is reduced to 0.64 years.47 This figure is far lower than any suggested by Ruggles's microsimulation, much lower 44 45



47



Wrigley, 'The effect of migration'. Ruggles made the reasonable assumption that it would be of interest to know the mean age at marriage of an entire cohort born in a given parish, whether or not the marriages took place in the parish. It is this value that I have in mind in referring to a 'true' age at 46 marriage. Ruggles, 'Migration, marriage, and mortality', p. 511. Ibid., tab. 5, p. 513.
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even than his 'low migration' alternative. In noting this, Ruggles suggested as a plausible reason for the discrepancy that migration and marriage were not independent of each other, as he had assumed in his microsimulation. If there were a close link between the two, the discrepancy could clearly be much lower or even eliminated. Further analysis of the reconstitution data and examination of the methods and assumptions used by Ruggles shows, however, that the difference between the measure A and measure B averages, both for women and for men, is considerably smaller even than he supposed, no larger indeed than would be expected from the mortality effect alone.48 Measure A and measure B, when correctly calculated, differ by only 0.8 years in the case of women and 0.7 years in the case of men, a discrepancy no greater than can conservatively be attributed to the effect of mortality. The further reduction occurs chiefly because of an error in identifying individuals who had been married and had survived to reach the age of 50. Their original specification led to an association between late marriage and the likelihood of inclusion in the group of survivors to age 50 and thus caused Ruggles to overestimate their mean age at marriage.49 The means derived from reconstitution are, therefore, when accurately measured, almost exactly those that would arise if the marriage ages both of those born and married in the parish, and of those born in the parish but married elsewhere, were known and had been jointly tabulated. Moreover, this phenomenon is not a peculiarity solely of English reconstitutions. Desjardins has shown that the same is true of the French Canadian population in the period 1680-1740. The demonstration of the absence of a 'Ruggles' effect is even more telling in this than in the English case, since the French Canadian data enable the subsequent histories of men and women who left their place of birth and later married elsewhere to be traced. In the case of men the difference between the two groups was 0.3 years; in the case of women the marriage ages of migrants and non-migrants were identical.50 Desjardins remarked that 'migration censoring did not lead to significant bias that needs to be corrected in the present case'.51 Furthermore, in the English case there is additional evidence to substantiate the conclusions to be drawn from the calculation of measure A and measure B means. The census enumerators' books of the 48 Wrigley, 'The effect of migration'. 50 51



49



Ibid., pp. 85-6



Desjardins, 'Bias in age at marriage', tab. 3, p. 168. Ibid., p. 168. The study covered a substantial population. The mean ages at marriage were calculated from 13 218 male ages at marriage (5593 migrants; 7625 non-migrants), and 14102 female ages at marriage (5417 migrants; 8685 non-migrants). Ibid., tab. 3, p. 168.
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1851 census contain information which makes it feasible to calculate the singulate mean age at marriage of the local born still resident in each small area and for migrants to the area. This can be done for both sexes. The singulate mean ages at marriage are almost identical for the local born and migrants both in the case of men and of women.52 This exercise, however, brought to light a striking difference between 'stayers' and 'leavers' in a different aspect of nuptiality. Although female mean age at first marriage in the two groups was alike, the proportion never married was not. About 16 per cent of the local born women in 1851 were never married compared to only 9 per cent of migrants (the comparable male figures were 11 and 10 per cent). The detailed age-specific figures which can be constructed from the census data suggest that migration did indeed influence female marriage patterns substantially, though not in the manner suggested by Ruggles's microsimulation.53 The absence of the sort of migration effect that Ruggles expected to be present is probably due to three main factors. First, inasmuch as migration takes place before the age range within which marriage occurs, it will not affect a calculation of mean age based only on those marrying in their home parish.54 Only migration occurring part way through the marriageable age groups will introduce distortion. Service in husbandry was very common for both sexes in the past and often involved a definitive move from the home parish at an early age.55 Second, as Ruggles himself suggested, there was probably a strong link between migration and marriage, and therefore the assumption in his microsimulation of their independence was misplaced. Third, return migration of natives to their home parish while still unmarried, followed by their subsequent marriage at the local church, would raise mean age at marriage calculated from reconstitution data. Return migration has the reverse effect to the migration effect upon which Ruggles concentrated. There is indirect evidence in the data drawn from the 1851 census enumerators' books that this third factor may have been significant.56 The close coincidence between the naively observed mean age at marriage taken from reconstitution data and the true mean is the result of a particular combination of historical circumstances; in short, of chance. In some historical settings it is possible that a wide divergence between measure A and measure B might be visible in the fashion modelled by Ruggles. In the case of early modern England, however, it 52 54



56



33 Wrigley, The effect of migration', tab. 6, p. 93. Ibid. On the neutral assumption that the marriage regime outside the parish is the same as 55 that within it. Wrigley, The effect of migration', pp. 89-90. Ibid., pp. 92^.
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appears that the very close agreement between reconstitution-derived marriage age estimates and the early returns of the Registrar-General, described in the previous section, which suggested confidence in reconstitution results, is not misleading. Though the logic of Ruggles's argument casting doubt on the value of reconstitution marriage data is impeccable, the assumptions which he used, though reasonable enough in the abstract, did not parallel English experience. The changing relative frequency of different marriage rank combinations



A comparison of the evidence drawn from reconstitution with the early returns of the Registrar-General suggests that the age of brides and grooms in all marriage rank combinations except those between bachelors and spinsters changed little, if at all, between the early seventeenth and nineteenth centuries. On the other hand, the relative frequency of the different marriage rank combinations did change, as may be seen in table 5.11. Unfortunately, however, it is clear from the bottom panel of table 5.9 that frequencies derived from family reconstitution are a poor guide to the true situation. Bachelor/spinster marriages are overrepresented in the total. Other marriage rank combinations are underrepresented but in differing degrees. Both tables show, moreover, that the frequencies measured from male and female data differ substantially when they should be identical. They differ because these totals depend on the number of links made in the reconstitution process and the marriage rank is normally only unambiguously clear as a result of making a link from a baptism to a marriage. Thus the number of cases depends on the number of links made, and both the absolute number that can be made and the relative number in different marriage categories differ between men and women. With such recalcitrant data it must be doubtful whether anything of value can be learned from the changing relative frequency of marriage rank combinations. As an illustration of the possible implications of the patterns visible in table 5.11, however, the following observations may be made. The fourth panel of table 5.9 suggests that the true proportion of bachelor/spinster marriages is approximately 95 per cent of the proportion found in the reconstitution data.57 In that case table 5.11 suggests that the proportion of all marriages that were between bachelors and spinsters in the early seventeenth century was about 75 per cent of the 57



Because the Registrar-General's bachelor/spinster percentage was 82.7 when the reconstitution percentage was 86.9, and 827/869 = 0.95.
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Table 5.11 Relative frequency of different marriage rank combinations (per 1000 marriages) Bachelor/spinster: 1/1. Bachelor/widow: 1/2+. Widower/spinster: 2+/1. Widower/widow: 2+/2+.



1610-49 1650-99 1700-49 1750-99 1800-37



2+/1



1/2+



1/1



2+/2+



M



F



M



F



M



F



M



F



790 796 824 847 869



873 856 886 878 902



54 29 35 33 28



33 34 25 26 19



129 143 121 87 77



79 96 77 76 62



27 33 19 32 26



16 14 12 20 17



Note: the proportions should be read as follows: out of every 1000 male ages at marriage known in 1610-49, 790 fell into the 1/1 category, 54 into the 1/2+ category, 129 into the 2+/1 category, and 27 into the 2+/2+ category. Source: tab. 5.7.



total (790 x 0.95 = 750). Bachelor/spinster marriages became an increasingly prominent feature of the nuptiality scene between 1600 and 1800. Table 5.11 also suggests a parallel decline in the relative importance of both bachelor/widow and widower/spinster marriages over the two centuries covered by the table. The proportionate share of both categories roughly halved, but widower/widow marriages were an unchanging fraction of the total.58 These comments are based, however, on the figures relating to males in each category. Using female proportions the changes all appear much less dramatic, though the trends are in the same direction. It is possible that the male figures are the better guide to secular change, just as they are a better guide to the position in the early nineteenth century (table 5.9, bottom panel). The very different impression conveyed by the male and female series, however, suggests that to describe the estimates as conjectural at best is perhaps to overstate their claim to attention. Yet it is beguiling to try to estimate the extent of the changes. In the 1840s, for example, widower/spinster marriages were still fairly common at just 58



These percentages and trends over time are similar to those found in eighteenth- and nineteenth-century Germany, though at the beginning of the eighteenth century in Germany the proportion of bachelor/spinster marriages was remarkably low, only 67 per cent of the total; Knodel and Lynch, The decline of remarriage', tab. 4, p. 41. In seventeenth-century France, especially in the wake of epidemics, remarriages sometimes comprised an even higher proportion of all marriages. At times of crisis on occasion fewer than half of all marriages were bachelor/spinster marriages, and even in less troubled periods such marriages were often only 60 to 65 per cent of the total; Cabourdin, 'Remariage', pp. 311-4. See also Bideau, 'Widowhood and remarriage'.
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under 9 per cent of the total (table 5.9). In the early seventeenth century they may have constituted about 15 per cent of the total, allowing for the understatement of the frequencies of marriage rank combinations that involved widows or widowers when using reconstitution material. Or again, if one assumes that widower/widow marriages remained a constant proportion of the total throughout, and accepting the estimate of bachelor/spinster marriages in the early seventeenth century as only 75 per cent of the total, it follows that whereas in the 1840s only about 10.9 per cent of all those marrying (male and female combined) were widowed, two hundred years earlier the comparable figure was 14.7 per cent.59 In Elizabethan times the 'widowed' figure was probably still higher.60 Other things being equal, the sharp improvement in adult mortality in the 'long' eighteenth century might account for many of the changes that occurred, but changes in social attitudes and personal preferences may also have played a part.61 It is frustrating to be unable to delineate them more precisely at present, but useful perhaps to indicate their possible scale. Marriage age and birth parity



Since marriage and the transmission of resources between the generations are closely connected, it is often supposed that the opportunity to marry and the timing of marriage is affected by birth parity, that, for example, oldest sons will marry at an earlier age than their younger brothers because they possess the wherewithal to do so from parental provision, where younger brothers are partly or wholly dependent on their own efforts. Or, alternatively, it may be thought that oldest sons 59



60



61



In the 1840s 82.7 per cent of all marriages were bachelor/spinster, 4.4 per cent widower/widow. Since all other marriages involved one partner who had previously been married, the overall percentage of brides and grooms combined who were widowed will have been 4.4 + (100 - (82.7 + 4.4))/2 = 10.85. A similar calculation for the earlier period yields a total of 14.7. In the Population history of England it was necessary to attempt an estimate of this percentage in the mid-sixteenth century. Such fragmentary evidence as was available led to the adoption of a figure of 30 per cent for the proportion of all those marrying who were widows or widowers. The estimate of 14.7 per cent relating to a period about three-quarters of a century later suggests that the estimate of 30 per cent may have been too high, though later French and German evidence shows that remarriages could be a very high proportion of all marriages (p. 165, n. 58). Both English estimates are supported by such flimsy and uncertain evidence that the only safe inference is that more work on the subject is needed. See below pp. 280-93 for a description of the scale of the changes in adult mortality in the course of the eighteenth century.
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are inhibited by their position in the family because they must wait for the older generation to die or to retire before being in a position to marry whereas younger brothers are freer to choose. Social convention may also play a part. Younger sisters may be debarred from entering the marriage market while older sisters remain unmarried; and so on. Demography, no less than economic circumstances and social convention, has also often been invoked as a contribution to the explanation of the timing of marriage. The death of a father, by releasing resources, may make feasible a marriage that would otherwise have had to be postponed, or, alternatively, may make marriage more difficult by depleting family resources, or by obliging a daughter to assist her widowed mother. English family reconstitution data do not permit an effective investigation of this issue in relation to the question of whether or not sons or daughters ever marry, but their age at marriage in relation to birth rank and family circumstances can be studied. The following tables are intended to enable two topics to be examined: the effect of birth rank, or more exactly rank in the family among children not known to have died, on the timing of marriage, and the effect of the death of the father on the age at which his children married. Table 5.12 is based on the assumption that it is convenient to study marriage age by relating it to the size of the sibling group to which an individual belonged at the time he or she reached his or her eighteenth birthday. This birthday was chosen as a starting point since it represents the age at which marriage became a serious possibility. Very few women and almost no men married when under 18. In other words, it reflects the assumption that a boy born as the third son in a family whose two older brothers were both dead by the time he reached the age of 18 should be regarded as a first son at that time. The top panel of the table refers to sons: the lower panel to daughters. Thus the third line of the top panel relates to families in which there were three surviving sons at the time that the son in question became 18, and shows that the average age at first marriage of the young man who was the first son in such families was 26.5 years; of the young man who was the second son 26.9 years; and of the young man who was the third son 26.7 years. In defining the size of the set of male siblings, only those alive when the son in question became 18 are counted, except that an older brother who had married but subsequently died is included on the grounds that he would have claimed a share of the patrimony which would not usually return to the family's pool of resources on his death. The determination of ego's rank in the family is made exclusively at the time of his 18th birthday. Thus it is possible for two successive sons both to be counted, say, as the second



25.1 25.0 24.8 24.5 24.6 24.9



26.8 26.9 26.5 26.3 25.1 26.6



Mean



5519



2165 1602 960 500 293



1676 1238 801 445 255 4413



25.0



25.1 25.1 24.8 24.8



26.5



26.4 26.9 26.6 25.6



2984



1352 865 463 306



994 645 358 256 2252



25.1



25.3 24.8 24.8



26.7 26.6 26.5 26.6



1437



791 386 261



1096



559 306 232



24.9



24.8 25.2



25.8 25.9 25.9



335 267 602



261 223 482



Ego's parity among same sex siblings at age 18 2 3 4 Mean Mean Mean N N N N



24.6



24.6



26.2 26.2



317



317



251 251



5 and over Mean N



25.0



25.1 25.1 25.1 24.7 24.8



26.8 26.7 26.6 26.3 25.8 26.5



Mean



2165 2954 2616 1684 1442



1676 2232 2005 1369 1212 8492



N



10861



All



Note: discrepancies between cumulated individual cell totals and row and column totals sometimes appear quite marked in this table (e.g. the cumulative total of the cells on the '5 and over' male row is 1217, compared with the row total of 1212). These are due, as in several other tables, to the half-weights attaching to Birstall and Shepshed, since totals are rounded up to the nearest whole number when not printed to the first decimal place. The problem is more marked on the '5 and over' row than elsewhere because the totals appearing in the cells in the table are themselves the result of aggregating totals in the original table for parities 5, 6, 7, and 8 and over. Source: Cambridge Group reconstitutions.



All



Women 1 2 3 4 5 and over



All



Men 1 2 3 4 5 and over



Size of same sex sibling set w h e n ego aged 18



1



Table 5.12 Mean age at marriage by parity among surviving siblings of the same sex and by size of same sex sibling set (years)
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son if an older brother died unmarried between the dates when the two became 18. The last row and penultimate column in each panel show respectively the average ages at first marriage of sons and daughters of successive parities and the average age of particular sibling set sizes. The data were drawn from all parishes and all periods. They were not divided by parish group and the absolute values of the average ages shown are subject to the biases introduced by such factors as the differing length of the periods of reconstitution in different parishes. But the relative ages are unaffected by combining the data in this way, which has the advantage of maximising the number of observations. Neither the row nor column averages suggest either for sons or daughters any clear association between age at first marriage and family characteristics. In pre-industrial England neither the number of siblings of the same sex within a family, nor the rank of individuals within the sibling set appears to have had a significant influence upon the timing of marriage. Nor does the examination of the average age figures along each successive row suggest that within sibling sets of a given size there was any tendency for those born early or late within the family to differ from others in marriage age. Certainly any patterns are very muted and it would require a far larger data set to confirm them. In the panel relating to daughters there is a slight hint of declining age at marriage with increasing sibling group size, but examination of parallel tabulations for individual half-centuries suggests that this is due to the greater frequency of large families in the later eighteenth and early nineteenth centuries when age of marriage was generally lower. The separate tabulations for successive half-centuries show the same general absence of pattern. Finally, if sons and daughters are consolidated together into combined sex sibling sets and the exercise is repeated, there is still no evidence that rank within the family makes any significant difference to marriage age.62 A second issue related to the demography of the family can also be examined. Table 5.13 shows the average ages at marriage of bachelors and spinsters according to their age at the death of their fathers. The successive columns show average ages at marriage when the father had died before the individual in question reached the age of 18, when he died between the individual's 18th and 23rd birthdays, between his 23rd and 28th birthdays, when the individual was 28 or older, and, finally, when the date of death of the father was unknown. In other words, the tabulation is prospective. If age at marriage were measured 62



These tabulations are not reproduced in tab. 5.12.



27.0 26.1



889 1106



27.3 26.0



Source: Cambridge Group reconstitutions.



Sons Daughters



18-22



N



Under 18 369 385



27.3 25.8



336 469 27.6 26.1



Age at father's death (years) 28 and 23-7 N over N 1578 1942



N



27.6 26.3



Not known



Table 5.13 Mean age at marriage by age at father's death (years)



724 944



N



27.5 26.1



All



3896 4845



N
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according to whether the individual's father was alive or dead when he or she married, it is probable that the average age would be higher in the latter than in the former case since the older an individual at marriage, the more likely that his or her father had died. Any marriage taking place less than 75 years before the end of a reconstitution was excluded from the tabulation to ensure that a family in which the father attained an advanced age before dying was as likely to be included as one in which he died young. Once again, there is a notable absence of any evidence that age at marriage was affected by the variable under examination. This is true of both sons and daughters. Those whose parents were already dead at the time when they reached an age to marry were neither precipitated into making an early marriage nor prevented from doing so, and the same holds true of each of the other categories relating to the death of the father. Although the data for half-century periods are not shown, they, too, fail to reveal differences in average age at marriage for either sex according to when the father died. As with the previous tabulation, it may be that if it were possible to examine particular economic or social groupings within the population differences in marriage characteristics might appear, but the gross picture suggests either that such differences were absent, or that if practice in one group favoured, say, early marriage following the death of the father, there must have been countervailing tendencies elsewhere. In general, therefore, it seems that neither the place of the child within the sibling group nor the timing of the father's death had any effect on age at marriage sufficiently strong and consistent to show through in aggregate reconstitution data, and this finding holds true equally for young men and young women.



Remarriage



Some aspects of remarriage are difficult to study effectively using reconstitution data. Just as it is impossible to establish the proportions of single men and women ever marrying, so it is a fortiori beyond reach to discover what proportion of those who were widowed later remarried. On the other hand, it is readily possible to measure the interval of time that elapsed between becoming a widow or widower and making a further marriage, and how the interval varied over time or according to the circumstances of the widowed person. The average absolute interval may understate the true figure. Only those remarriages which took place within the parish can be used in the estimation of average
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English population history from family reconstitution Table 5.14 Remarriage intervals (months) Male



1580-99 1600-49 1650-99 1700-49 1750-99 1800-37 All



Female



Mean



N



Mean



N



19.4 21.2 25.0 26.3 33.6 37.3 29.0



19 218 247 351 465 192



17.1 32.2 40.8 47.6 45.5 55.3 43.7



11 98 98 128 207 73



1492 Under 30



All



Mean Male 1580-1649 21.1 1650-1749 25.8 1750-1837 34.7 All 29.0 Female 1580-1649 30.7 1650-1749 44.6 1750-1837 48.0 All 43.7



N



Mean



237 598 657 1492



26.1 24.4 37.3 30.4



109 226 280 615



31.4 51.5 54.0 49.4



N 52 144 155 351 32 63 97 192



615



40-9



30-9 Mean



N



17.8 24.3 34.9 27.8



99 234 252



29.7 45.2 49.0 44.1



48 105 119



585



272



Meari N 16.9 31.8 34.2 30.4 39.6 39.3 39.7 39.5



56 128 149 333 20 43 55 118



50 and over Mean 31.1 23.3 30.9 27.8 13.9 27.1 22.4 22.2



N 30 92 101 223 9 15 9 33



Note: the data are cohorted by date of becoming a widow or widower. All marriages ending less than 10 years before the end of a reconstitution are excluded (to avoid truncation effects on the measurement of the remarriage interval towards the end of the data). All parishes were included for the full term of their reconstitution (see tab. 2.1, pp. 22-3). Source: Cambridge Group reconstitutions.



remarriage intervals, and, because the chance of migrating from the parish was presumably greater the longer the interval to remarriage, the true figure will be higher than the measured figure, unless marriage and migration were as closely linked for widows as for spinsters. No evidence at present exists to resolve this question but, in any case, relative intervals are unlikely to be affected by this consideration, so that, for example, the estimation of the effect of the number of surviving children on the remarriage interval should be free from difficulty on this score. Table 5.14 shows the patterns of change in remarriage intervals during the parish register period. In very general terms, and concentrat-
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ing initially on all remarriages in each period, the patterns are simple. The top panel of the table shows that the mean interval to remarriage lengthened considerably for both sexes between the early seventeenth and the early nineteenth century, almost doubling in each case (no reliance should be placed on the means for the earliest period, 1580-99, which are based on very few cases). The interval was always longer for widows than for widowers, being usually about half as long again for the former as for the latter. In detail, however, it is clear that the simplicity of the overall picture needs to be qualified. For example, after 1750 there appears to be only a modest further rise in the remarriage interval for women, but a more pronounced change for men in the two periods that followed, but a later and more pronounced change for women.63 Reference to the second panel of the table shows that this difference between widows and widowers is not an artefact of changing proportions of widows and widowers in the several age groups: indeed, controlling for age, the contrast is heightened.64 In each age group the interval to remarriage lengthened in the case of men but in the case of women the interval stabilised between 1650-1749 and 1750-1837. The apparent change for women after 1800, visible in the upper panel of the table, may be an artefact of small numbers. Differences between the sexes were not confined to change over time. There was also a systematic difference between widows and widowers in remarriage interval by age at widowhood. The interval for widowers was much the same whatever the age at which they lost their spouse, indeed the overall figures in each age group are so closely similar as to suggest virtual identity. In the three century-long periods viewed separately there is more variation, with a hint that the interval was longest among elderly widowers in the earliest period. Later they became the quickest to remarry, but this apparent pattern may be an aberration resulting from the small number of cases. In the case of 63



64



The pattern of remarriage intervals found in pre-industrial England may well not have been characteristic of pre-industrial Europe generally. In Anhausen in Bavaria, for example, in the eighteenth century the mean interval to remarriage for widowers was only 4.5 months and for widows just under 16 months. Both the length of the intervals and the proportionate difference between widowers and widows form a marked contrast with England in the same period; Knodel, 'A Bavarian village', tab. 5C, p. 364. There is much disparate information about remarriage in the past in Dupaquier et al, eds., Marriage and remarriage. The periods in the second panel are a century rather than a half-century in length because the number of cases in some half-centuries is modest even when no division by age at widowhood is made, as may be seen in the top panel: when divided by age, the numbers are too small to yield dependable results.
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Table 5.15 Distribution of remarriage intervals (per 1000) Male Months since widowhood 0-



2-



Age at widowhood under 30 58 154 1580-1649 56 132 1650-1749 0 26 1750-1837 All



31



88



Age at widowhood 30-9 20 253 1580-1649 26 111 1650-1749 83 8 1750-1837 All



17



123



Age at widowhood 40-9 286 1580-1649 107 94 31 1650-1749 47 13 1750-1837 All



36



105



Age at widowhood over 50 67 67 1580-1649 65 130 1650-1749 20 109 1750-1837



4-



6-



12-



18-



24-



36-



48-



60 and over



N



Mean (mths)



231 257 103 185



442 479 271 382



615 604 355 496



673 653 497 587



750 785 665 727



827 889 755 821



904 924 819 875



1000 1000 1000 1000



52 144 155 351



26.1 24.4 37.3 30.4



384 197 147 207



556 427 294 392



737 577 425 539



798 675 540 638



879 765 667 742



899 897 762 839



929 927 829 886



1000 1000 1000 1000



99 234 252 585



17.8 24.3 34.9 27.8



393 148 114 174



607 367 262 360



732 531 409 511



750 586 524 586



821 750 685 733



929 820 765 814



946 844 866 871



1000 1000 1000 1000



56 128 149 333



16.9 31.8 34.2 30.4



400 522 317 413



533 674 515 583



567 717 584 637



667 804 693 735



800 870 782 821



833 880 871 870



1000 1000 1000 1000



30 92 101 223



31.1 23.3 30.9 27.8



237 598 657



1492



21.1 25.8 34.7 29.0



All All



45



126



233 315 158 233



1580-1649 1650-1749 1750-1837



55 40 9



228 115 65



333 219 131



523 442 285



684 589 419



730 657 533



810 773 674



878 875 764



916 901 842



All



29



111



198



385



529



614



735



826



877



1000 1000 1000 1000



36-



48-



60 and over



N



Female Months since widowhood 0-



2-



Age at widowhood under 30 31 63 1580-1649 0 0 1650-1749 21 10 1750-1837 All



10



21



Age at widowhood 30-9 0 42 1580-1649 0 29 1650-1749 17 34 1750-1837 All



7



33



Age at widowhood 40-9 50 0 1580-1649 0 0 1650-1749 55 18 1750-1837 All



9



34



Age at widowhood over 50 0 111 1580-1649 0 133 1650-1749 0 111 1750-1837



6-



12-



18-



24-



188 64 31 68



344 254 93 188



469 318 196 281



531 349 289 349



719 508 454 516



781 587 608 630



844 635 660 682



1000 1000 1000 1000



32 63 97 192



31.4 51.5 54.0 49.4



125 95 59 85



396 219 177 232



521 371 286 360



688 438 361 449



750 571 538 588



771 638 639 662



833 705 714 732



1000 1000 1000 1000



48 105 119 272



29.7 45.2 49.0 44.1



100 70 91 85



150 209 255 220



300 419 309 348



400 512 418 449



600 651 600 619



700 698 709 703



800 744 800 780



1000 1000 1000 1000



20 43 55 118



39.6 39.3 39.7 39.5



667 468 111 424



667 468 444 515



778 533 778 667



889 733 889 818



1000



1000 895 889 939



1000 1000 1000 1000



9 15 9 33



13.9 27.1 22.4 22.2



358 243 161 226



477 372 264 342



596 434 361 429



725 530 532 584



780 650 650 673



844 708 718 737



1000 1000 1000 1000



109 226 280 615



30.7 44.6 48.0 43.7



All All



0



121



222 333 111 242



1580-1649 1650-1749 1750-1837



9 0 4 8



55 22 36 34



147 97 57 88



All



Note and sources: see tab. 5.14.



Mean (mths)



4-



867 889 909
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widows, however, the overall figures suggest a marked tendency for the remarriage interval to decline with age. Young widows waited longer to remarry than those who lost their husbands later in life, though this pattern is less clear in the earliest period, when in any case the number of cases is too small to support confident assertion. The contrast between widows and widowers in this regard was so marked that, in spite of the substantially higher overall average remarriage intervals among the former, widows above the age of 50 had a shorter remarriage interval than widowers. The difference in remarriage interval between widows and widowers narrowed steadily with age. If the male and female means in the four age groups (under 30,30-9,40-9, and 50 and over) are expressed as a ratio to one another with the male figure as 100, the successive ratios in the four age groups are 163,159, 130, and 80. Changes in the mean interval to remarriage reflect a changing distribution in the length of the individual intervals contributing to the mean. In table 5.15 the distribution of intervals is shown for each of the main age at widowhood categories and for all age groups combined. As was to be expected in view of the similarity in the level and trend of mean intervals for widowers of various ages visible in table 5.14, the patterns in the individual age at widowerhood categories are similar and it is, therefore, possible to focus chiefly on the overall pattern. In the period 1580-1649 half of the widower remarriages had taken place within a year of widowhood, whereas in 1750-1837 a comparable proportion was not reached until two years had elapsed. In the earlier period only about 8 per cent of remarriages took place more than five years after the end of the previous marriage, whereas in the later period the equivalent figure was 16 per cent. Very rapid remarriage was never common: in late Elizabethan and early Stuart England about 6 per cent of male remarriages took place within two months of the death of the wife, but by the end of the eighteenth century the figure was down to about 1 per cent.65 The comparable figures for widows are apt to be more volatile because remarriage intervals are known for only 40 per cent as many widows as widowers. The overall pattern reveals a median interval in the earliest period of about 19 months which had lengthened to about 34 months in 1750-1837. Much higher proportions of widows than 65



It is difficult to make an exact comparison with Knodel's German villages because of differences in the presentation of data, but it seems safe to say both that the distribution of intervals to remarriage and trends over time were similar for the two countries, if they are offset by a century or so (that is, seventeenth- and eighteenth-century England resembled eighteenth- and nineteenth-century Germany); Knodel and Lynch, /rThe decline of remarriage', tab. 5, p. 44.
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widowers married after more than five years of widowhood: in the earlier period 16 per cent, in the later period 28 per cent. Rapid remarriage was rarer for widows than for widowers. In 1580-1649 33 per cent of widowers remarried within six months of losing a wife, compared with 15 per cent of widows within the same interval of losing a husband; by 1750-1849 the comparable percentages were 13 and 6.66 Table 5.15 confirms that there was a sharp decline in the remarriage interval with increasing age at widowhood. The figures for all time periods combined, for example, show that only 52 per cent of all those who were widowed under 30 and later remarried had done so by the end of the third year of widowhood, whereas the comparable percentages for those widowed 30-9,40-9, and 50 and over were 59,62, and 82. Broadly comparable discrepancies may be found in the three time periods taken separately but the patterns are irregular because the number of events in some cells is very small. The family circumstances of widowed men and women varied greatly, of course, and there has been much discussion of the degree to which the presence of dependent children might either hasten or delay remarriage. Were widowers encumbered with young children especially anxious to effect a rapid remarriage? Were widows in similar circumstances less readily able to remarry? Table 5.16 provides some answers to questions such as these. In it widows and widowers are divided into those who had 0, 1, 2, and 3 or more children surviving under the age of 10 at the time that they were widowed. The number of cases is too small to make it sensible to subdivide the data by time period. The picture appears simple. The number of dependent children that a widower had when losing his wife made very little difference to the speed with which he remarried; nor did his age affect matters. Making some allowance for random effects where numbers are small, there is a notable absence of change in the remarriage intervals listed in the second column of the table. All the individual figures are close to the grand mean of 29 months. For widows it was very different. The smaller the number of dependent children, the shorter the interval to remar66



Although the number of remarriages is too small to support a study of interparochial differences, it is clear that remarriage characteristics were broadly similar in all the reconstitution parishes. This represents a striking contrast with France. Flandrin quotes figures for the proportion of all remarrying widowers who did so within six months of the death of their spouse. All the six studies upon which he drew related to the seventeenth and eighteenth centuries but the percentage of those remarrying within six months varied greatly, from 6 per cent at Bilheres d'Ossau to 80 per cent in the parish of St Georges in Lyon; Flandrin, Families informer times, p. 115.
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Table 5.16 The burden of dependency (number of surviving children under 10) and remarriage interval by age at widowhood (months) Widowers N



Mean



Under 30 Och. lch. 2ch. 3 or more ch.



159 101 54 37



All



351



31.3 27.5 33.0 30.2 30.4



30-9 Och. lch. 2ch. 3 or more ch.



161 133 130 161



All



40 and over Och. lch. 2ch. 3 or more ch. All



Widows N 40 78 38 36 192



Mean 33.0 48.3 59.8 59.0 49.4



585



23.9 26.9 28.9 31.5 27.8



272



32.5 37.9 43.8 55.5 44.1



323 90 56 87 556



27.9 29.8 31.3 33.2 29.3



84 29 22 16 151



25.7 36.0 47.4 72.0 35.7



643 324 240 285



27.8 27.9 30.3 31.8 29.0



179 168 124 144



29.4 42.4 49.3 58.2 43.7



55 61 64 92



All



Och. lch. 2ch. 3 or more ch. All



1492



615



Source: Cambridge Group reconstitutions.



riage. The combined figures for all age at widowhood groups show that a widow with three or more dependent children took twice as long to remarry as one who was without any young children. The patterns in the different age at widowhood groups all reflect this characteristic, though they also reveal a further feature: with the same burden of dependent children, the older a widow the more likely she was to remarry relatively quickly. Perhaps it was generally the case that the older a widow, the greater her wealth and hence her 'attractiveness'. Conceivably, the knowledge that older widows would have few if any further children may also have entered into the calculations of suitors. The pattern is perfectly regular in the case of widows with no dependent
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child or with only one child, though less clear where the dependency burden was larger. Since there are several factors which may have been responsible for the changing length of the remarriage interval for men and for women, it is helpful to make use of a method of estimating the relative importance of each factor net of the effect of the others. The set of remarriage intervals was classified by sex, by age at widowhood, by the time period in which widowhood occurred, and by the number of dependent children. The factors were interrelated in ways which make it difficult to disentangle their separate effects, and may result in false conclusions being drawn. Some clear patterns were visible in the tabular data, but it is evident that some apparently strong relationships may have been due to an interrelation between the explanatory variables. For example, older widows and widowers are likely to have more surviving children. Age and number of dependents are interrelated. It is, therefore, appropriate in estimating the relative importance of each factor, to control for interconnections between the factors. The effect of each factor, or 'class', on the remarriage interval was measured using the method of least squares to fit general linear models.67 Separate estimators were run for widows and for widowers, and for each sex the factors, or classes, that were regarded as influencing the length of the remarriage interval were reduced to four: the time period in which the remarriage occurred, the age of the widowed person, the number of dependent children, and the economic type of the parish in which the marriage took place. The factors were broken down as follows: the parish register period as a whole was divided into three subperiods (before 1650,1650-1749, and 1750 onwards), age at widowhood into four age groups (20-9, 30-9, 40-9, and 50 and over), the number of dependent children into five categories (0, 1, 2, 3, and 4 or greater), and the economic type of the parish into four groups (agricultural, manufacturing, retail and handicraft, and other). Since the general linear model was fitted over the whole range of remarriage intervals, the number of observations was quite large: 1492 for men and 615 for women. The analysis was performed by estimating the main effect of each of the four classes on the remarriage interval net of the effect of other classes. The results are shown in table 5.17, where for each level of every class its least-squares mean is shown. The procedure takes full account of the unbalanced nature of the design, and calculates the least-squares 67



The procedure was GLM in SAS, as there were unequal numbers of observations for the different combinations of class variables.
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Table 5.17 The effect of period, age, number of dependent children, and parish occupational type on mean interval to remarriagea Widowers



Widows



Months



Pr>F



Months



Pr>F



22.9 27.9 35.8



0.00



37.0 49.1 49.5



0.02



30.4 27.3 30.0 27.8



0.49



52.6 44.5 45.3 38.5



0.13



26.9 27.2 29.5 29.6 31.1



0.68



29.1 38.6 46.7 48.5 63.1



0.00



33.8 28.4



0.05



51.9 42.9



0.14



Period Before 1650 1650-1749 1750 onwards Age



20-9 30-9 40-9 50 and over Dependent children 0 1 2 3 4 and over Occupational typeb Agricultural Manufacturing Retail trade and handicraft Other Mean interval



26.6 26.6 29.0



40.8 45.2 43.7



a



The method of estimation used in calculating the means shown in this table was the SAS general linear models procedure: least-squares means. Agricultural parishes were those where 60 per cent or more of the adult male labour force in 1831 were engaged in agriculture; manufacturing where more than 30 per cent were engaged in manufacture; retail trade and handicraft where more than 40 per cent were engaged in retail and handicraft employment. In no case did any parish qualify under more than one head. Source: Cambridge Group reconstitutions. h



mean that would have been observed if the design had been balanced. This means, for example, that it captures the characteristics of a remarriage occurring after 1750, no matter what the distribution of remarriages happened to be by age of the widow or widower, the number of dependent children, or the economic type of the parish. In this manner, the procedure attempts to overcome the distortion which is



Nuptiality



181



apt to appear in a simple tabulation as an unfortunate consequence of an unbalanced design. The overall average remarriage interval was considerably shorter for widowers (29.0 months) than for widows (43.7 months). The significance of any apparent difference associated with the four classes may be judged from the columns headed Tr > F'. A low value in these columns indicates a clear net effect on the length of the remarriage interval; a high value that no firm conclusions should be drawn. Using the conventional 5 per cent significance level, values of 0.05 or lower are needed to justify the view that the finding is statistically significant. Using this criterion, it is clear that the remarriage interval for widowers lengthened significantly over time, from 22.9 months in the period before 1650 to 35.8 months in the period after 1750. More doubtful is the effect of the economic type of the parish. Although the remarriage interval for men in 'agricultural' parishes was considerably longer than in 'retail and handicraft' or 'other' parishes (33.8 months compared to 26.6 months), the probability that there was a net effect on the remarriage interval is only just significant at the 5 per cent level. Neither the age at which widowers remarried, nor the burden of dependent children they were shouldering, had a clear net effect on the length of the interval to remarriage. For widows the position was substantially different. As with men, the interval to remarriage for widows was affected by the period in which they lived, but the timing of the change differed. Between the first and second subperiods there was a 12-month increase in the interval, compared with a 5-month rise for widowers. But between the second and third subperiods widowers experienced an increase of a further 8 months, while the interval to remarriage for widows remained essentially the same. Age as well as period may have had an influence on female remarriage: the older the widow the shorter the period before remarriage. This result, however, is not statistically significant (0.13), and may have been produced by controlling for crossed effects between the factors.68 The two sexes display similar patterns so far as the economic type of the parish is concerned. There was a considerably longer interval to remarriage in 'agricultural' than in any other type of parish, but this difference, though more pronounced in the case of widows, was not sufficient to produce a statistically significant result (0.14). Here, too, the result may be an artefact of controlling for interactions. 68



If the period after 1750 is considered in isolation, the tendency of the interval to remarriage to fall within each category of dependency burden is clear-cut.
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There was, however, one striking difference betweeen widows and widowers. The number of dependent children both had the strongest effect of any single factor on the length of the remarriage interval for widows, and clearly distinguished female from male remarriage patterns. Widows with no dependent children at all behaved in this respect just like widowers. Their average interval to remarriage was 29.1 months (the overall average for men was 29.0 months). Thereafter, as the number of dependent children increased, a widow's chance of making a swift remarriage declined pari passu, until, where she was burdened by four or more children, the average interval to remarriage was as much as 63.1 months. Moreover, it is probable, though not demonstrable from reconstitution data, that a long interval to remarriage was also associated with a decreased chance of ever remarrying. For widows the effect of the number of dependent children was both regular and strong: the probability that it was due to chance was insignificant. In summary, therefore, the length of the interval to remarriage was affected both by period and by the number of dependent children in the case of widows. For widowers it was affected by period but not by the number of dependent children:69 it may also have been influenced by the economic type of the parish or residence, but this is less certain. Childless widows and widowers of all types showed very similar characteristics. Parochial trends and characteristics



Information about marriage age in bachelor/spinster marriages in the 26 reconstitution parishes is set out in table 5.18. Because of the relatively small number of marriages in the smaller parishes the data are given for half-century periods. Even so there were some periods in particular parishes when fewer than 25 marriages occurred, and in such cases no mean age is given in the table. For this reason and because of the wide differences in the dates at which reconstitution began and ended, it is only in the period 1700^9 that the full set of 26 parishes figures in the table. 69



These patterns appear to differ from those in eighteenth- and nineteenth-century Germany where the number of surviving children at widowhood was inversely related to the chance of remarriage for both widows and widowers. The English data allow only the measurement of interval to remarriage and number of surviving children and not the chance of remarrying, but since the interval to remarriage and chance of remarrying are related, it seems very likely that English and German widowers behaved differently; Knodel and Lynch, The decline of remarriage', tab. 10, p. 53; Knodel, Demographic behavior in the past, p. 182.
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In spite of the changing composition of the list of parishes in different periods, however, some patterns are clear. The evidence of falling marriage age after 1700 is widespread. If Birstall, Lowestoft, March, and Reigate are ignored because they are not represented in all three periods after 1700, the age of brides fell between 1700-49 and 1750-99 in 21 of the 22 parishes and was unchanged in the 22nd (Willingham); in the case of grooms the comparable figures were 17 cases of decline and 5 cases of increase. Between 1750-99 and 1800-37 there were 16 falls and 6 rises in average age at marriage for brides; 19 falls and 3 rises for grooms. In these 22 parishes the unweighted average of the individual parish means for men and women in 1700-49,1750-99, and 1800-37 were 27.5, 26.5, 25.7; and 26.0, 24.6, and 23.7 years respectively. The comparable figures intended to represent the national picture were 27.0, 25.9, and 25.1 years; and 25.7,24.4, and 23.6 years.70 Both the level and the trends were similar in the two series, suggesting a marked homogeneity in marriage behaviour throughout the country. Although it is pressing the data hard to do so, it is of interest to examine the uniformity of trend over shorter time periods, quartercenturies rather than half-centuries. Since the number of marriages over a quarter-century is small in some cases, there is clearly a risk of random effects obscuring any underlying uniformities, but the pattern visible in table 5.19 is once more clear-cut. It suggests strongly that the tendency for marriage age to decline was maintained from the beginning of the eighteenth century right through until the end of the parish register period in 1837. The number of parishes in this tabulation is 3 fewer than in considering the half-centuries from 1750 onwards (19 rather than 22) because the reconstitutions of Gainsborough, Methley, and Willingham all cease before the final period 1825-37. Though the downward trend in marriage age after 1700 appears to have been notably uniform across all 26 reconstitution parishes, it might, of course, have been more pronounced in some kinds of parish than in others. To test this possibility, it is convenient to divide the parishes into four groups: agricultural (those where 60 per cent or more of the adult male labour force in the 1831 census were engaged in agriculture); retail trade and handicrafts (those with 40 per cent or more in this category at the same census); manufacturing (30 per cent or more); and the rest.71 As in the analysis of data from table 5.18, and for the same reason, data from only 22 of the 26 parishes could be used. Of the 22,8 were agricultural on this definition (Aldenham, Ash, Bridford, Great Oakley, Hartland, Morchard Bishop, Terling, and Willingham), 4 70 71



Tab. 5.3, p. 134, averaging the individual decennial figures for the periods in question. The criteria for the first three groups are such that no parish qualified under more than one head.



27.1 28.3 27.7 26.8 28.0 25.9 26.9 29.6 30.5 25.7 25.4 27.8 26.6 26.4 26.8 24.9 25.9



26.3 30.3* 28.1 26.8 26.9 28.2 28.9 24.5 25.9 29.8 27.6 26.4 27.3 25.0 26.5



27.4 27.2 26.8 29.1 26.2 25.1 28.9 27.0 27.7 26.0 25.9 26.0 25.8 24.7 27.4 27.4



27.1 28.1 27.6 31.8 26.4 26.8 28.4 27.7 26.9 27.4 26.8 27.4 28.6 26.2 29.5 28.2 25.3 24.4 29.9 26.3 26.4 25.9 28.2 26.6 24.4 25.8 26.8 25.7 26.6 26.6* 25.4 24.7 25.3 24.9



1750-99



1700^9



24.2 23.5 25.0 24.4*



24.1* 25.4 26.3



26.9 26.0 26.8 25.7 27.2 25.9* 24.6 24.8 27.6 27.3



24.8 25.8 25.4 28.2 25.1



1800-37



25.1 24.8 28.6 25.3 24.7 24.3



24.6 26.3 25.0



27.3



24.5 27.4



25.2 24.8 26.5 24.4 23.1 24.9



24.7 24.6 27.1



28.4



22.2 25.1 26.8



28.4" 25.3 25.8 25.5 26.0 28.3



25.7 25.3 25.9* 25.7 26.7



27.0 25.6



1650-99



25.5 25.0



1600-19 28.1 25.8 25.6 28.2 25.8 24.7 27.2 25.5 28.1 27.0 24.9 25.2 26.1 22.9 27.7 26.1 25.2 24.3 26.0 26.0 25.6 25.9 27.1 24.4 24.1 24.3



1700-49



Female



24.3 25.0 24.4 23.8* 24.6 23.3 22.8 24.3*



24.7 24.1 24.3 24.9 24.8 23.2 26.3 24.7 26.6 24.9 23.7 24.8 24.5 22.7 26.4 24.1



1750-99



23.7 22.4 23.2 22.4



21.6* 25.1 22.9



24.1 24.9 24.2 24.4 24.1 24.3* 23.1 22.6 24.8 24.6



23.9 22.9 23.6 25.7 23.5



1800-37



185



" In this instance the mean was based on fewer than 25 marriages (19) but, since the means on either side were based on 25 or more cases, this figure has been retained. Note: no means have been entered in the table unless they were based on at least 25 marriages (but see note "). An asterisked figure, which only occurs in the first or last period for which there are data for the parish, indicates that the data on which the figure was based were drawn from a quarter-century or less within the half-century period (for example, an asterisk against a mean for 1600-49 indicates that all the data came from within the period 1625-49, while an asterisk against a mean for 1800-37 indicates that all the data came from within the period 1800-24). Source: Cambridge Group reconstitutions.



27.7 29.1



1650-99



29.9 28.5



1600-49



Male



Table 5.18 Mean age at marriage in bachelor/spinster marriages in the 26 parishes (years)



Alcester Aldenham Ash Austrey Banbury Birstall Bottesford Bridford Colyton Dawlish Earsdon Gainsborough Gedling Great Oakley Hartland Ipplepen Lowestoft March Methley Morchard Bishop Odiham Reigate Shepshed Southill Terling Willingham
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English population history from family reconstitution Table 5.19 Age at marriage trends in bachelorIspinster marriages 1700-24/ 1725-49/ 1750-74/ 1775-99/ 1800-24/ 1725-49 1750-74 1775-99 1800-24 1825-37



Male Age rising Age falling No change Female Age rising Age falling No change



8 11 0



4 12 3



8 11 0



4 15 0



6 13 0



6 13 0



3 16 0



4 13 2



8 11 0



7 11 1



Note: the data are drawn from the 19 parishes in which the reconstitution covered the whole period from 1700 to 1837. The numbers in the table indicate the totals of parishes in which mean age at marriage was rising, falling, or stationary between successive quarter-centuries. The 19 parishes are Alcester, Aldenham, Ash, Austrey, Banbury, Bottesford, Bridford, Colyton, Dawlish, Earsdon, Gedling, Great Oakley, Hartland, Ipplepen, Morchard Bishop, Odiham, Shepshed, Southill, and Terling. Source: Cambridge Group reconstitutions.



fell into the category of retail trade and handicraft (Alcester, Banbury, Dawlish, and Gainsborough), 2 were manufacturing (Gedling and Shepshed), and 8 were 'other' (Austrey, Bottesford, Colyton, Earsdon, Ipplepen, Methley, Odiham, and Southill). In table 5.20 the average ages at marriage for each of the four groups in the three half-century periods after 1700 are set out. There are suggestive hints in the table but the small number of parishes involved precludes all strong statements. In all four groups average marriage age fell steadily throughout the period both for men and for women. The fall was most pronounced in the manufacturing group (which, however, contained only 2 parishes), followed by the 'other' group. But marriage age in both these groups was high initially, especially for men, so that mean age at marriage by the end of the period was not strikingly lower than in the other two groups. Indeed, in the case of the 'other' group, male age at marriage was higher than anywhere else in 1800-37 and female age was the equal second highest at that time. The fall in marriage age was least pronounced in the agricultural group, though the difference between this group and that consisting of those in retail trade and handicraft was slight. In general these two groups were closely similar to each other. Female marriage age was somewhat lower in the agricultural group than in the other three in the early eighteenth century, and, though the subsequent fall
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Table 5.20 Mean age at marriage in parish groups according to occupational structure (bachelor/spinster marriages; age in years) Male



Female



1700-49 1750-99 1800-37 1700-49 1750-99 1800-37 Marriage age Agricultural Retail trade & handicraft Manufacturing Other



Change over time Agricultural Retail trade & handicraft Manufacturing Other



27.0



26.1



25.6



25.2



24.3



23.7



27.1 28.4 28.1



26.4 25.6 27.2



25.4 24.4 26.3



26.5 26.6 26.3



24.8 24.6 24.7



24.0 23.4 23.7



1700-49/ 1750-99



1750-99/ 1800-37



1700-49/ 1750-99



1750-99/ 1800-37



-0.9



-0.5



-0.9



-0.6



-0.7 -2.8 -0.9



-1.0 -1.2 -0.9



-1.7 -2.0 -1.6



-0.8 -1.2 -1.0



Note: the ages quoted are unweighted averages of the mean ages of the parishes comprising each group. Source: Cambridge Group reconstitutions.



was not marked, it was sufficient to keep bridal age lower in this group than in any other except for manufacturing in the final period. Overall, though, the uniformity rather than the diversity of experience among the 26 parishes, whatever their occupational type, is the strongest impression given by the table. If small numbers of events make for difficulties in attempting to establish trends over time in marriage age in individual parishes when using data from bachelor/spinster marriages, they prohibit the study of time trends in other marriage rank combinations. It may be of interest, nonetheless, to extend further the study of the uniformity of parish-level experience by tabulating the data relating to other marriage rank combinations for each reconstitution as a whole, and this is done in table 5.21. In many cases the number of marriages on which the averages shown in table 5.21 were based is so small as to render the result virtually meaningless. This is especially true of the bachelor/widow and widower/widow marriage rank combinations where the total number of cases was frequently fewer than 10. Widower/spinster marriages were commoner, however, and the averages in the columns relating to
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2+/1 38.1 39.9 38.8 40.7 39.3 39.7 40.4 45.4 42.9 38.9 38.0 39.5 39.2 39.0 42.4 36.4 34.9 32.1 39.8 42.9 38.3 38.8 39.9 39.3 37.0 35.3



28.3 32.6 28.9 35.0 27.8 29.3 31.2 31.7 26.2 31.6 28.6 29.2 34.3 28.0 32.8 41.5 26.7 27.6 27.5 32.4 29.5 26.2 30.6 30.6 26.4 28.4



27.3 27.8 26.4 29.2 26.0 26.0 28.2 27.6 27.2 26.2 26.6 26.6 26.3 24.9 28.8 27.5 25.3 25.2 27.9 25.7 26.6 26.3 25.6 25.3 25.0 25.5



1/2+ 38.4 39.6 39.1 31.2 38.0 32.2 35.3 36.8 33.7 35.7 32.8 35.3 35.7 30.1 39.0 34.7 34.0 40.5 — 35.8 36.9 37.8 35.8 36.2 26.3 36.1



26.0 24.7 24.3 26.2 24.7 23.9 25.7 25.3 26.5 25.2 24.0 24.8 24.5 22.7 26.9 24.6 24.9 24.8 25.2 25.1 24.4 25.0 24.7 23.7 23.3 24.1



46.9 54.5 42.4 50.2 44.5 45.1 40.5 43.6 43.4 44.1 44.8 46.7 47.0 41.6 49.2 — 42.8 35.0 38.5 49.9 50.4 41.9 48.5 50.9 40.7 46.2



32.3 29.2 28.1 28.9 27.9 26.8 25.3



28.4 28.7 29.1 33.2 29.1 28.9 27.2 30.0 31.8 30.1 26.9 27.6 29.5 26.2 30.4 30.3 29.5 27.3 27.6



2+/1



Female 2+/2+ 1/1



Source: Cambridge Group reconstitutions.



1/1



1/2+



Male



Mean age at marriage (years)



43.6 42.3 35.7 45.5 44.8 44.1 37.8



43.2 42.6 43.8 47.4 41.0 37.2 48.3 50.4 35.4 42.3 45.3 41.1 43.7 37.4 44.9 47.0 41.1 38.4 —



2+/2+



767 719 560 423 585 285 230



14 33 36 12 20 12 12



443 20 325 18 466 17 8 133 1089 64 1868 27 9 408 7 181 668 25 9 319 719 23 1204 121 583 27 180 11 963 16 169 3 317 14 9 234 7 310



1/1 1/2+



85 65 72 41 86 33 21



65 57 40 19 190 164 78 16 84 23 40 247 82 21 88 12 37 38 39



2+/1



Male



19 18 23 9 16 6 6



13 23 15 3 60 36 8 2 24 7 2 88 22 11 10 — 31 6 3



2+/2+



1/1 1/2+



907 899 608 521 803 365 267



16 31 16 6 17 3 8



71 57 57 29 76 27 14



58 38 46 12 161 146 41 16 74 21 35 248 58 25 61 18 47 33 22



2+/1



Female



601 24 433 14 642 22 233 3 1473 44 2140 25 521 7 241 4 800 15 451 18 835 31 1728 112 712 27 267 7 1053 26 7 253 353 21 284 8 426 —



Totals



23 17 7 6 11 6 2



10 12 10 3 39 26 1 2 10 6 5 73 9 7 10 3 22 3 —



2+/2+



Table 5.21 Mean age at marriage in bachelor/spinster (1/1), bachelor/widow (1/2+), widower/spinster (2+/1), and widower/widow (2+/2+) marriages by individual parishes (years: all periods combined)



Alcester Aldenham Ash Austrey Banbury Birstall Bottesford Bridford Colyton Dawlish Earsdon Gainsborough Gedling Great Oakley Hartland Ipplepen Lowestoft March Methley Morchard Bishop Odiham Reigate Shepshed Southill Terling Willingham



188



190



English population history from family reconstitution



this type of marriage are fairly stable. In the case of male marriages in this category, for example, in only 6 of the 20 parishes in which the average age of widower grooms was based on 25 or more marriages was the mean either more than 5 per cent above or more than 5 per cent below the long-term average for such marriages revealed in table 5.7. The comparable figure for female marriage ages was 7 parishes (out of 19).72 The patterns visible in the national data reviewed earlier in this chapter are also normally mirrored at the parish level. Thus bachelors marrying widows were almost invariably older than those who married spinsters, and widowers marrying spinsters were equally regularly younger than those who married widows. The same held true for brides. Spinsters marrying widowers were always older than those marrying bachelors, and widows marrying bachelors were younger than those marrying widows with only two exceptions.73 Finally, it may be of interest to provide a visual impression of the degree of uniformity in the trend in marriage age in the 26 parishes. Figure 5.5 presents data in the form of 50-year moving averages of the mean age of brides and grooms in bachelor/spinster marriages in each of the parishes. The parishes have been grouped as in table 5.20 with the four parishes which were excluded from that tabulation added to their appropriate groups (Birstall to manufacturing; Lowestoft to retail trade and handicraft; March and Reigate to 'other'). Displaying the information in this way brings to light several features which were not visible when the occupational groupings were characterised by their parish means as in table 5.20, though it should always be remembered that in some small parishes the number of ages at marriage, even over a period as long as 50 years, may be very small and the danger of random fluctuation correspondingly great. For example, the total number of male ages at marriage in bachelor/spinster marriages in Austrey in 1700--49 was only 26 and of female ages 49, whereas in the same period in Birstall the male and female totals were 482 and 625. In the agricultural group perhaps the most striking feature is the convergence towards a low age at marriage at the end of the parish register period, a feature especially prominent among males. In the early nineteenth century every parish except Hartland lay within the range 25-7 years for male age at marriage. This stands in vivid contrast 72



73



The long-term averages were taken as the average of the 10 quarter-century figures listed for widower/spinster marriages in tab. 5.7, p. 149. The two exceptions were March and Reigate, and in both cases very small numbers were involved (8 bachelor/widow marriages and 3 widower/widow marriages in March; 16 bachelor/widow and 7 widower/widow marriages in Reigate).
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with the situation in 1700 when there was a wide spread of mean ages. If the number of available parishes were greater it would be of interest to pursue two possibilities suggested by the male agricultural panel: that trends in East Anglia (Terling, Willingham, and Great Oakley, where male age at marriage was broadly unchanging) were different from areas further west; and that parishes in which mortality was high tended to be characterised by early marriage even in the seventeenth century (Great Oakley and Willingham in the agricultural set and elsewhere March and Lowestoft). The number of parishes, however, is too small to be more than suggestive in either case. The tendency to convergence is less pronounced in female marriage age in the agricultural parishes, nor is the division into high and low marriage age groups in the late seventeenth century so clear-cut. The manufacturing parishes are few in number and the pattern of change is simple. Before the advent of large-scale employment of a proto-industrial type all three parishes were late marrying. Marriage age plunged in the course of the eighteenth century, though by the early nineteenth century, when the fall was bottoming out, age at marriage was only slightly lower than in the other groups. The three display great uniformity but the small number of parishes precludes confident generalisation. The retail trade and handicraft group includes one particularly striking feature, the remarkable period in Alcester in the late seventeenth century and early eighteenth century when male age at marriage had fallen into a prolonged trough while female marriage age in contrast was rising to a marked peak. In the period 1660 to 1719, the mean age of marriage of grooms in bachelor/spinster marriages was 26.9 years (N = 137), but their brides were on average 1.2 years older at 28.1 years (N = 201). Such a reverse age gap was not unique. There was a similar episode in much the same period in Colyton but in Alcester the phenomenon is especially interesting, since throughout the seventeenth century male marriage age was falling continuously, while female age rose equally steadily. Apart from seventeenth-century Alcester, however, retail trade and handicraft formed a relatively homogeneous group. Marriage age fell significantly during the eighteenth century. As in the case of the agricultural parishes there was a marked convergence of lines on the graph towards the end of the period, leaving little difference between the parishes by 1800. The 'other' group was, as might have been expected, a somewhat miscellaneous set of parishes with a fairly wide spread of average ages at marriage, though there is once again evidence of falling marriage age and of convergence during the eighteenth century, more marked in the
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Male Agricultural



31 30



Hartland Aldenham Bradford Ash M. Bishop Willingham Great Oakley Terling



29 28 27 26 25 24



Manufacturing



31 30 29 28 27



Gedling Shepshed Birstall



26 25 24



Retail and handicraft



31 30 29



Alcester Gainsboro1 Dawlish Banbury Lowestoft



28 27 26 25 24 31



Austrey Methley Bottesford Ipplepen Odiham Southill Colyton Reigate Earsdon March



30 29 28 27 26 25 24



1600



1650



1700



1750



1800



Figure 5.5 Mean age at first marriage in the 26 reconstitution parishes: bachelor/spinster marriages (years) Note: the data used in the figure are 50-year moving averages, plotted every 10 years.
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Note to figure 5.5 (cont.) Thus a reading plotted at the year 1650 represents the average of the 5 decennial figures for the decades 1630-9 to 1670-9. Source: Cambridge Group reconstitutions.
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case of women than of men. The relatively large number of parishes in the group, however, would tend to result in a wider dispersion of average ages, ceteris paribus. Some features, that are not readily visible because the graph is rather crowded, are worthy of note. Age at marriage of both spinsters and bachelors in Southill, for example, showed an almost perfectly regular decline from start to finish, a very unusual characteristic. Young men and young women in the mining parish of Earsdon did not marry earlier than those in other parishes.74 The male curve in Colyton traces out a curious roller coaster path which may reflect the local employment opportunities for men in the parish.75 These, and other similar features that might be picked out, serve to underline the impression of variety as a defining feature of this group. Conclusion



The scope of this chapter has been largely restricted to the attempt to provide reliable estimates of the trends in marriage age and related matters over the period of almost a quarter of a millennium during which the parish registers are the chief source of demographic information. The main findings will occasion little surprise. It has been known for some time that average ages at marriage were fairly high in the seventeenth and early eighteenth centuries and that there was a sharp fall in marriage age during the middle decades of the eighteenth century.76 The evidence presented in this chapter confirms both the dating of the change and the extent of the fall, about three years from peak to trough. Since there is an excellent accord between the marriage age series derived from reconstitution and the early returns of the RegistrarGeneral at the point in time when the two series meet, it is likely that the level as well as the trend of estimated marriage ages are well captured by reconstitution data; nor do fears that mean marriage age based on 'stayers' must be too low appear well founded. The fall occurred in the age range when fecundity is high in women, and therefore resulted in a marked increase in overall fertility. The marriage age change alone was sufficient, ceteris paribus, to raise fertility by more than a fifth.77 The reproductive careers of many women, of course, began before marriage. By the end of the eighteenth century, indeed, it is probable that about a 74 75



76



The low female figures in the first decades are based on a very small number of cases. There is suggestive information about both male and female employment opportunities in Colyton in Sharpe, 'Literally spinsters'. For example, Wrigley and Schofield, 'English population history from family recon77 stitution', tab. 2, p. 162. See above p. 136.
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quarter of all first births were illegitimate and a further quarter were prenuptially conceived.78 The steep rise in illegitimate fertility, which was closely linked to the fall in marriage age, boosted the rise in legitimate fertility considerably, adding perhaps a further 5 per cent to overall fertility.79 Thus, in explaining the rapid acceleration in population growth in England in the course of the eighteenth century, the change in marriage age and other changes closely associated with it must be accorded a central role, though the surge in general fertility produced by these changes was further boosted by a rise in marital fertility; births to the average couple succeeded one another at a brisker tempo than earlier and the fecundity of long-married women declined less steeply with age in the later eighteenth century than had been the case in earlier periods.80 In view of the evident importance of nuptiality change in influencing population trends, it is particularly disappointing that English reconstitution material yields no information about changes in the proportion of men and women who never married. The available evidence suggests that during the seventeenth century changes in proportions never marrying were much more significant than changes in the mean age at marriage in altering overall fertility levels.81 In the eighteenth century, in contrast, the fall in marriage age dominated nuptiality change and thus fertility. The proportion of women never marrying appears to have risen greatly during late Tudor and early Stuart times, reaching a peak of over 20 per cent among those reaching adult years in the middle decades of the seventeenth century, but to have fallen to less than 10 per cent by the end of the century. Thereafter there was little further change before the middle of the nineteenth century.82 The marked fall in age at marriage that occurred in eighteenthcentury England appears to have been remarkably uniform both geographically and in socio-economic terms. The 26 reconstitution parishes comprise a wide spread of social and economic characteristics and were well scattered throughout England, yet their nuptiality 78 79 80



81 82



Wrigley, 'Marriage, fertility and population growth', pp. 155-63. Wrigley and Schofield, Population history of England, tab. 7.29, p. 267. For the change in birth intervals over time, tab. 7.36, p. 447; for overall fecundity by age at marriage, tab. 7.14, pp. 390-1. Weir, 'Rather never than late'; Schofield, 'English marriage patterns revisited'. Schofield, 'English marriage patterns revisited', tab. 2 and pp. 8-14, and 'Family structure', fig. 8.8 and pp. 296-304. The estimates of proportions never marrying given in this paper would change somewhat with more recent estimates of age at marriage and of the gross reproduction rate. See, for example, the revised gross reproduction rates in app. 9, which reflect the application of generalised inverse projection to revised aggregative data.
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history is relatively homogeneous. The timing and extent of the fall in marriage age was not greatly different between, say, agricultural parishes and small market towns, nor between different regions. There is a hint that the fall was greater in parishes with a growing rural handicraft industry than elsewhere and perhaps that by the end of the parish register period women were marrying earlier in these parishes than in others, but uniformity rather than variety of experience is the predominant impression. When sufficient evidence has been accumulated from the reconstitution of other parishes, some of the modest differences visible in the 26 may appear to understate the true extent of variation by occupational type or region, but it is also possible that what now appear as modest differences may later be attributed to random factors. It is unclear whether this finding, if confirmed, is damaging to the view that marriage behaviour was heavily influenced by economic opportunity.83 On the one hand, it may be argued that, since the demand for labour and its remuneration was very different in different parts of the country and between different types of employment, it is surprising that this was not reflected in greater differences in the level and trend of marriage age across the country. On the other hand, the argument might be reversed. Since marriage behaviour was sensitive to economic influences, the absence of large interparochial differences in nuptiality may reflect a relatively uniform and efficient labour market in a country where the scale of migration was sufficient to equalise opportunity. On this view, the very different rates of growth of population in the different parishes might prove to be the mechanism which indirectly secured homogeneity in marriage characteristics. 83



It is opportune in this context to mention that a number of tabulations of marriage data were made that have not been reported in this chapter because they revealed little of interest, and pressure on space suggested that no reference should be made to them. Occasionally, however, a negative finding can be illuminating. One such arose from a tabulation intended to bring to light any seasonality in age at first marriage. The seasonality of marriage totals was striking and has long been remarked. It was examined at length in Wrigley and Schofield, The population history of England (esp. pp. 298-305). Since the marked seasonal peak of marriages in the late autumn was closely related to the annual round of hiring fairs for servants in husbandry, and consisted largely of the marriages of those who had decided to strike out independently as married couples, it seemed possible that the mean age of brides and grooms marrying in this season of the year might differ from those marrying at other times. But there is nothing in the reconstitution data to suggest that mean ages at first marriage for either sex were any different in October and November from other months, nor indeed that any other months were consistently different from the overall pattern. (The closeness of the link between leaving service and marrying is described in Kussmaul, Servants in husbandry, pp. 83-5.)
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Reinforcing this uncertainty is the difficulty of securing information about proportions never marrying of equal accuracy to that about age at marriage. The work of Weir and Schofield has shown good reason to suppose that age at marriage changed little during the seventeenth century, but that there were major changes in the proportions never marrying, and that in the eighteenth century the reverse was true. But estimates of the proportions never marrying are, in a sense, a residual derived from information about estimates of the gross reproduction rate, the mean age at maternity, and the mean age at marriage, and are therefore inherently less dependable than a variable that can be observed directly.84 Levels of nuptiality in a population are the joint function of age at marriage and proportions marrying, and any discussion that takes into account only one of these two variables is inevitably incomplete. This is particularly true of a situation in which the relationship between the two itself changes radically, as appears to have happened in early modern England. Indeed, identifying the reason for this change may well be the key to a satisfactory understanding of the links between economic pressures and marriage decisions.85 Much remains to be done if the history of English nuptiality in the early modern period is to be fully elucidated. Enough is known, however, to make it certain that during the 'long' eighteenth century (between the last quarter of the seventeenth century and the first quarter of the nineteenth century) the scale of the fall in age at first marriage for women was sufficient to account for a large fraction of the acceleration in the population growth rate that occurred during this period, a period during which the intrinsic growth rate rose from zero to the highest level ever experienced in England, about 1.75 per cent per annum.86 A history of English population in this period in which nuptiality did not figure prominently would resemble the proverbial production of Hamlet without the prince of Denmark. 84 85
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Weir, 'Rather never than late'; Schofield, 'English marriage patterns revisited'. In this connection, see Goldstone, The demographic revolution in England', and Schofield, 'British population change, 1700-1871'. Wrigley and Schofield, Population history of England, fig. 7.11, p. 242.
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It has long been conventional to subdivide the description and analysis of demographic behaviour under three main heads: fertility, mortality, and nuptiality (a fourth head, migration, is also frequently employed, but has a more uncertain status). Of these, in historical studies, it was mortality which for long attracted the lion's share of attention. There was no analogue in the comparatively even tenor of annual totals of births and marriages for the dramatic, unpredictable surges of mortality which might sweep away a tenth, a quarter, a third of the entire population of a community in a matter of weeks. Pestilence, famine, and the ravages associated with war could bring with them suffering and loss on a scale that challenges even the most vivid imagination and eloquent pen to describe in terms that can do justice to the magnitude of the human disaster involved. Such episodes were not only poignant and eye-catching but were often taken to have dominated population trends. Until comparatively recently, moreover, both general theorising about population behaviour in pre-industrial societies and also the nature of the techniques available for analysing historical data tended to cause attention to be focused on mortality.1 It was once commonplace to assume without question, for example, that it was a fall in mortality that initiated the series of related changes often labelled the demographic transition.2 Population growth rates were envisaged as rising in the later 1
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Two of the most influential writers who have emphasised mortality as the key to understanding many aspects of population change and also wider historical change are McNeill, Plagues and peoples, and, more trenchantly if less convincingly, McKeown, who summarised his views in The modern rise of population. This view took root in the wake of the writings of Thompson and especially Notestein. There is an excellent description and critique of their views in Woods, Theoretical population geography, pp. 159-73. See also, for example, Notestein, 'Population: the long view'.
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eighteenth century because of declining death rates, followed only after a considerable time-lag by a fall in birth rates, thereby provoking the huge rise in numbers experienced almost throughout Europe during the nineteenth century. Flinn provided an ingenious and appealing variant to this general thesis by suggesting that in its early stages the mortality fall occurred because of the attenuation of the severity of crisis mortality. The periodic surges in mortality became less frequent and less violent, thus reducing the overall level of death rates, even though the base level may initially have remained unchanged.3 Technical constraints also tended to foster work on mortality since before the development of methods such as family reconstitution and inverse projection short-term changes in demographic rates were far easier to estimate than long-term changes. Since the size of the population at risk could not vary much in the course of a year, it was safe to assume that a tripling in the number of deaths must indicate a comparable rise in mortality rates, whereas a tripling in the number of deaths over a period of a century was perfectly consistent with an unchanging level of mortality, or even with a decrease. In the absence of means of estimating the population at risk as well as the total of events, long-term change in demographic rates was hard to measure. The parish registers were a ubiquitous and tolerably reliable source of information about totals of events but there were few census-like sources to provide information about population totals. It was almost inevitable that what was accessible should be assumed to be important. Mortality crises were visible and mensurable. Other aspects of demographic behaviour were not. It was tempting, therefore, to assume that mortality, and especially crisis mortality, was the prime regulator of population behaviour as a whole. Such an approach to the understanding of population change and the functioning of the demographic system was also supported by the popularity of a broadly 'Malthusian' paradigm. Inasmuch as Malthus has frequently been understood to have believed that population must always tend to outstrip available resources, thus creating a tension between production and reproduction that could only be resolved by a periodic pruning back of numbers through mortality surges, it was attractive to think in terms of populations perpetually teetering on the edge of a Malthusian precipice over which the most vulnerable were doomed to plunge from time to time when the advent of a severe epidemic or the occurrence of a run of poor harvests provoked an abrupt rise in the number of deaths. If, as Malthus had suggested, populations, when unhindered by resource constraints, tend to rise 3



Flinn, /rThe stabilisation of mortality'.
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exponentially whereas output could at best rise by arithmetic progression, it was natural to believe that periodic mortality crises were the means by which the two were kept in balance.4 The fruits of the deployment of new techniques of using parish register data and of more searching statistical investigations of the relationship between price changes and mortality fluctuations have been such as to force a reconsideration of many old verities.5 Among west European populations the positive check, as Malthus himself came to realise, was often less influential than the preventive check in effecting an accommodation between population and resources.6 Though a fall in mortality was often dominant, the acceleration in population growth which began in the later eighteenth century and continued throughout the nineteenth century was not always due to a combination of reduced mortality and an unchanging fertility level.7 When severe mortalities occurred they were often unconnected with the harvest failure or the pressure of population on resources.8 Adam Smith had taken it for granted that changes in the supply of labour, or, in other words, population trends, were determined by the necessary tendency for mortality to fall and for fertility to rise when real wages improved 4
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'Population, when unchecked, increases in a geometrical ratio. Subsistence increases only in an arithmetical ratio. A slight acquaintance with numbers will show the immensity of the first power in comparison of the second . . . This implies a strong and constantly operating check on population from the difficulty of subsistence. This difficulty must fall somewhere; and must necessarily be severely felt by a large portion of mankind/ Malthus, Essay on population (1798), p. 9. English data suggest, for example, that harvest fluctuations and the associated price changes explain only about a sixth of the annual variance in mortality, a smaller figure than the comparable statistic for fertility. Wrigley and Schofield, Population history of England, p. 371 (the chapter in which these data are presented was written by Prof. R. Lee). In the sixth edition of the Essay on population, the last to be published during his lifetime, Malthus conducted in book II an extensive review of the checks to population in the various states of Europe, having previously conducted a similar review of other parts of the world in book I. He concluded, In comparing the state of society which has been considered in this second book with that which formed the subject of the first, I think it appears that in modern Europe the positive checks to population prevail less, and the preventive checks more than in past times, and in the more uncivilized parts of the world/ He went on to identify delay in marriage as 'the most powerful of the checks, which in modern Europe keep down the population to the level of the means of subsistence'. Malthus, Essay on population (1826), p. 315. See, for example, Wrigley and Schofield, Population history of England, fig. 7.13, p. 246. The debate about the role of crises of subsistence in influencing population trends has been most intense and extended in France, a debate often regarded as having sprung from a seminal article by Meuvret (Meuvret, 'Les crises de subsistance'). For a summary of the present state of the debate, see Cabourdin, 'Qu'est-ce qu'une crise?'. See also Galloway, 'Basic patterns'; Walter and Schofield, 'Famine, disease and crisis mortality'.
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with the opposite occurring when they fell.9 A growing body of empirical studies of mortality began to call in question any simple and predictable relationship between economic and demographic trends, and to do so even more clearly for mortality than for fertility. It has become necessary to view mortality in a different light. Its links with economic conditions were complex and sometimes took an opposite form from that once thought universal, and it was clearly heavily affected by other aspects of social structure and personal behaviour which had little connection with economic conditions. Moreover, many important mortality changes were the result of factors apparently exogenous to any aspect of the structure and functioning of human society and economy, such as the advent of new or the disappearance of old pathogens, or climatic change. With the development of a range of models purporting to capture the nature of the relationships between demographic, economic, and social variables in the past, it has become common to attempt to distinguish between endogenous and exogenous influences, and to make the distinction central to the working of the system as a whole. Exogenous influences can be made to 'drive' a system whose functioning may remain difficult to explain in their absence.10 But it can prove teasingly difficult to establish a convincing distinction between endogenous and exogenous variables.11 A full discussion of these issues is beyond the scope of this chapter, but a brief survey of some of them may provide an appropriate background to the description of mortality levels and trends. Mortality and economic circumstances



As a first approximation to the truth it might seem axiomatic to suppose that the higher the output of goods and services per head achieved by a society, the lower would be the level of mortality. A well-nourished, well-clad, well-housed population that can also afford wood for heating and cooking must surely experience a lower level of mortality than one that lacks adequate food, clothing, shelter, and fuel. Since health was so greatly affected by the abundance or scarcity of these four necessities of life the assertion seems to brook no argument. Nor indeed is it reasonable to demur if the claim is made in isolation. But a rising level of 9
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He remarked in the course of a pithy discussion of this issue that 'the demand for men, like that for any other commodity, necessarily regulates the production of men'. It was Smith's view that this ensured a broadly constant level of real wages corresponding to the conventional subsistence level in that community. Smith, Wealth of nations, I, p. 89. n Lee, 'Population homeostasis'. Smith, 'Influences exogenes et endogenes'.
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prosperity was often so strongly associated with other changes with very different implications for mortality that the relationship between economic advance and mortality trends in the past is best regarded as uncertain and ambiguous. A number of closely interlinked features of pre-industrial economies in which real incomes were rising served to counteract the benefits which flowed from an increased ability to purchase goods and services. Rising real incomes meant a change in the structure of demand away from necessities and above all food in favour of manufactured goods and services. This in turn reduced the share of agriculture in total employment and increased the share of secondary and tertiary industry. Employment in the two latter forms of activity, however, normally implied a shift of population from country to town, and the urban environment was usually far less healthy than a rural setting. This was a topic that attracted the interest of William Farr in the mid-nineteenth century and led him to propose an empirical law linking the level of mortality to population density. In deriving this relationship he was, of course, using data collected by the Registrar-General in the middle decades of the nineteenth century.12 On the assumption that Farr's relationship was broadly true in earlier periods, it suggests that if a move from a rural setting to an urban setting implied a 50-fold increase in the prevailing density of population it would mean moving to an environment in which the prevailing level of mortality was 60 per cent higher; a 250-fold increase in density would imply a rise of over 90 per cent; while for a 1000-fold increase the corresponding rise would be about 130 per cent. Moves from country to town often did imply increases in the ambient density of population of these orders of magnitude or greater, and the contrast between rural and urban death rates suggests that Farr's law may have 'saved the phenomena' quite effectively for earlier centuries than the nineteenth.13 12



13



Farr had initially favoured an empirical law linking the level of mortality to the 6th root of the density of population, but later, with the benefit of data drawn from 593 registration districts covering the whole country excluding London, he suggested the 12th root as capturing the link best. However, though he termed his formula the 12th root, in fact it was approximately the 8th root, x012. This formula captured the relationship in mid-nineteenth-century England quite satisfactorily when the registration districts were divided into seven groups by density of population (ranging between 166 and 65823 persons per square mile), and it was this formula which was used in the illustrative calculation in the text above. Farr, Vital statistics, pp. 165,174-5. The overall density of population in early modern England was about 100 persons per square mile, or about 0.15 persons per acre. The density of population in London within the Walls at the end of the seventeenth century was about 185-190 persons per acre, or rather more than 1000 times greater. The acreage of London within the Walls is given as
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The reasons for the positive association beween population density and mortality are not far to seek. A contaminated water supply is the vehicle by which many pathogens find a means of entry into the body. Water-borne diseases included some that were major killers in their own right, and many more that weakened their victims and left them a relatively easy prey to diseases that made their entry in other ways. At urban levels of population density it is both difficult and relatively expensive to ensure a supply of pure water, even when the danger of impure supplies is known. Where the link was not understood and where the disposal of sewage and other waste matter was haphazard, water-borne diseases were likely to be prevalent. Even if the water supply had been pure, however, urban living conditions were likely to produce higher mortality than country life. Infectious and contagious diseases spread readily in large and tightly packed populations. The most destructive epidemic diseases recurred more frequently in towns than in the country, and might be endemic in urban settings though only occasional visitors to rural areas. The universal ailments of childhood, measles, whooping cough, scarlet fever, and the like, attacked children at younger ages in an urban setting than in rural areas and were more likely to prove fatal as a result. Since most serious diseases were either endemic or returned frequently in towns but recurred only at longer intervals elsewhere, the same prosperity that boosted town growth simultaneously tended to increase mortality rates, especially among children and recent immigrants from the countryside. Associated with the changes which altered the balance between rural and urban population totals, there was another change brought about by any increase in prosperity with unfavourable implications for the death rate. Higher purchasing power meant more trade, and more trade meant a wider and more vigorous circulation of people. More contact meant greater risk of infection and contagion. So far from health and wealth moving hand in hand, they could easily march in opposite directions. The importance of this apparently perverse effect of an increasingly sophisticated economy was demonstrated several decades ago by Utterstrom in an article in which he showed that western Sweden, though remote, poor, and exposed to periodic famine by its isolation and primitive agriculture, was nevertheless characterised by lower death rates than those to be found in the east of the country where there were prosperous towns, incomes were higher, communications 370 acres in the 1831 Census, Enumeration abstract, I, p. 372. The population of London within the Walls in 1695 was estimated as almost 70000 by Glass in London inhabitants within the Walls 1695, p. xx.
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were relatively good, and food shortages could be far more easily mitigated by import and exchange.14 Subsequent studies have often provided further illustrations of the phenomenon to which Utterstrom drew attention. For example, the remarkable healthiness of many frontier settlements in colonial North America in spite of their comparatively primitive material circumstances was as much a function of the infrequency of contact with the outside world as of plentiful food supply.15 The history of the parish of Hartland in a remote part of north Devon provides a small illustration of the same point. The death rate in Hartland was low throughout the parish register period and the parish enjoyed a remarkable freedom from epidemic outbreaks.16 In the pre-industrial world there was a price to be paid for economic progress. Standards of living might rise but life itself be abbreviated in the process.17 The severity of the 'urban' penalty should not be underestimated. Rough-and-ready calculations suggest that in the later seventeenth century London was absorbing up to half of the natural increase of population occurring elsewhere in England.18 Several thousand young people were needed each year simply to offset the surplus of deaths over births occasioned by the unhealthiness of the metropolis, and several thousand more to enable the city to grow. The city was not merely a demographic sump, but a growing sump. Even in the absence of urban growth, however, the impact of its urban sector on the demography of a country could be striking. De Vries has shown that the burden imposed on the rest of the country by the mortality surpluses occurring in the cities had much to do with the failure of the Dutch population to grow in the eighteenth century, following the huge rise in urban population in the late sixteenth and seventeenth centuries.19 That 14



Utterstrom, 'Some population problems in pre-industrial Sweden'. Much evidence is summarised in Dobson, 'Mortality gradients'. 16 Wrigley, Population and history, pp. 70-4: see also tab. 6.16, pp. 270-1. 17 If the 'standard of living7 is taken to reflect not earnings in a unit interval of time (such as wages paid per week or per year) but earnings over a lifespan, it is plain that it may rise on one measure while falling on the other. A rise in mortality may more than cancel out a rise in the real wage conventionally measured. This and cognate issues are explored in 18 Jackson, 'Inequality of incomes'. Wrigley, 'London's importance', pp. 46-8. 19 De Vries, The Dutch rural economy in the golden age, pp. 113-8. Where there is large-scale international migration, of course, any such calculation becomes much more complicated. The issue of the characteristics of urban demography in the early modern period, and particularly the question of the interpretation of mortality data, has proved controversial, however. Sharlin gave a stimulating new turn to the debate 20 years ago: Sharlin, 'Natural decrease in early modern cities'. See also van der Woude, 'Population developments in the northern Netherlands'. 15
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large clusters of population usually suffered from high mortality rates is clear. Whether there was a relatively smooth gradient in mortality rates with, say, market towns unhealthier than villages, and villages in turn less healthy than the hamlets or scattered farmsteads, or whether, alternatively, there were threshold levels of population density at which mortality suddenly worsened is less clear, but a steady gradient linked to density seems probable.20 Supporting evidence for this view may be found in an exercise reported in the Population history of England. In the 404 parishes from which data were drawn, 44 per cent of the variation in crisis mortality was attributable to the population size of the parishes. While this finding may contain a spurious element arising from the way in which mortality crises were identified, it is likely that the greater density of settlement and the greater exposure to infection associated with life in the larger parishes caused population size to be a prime factor in determining the incidence of crisis mortality.21 The list of factors associated with economic development which may have a bearing on mortality might be extended almost indefinitely. They are too numerous to be treated exhaustively. One further preliminary point should be made, however. A distinction between endogenous and exogenous influences on mortality is often made for analytical purposes and acting in this way has an attractive simplicity. But it may prove difficult to maintain the distinction unambiguously. Changes in the disease environment, for example, such as the advent of new and dangerous infections like syphilis or cholera, are in one sense exogenous changes in relation to the economy. Their appearance and any effect that they may have on mortality are not an aspect of the functioning of the economy in the same sense as fluctuations in the level of real wages. But the appearance of a new disease may be the indirect effect of economic growth because the development of trade will lead as surely to the exchange of pathogens as to the exchange of goods. It would be difficult to argue, for example, that the advent of syphilis to Europe from the Americas was an exogenous influence on mortality while at the same time treating the increase in agricultural output due to the introduction of the potato as endogenous to the economic system. None of the foregoing is intended as a denial that economic conditions affected mortality levels powerfully in the past. An undernour20



The definition of what should be understood by 'density' is, however, problematic. The number of people per inhabited room, the number per house or other residential unit, and the number per acre may all in various ways influence disease transmission and so morbidity and mortality rates. It is quite possible for there to be severe overcrowding in the first sense of the term even in a sparsely populated rural area, and vice versa. 21 Wrigley and Schofield, Population history of England, pp. 692-3.
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ished population fell victim to disease more readily than one with access to an abundance of food. Damp, cramped housing led to ill health and early death. Where fuel was beyond the pockets of the poor and in consequence food was not well cooked and houses went unheated in winter, suffering and disease were widespread. A man or woman clad in verminous rags and forced to go barefoot was exposed to the risk of disease and hypothermia to a far greater degree than another who went well shod and warmly clothed.22 For the individual it was better to be wealthy than to be poor if one wished to live long and to be untroubled by infection. But for society as a whole the balance of advantage was harder to strike. Increasing wealth bore an ambiguous relationship to improved mortality. Mortality, social conventions, and life styles



No less complex than the web of linkages connecting economic circumstances and mortality in the past were the comparable effects of social conventions and the habits and attitudes with which they were associated. Life styles were then at least as influential as they now are in determining exposure to injury, illness, impairment, and death. Aristocratic families in England possessed the means to secure all manner of material benefits and personal services but expectation of life at birth among the aristocracy appears to have lagged behind that of the population as a whole until well into the eighteenth century.23 Although the changes which then caused an increasing difference in life expectancy to develop are obscure, it is far more likely that they had to do with life style than that they were the result of a further increase in the relative income gap between the elite and the rest of the population. The importance of social conventions in relation to mortality levels is 22
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For discussions of the types of disease whose virulence was increased by malnutrition and of those where this was not the case, see Rotberg and Rabb, eds., Hunger and history. This book was the upshot of a conference held in Bellagio. There is a convenient table summarising the views of the participants about the degree to which nutrition influences susceptibility to different diseases on p. 307. The contributed pieces by McKeown and Scrimshaw are of particular interest. See also Livi-Bacci, Population and nutrition, and Walter and Schofield, 'Famine, disease and crisis mortality7, pp. 17-21. According to Hollingsworth's analysis, any increase in expectation of life at birth among the British peerage was modest and uncertain until the cohort born in 1725-49 and was only clear-cut in the following cohort, born in 1750-74: Hollingsworth, The demography of the British peerage, tabs. 42 and 43, pp. 56-7. Expectation of life in the English population as a whole was higher than among the peerage in the seventeenth and early eighteenth centuries, and only began to fall behind the peerage towards the end of the eighteenth century: tab. 6.27, p. 308.
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especially clear in the case of infant mortality. Infant mortality rates in pre-industrial European communities varied very widely, roughly between 100 and 400 per 1000. In consequence, infant deaths were a substantial, sometimes a very large proportion of all deaths, and the level of infant mortality exercised a powerful influence on expectation of life as a whole.24 Infant mortality today is frequently employed as a key measure of the degree of backwardness of different groups or societies. Whatever the merits of this assumption in the contemporary world, it is doubtful whether it can be justified for earlier periods because the level of infant mortality was so heavily affected by breastfeeding customs. Where breastfeeding was universal and prolonged, infant mortality was normally quite low: where it was brief, and especially where children were weaned at birth, it was much higher.25 The alternatives to breast milk were much inferior nutritionally. Infants weaned early in life were very likely to ingest pathogens along with their food, and at the same time lacked the protection provided by the transfer of antibodies in breast milk available to those who were still suckled. It is scarcely surprising that there were large differences in the level of infant mortality between areas where breastfeeding was normally continued for 18 months or more, which appears to have been the case in early modern England,26 and those where it was confined to the first few weeks of life or was not practised at all. But whether or not mothers fed their children at the breast and for how long breastfeeding continued were matters of habit and convention. Breastfeeding might be more universal and more prolonged in poor, remote, and 'backward' popula24



Where infant mortality rates were as high as 350-400 per 1000, and assuming that the population was not actually decreasing, it is obvious that infant deaths must represent a minimum of 35 to 40 per cent of all deaths. Where such levels obtained in periods of population increase still higher percentages must have prevailed. Knodel's work on Bavaria in the nineteenth century suggests that such high percentages were not simply a theoretical possibility: Knodel, 'Infant mortality', tab. 1, p. 299. Even where the infant mortality rate was at a modest level, say 150 per 1000, and assuming that births outnumbered deaths in the ratio of 4 to 3, infant deaths would have been 20 per cent of all deaths. 25 K n o d e l , Demographic behavior in the past, p p . 395-405. K n o d e l concludes, p . 405, 'In brief, the evidence relating to infant mortality a n d birth intervals points clearly to a substantial physiological impact related to breastfeeding and the associated period of postpartum non-susceptibility... Factors other than the physiological impact through breastfeeding may also operate, b u t these are more difficult to determine a n d are unlikely to be of major importance.' For a review of this issue and the literature relating to it, Huffman and Lamphere, 'Breastfeeding performance and child survival'. 26 See pp. 489-92 for indirect evidence that the average length of breastfeeding in the reconstitution parishes w a s about 19 months.
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tions than elsewhere, and in consequence levels of infant mortality might either bear no consistent relationship with the degree of economic or social 'advance' in a population, or the relationship might be the reverse of that suggested by conventional arguments. Within the same community, indeed, if women in elite groups were more reluctant to suckle than their social inferiors, their children might well experience a poorer chance of surviving to their first birthday as a result.27 Other customary practices also exercised a powerful influence on mortality. Childbed rituals provide a good example. For both mother and child the dangers of infection were deeply affected by such customs, ranging from the mode of severance of the umbilical cord, with its associated risk of tetanus, to much less specific hazards or benefits associated with the feeding of the mother, the length and severity of her confinement, the number and nature of those present during delivery, early suckling practices, and so on.28 Many other social customs, however, influenced mortality, perhaps more importantly than vivid, but occasional events like confinement. The manner in which food was prepared and eaten, for example, influenced the risk of infection by certain types of pathogens and might play a major role in deciding whether a diet was well balanced or not. Many such customs, though perceived as stemming from, say, religious precepts, may reflect the unconscious effects of trial and error with what was beneficial or deleterious to health, continued over many generations, but whatever their origins, their existence influenced the physical well being of the population. Other examples of personal or community customs which influenced mortality could be multiplied almost indefinitely. Alcohol consumption is a convenient illustration of the point. Heavy alcohol consumption can exact a severe toll in morbidity and mortality. Muslim society was free from this problem since alcohol was forbidden to believers. At the other extreme, there can be little doubt that a combination of the availability of 27



28



For example, in Nedertornea in northern Sweden the infant mortality of farmers was higher than that of proletarians throughout the first two-thirds of the nineteenth century. At the other extreme of the country the same was also true of Fleninge, though here the overall level of infant mortality was far lower, barely a third of the rate in Nedertornea during the first half of the century; Brandstrom and Sundin, Infant mortality in a changing society', tab. 1, p. 77. It is of interest to note that Knodel concluded that in the German parishes which he studied in the eighteenth and nineteenth centuries, 'all social strata within a village appeared to have shared a more or less common risk of child loss', because local breastfeeding customs were common to all groups; Knodel, Demographic behavior in the past, p. 447. For a general survey of infant feeding and weaning, see Fildes, Breasts, bottles and babies. Wilson, 'Childbirth', and 'Participant or patient?'.
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very cheap gin of dubious quality and the absence of any effective social sanction on heavy drinking was a contributory factor to the strikingly high level of death rates in London in the second quarter of the eighteenth century.29 The surmortalite of men in the middle years of life attracted much comment in nineteenth-century France. This appears to have been due to their drinking habits. Alcoholism has remained a major cause of sex differential mortality in France.30 Men also pay a heavy penalty for smoking more than women. It is a matter of opinion whether the behaviour of an early modern community under a perceived threat from disease is most conveniently treated as an element in its range of social conventions, an aspect of its political organisation, or as a separate category of social activity to be labelled medicine and public health. The imposition of any modern categorisation of behaviour on to the past is debatable. If contemporaries regarded an epidemic visitation as a manifestation of divine displeasure at their falling away from the light, for example, it is artificial to analyse the episode without regard to their conception of its origin. In whatever manner such behaviour is categorised, however, its significance in influencing mortality is clear. Nor can there be any doubt that the increasing willingness of governments to attempt to deal with some kinds of epidemic disease by administrative action played a part in reducing the toll of some of the major killing diseases. Methods of enforcing quarantine regulations and of establishing cordons sanitaires became increasingly effective. This was notably true in the case of plague.31 At a later date when inoculation became known as an effective method of combating smallpox, many parishes considered it sensible to pay for a general inoculation from the poor rates as a protective measure for the community as a whole.32 A change in perception of the propriety of attempting to control disease was no less important than the power to do so. Inoculation against smallpox affords an unusually straightforward illustration of this point, but such a change operating more diffusely probably influenced many aspects of morbidity and mortality towards the end of the parish register period. 29



30



31 32



Landers' work suggests that the crude death rate in London in the 20-year period 1730-49 was 47.3 per 1000; Landers, Death and the metropolis, tab. 5.6, p. 175. See, for example, the data relating to death rates caused by alcoholism and cirrhosis of the liver for men and women in France between 1925 and 1978 in Vallin and Mesle, Les causes de dices, figs. 37 and 38, pp. 190-1. Slack, The impact of plague, pt 3, and esp. pp. 313-26. Razzell, The conquest of smallpox, esp. ch. 5.
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Reconstitution data possess both strengths and weaknesses for the study of mortality. Their strengths will become clear as the tabulated results are presented. Three of their limitations merit a brief preliminary review. First, there is a significant difference in the techniques used to estimate infant and child mortality on the one hand, and adult mortality on the other. Almost all children whose birth is recorded on FRFs remain in observation during the first year of life and, though the proportion in observation thereafter steadily declines as families move elsewhere, coverage remains substantial throughout childhood. Very few children left the parental household before the age of 10, so that if there is evidence that a family continued to reside in the parish it is highly probable that its children were present until that age. Movement away from the parental household into service caused a few children to leave home between the ages of 10 and 15, but there seems good reason to treat the mortality rates for the age group 10-4, measured from FRFs, as dependable in spite of this.33 Infant and child mortality can therefore be captured by following the classic rules expounded by Henry, though in the knowledge that with the elapse of time each family was increasingly likely to have left the parish and in so doing to have reduced the proportion of a given birth cohort which remains in observation. The measurement of adult mortality requires the use of a different technique and remains somewhat more problematic. Those who remained unmarried escape the net altogether. Their deaths were, of course, recorded in parish registers just like those of any other members of the Anglican communion, but since there is no way of establishing how long an unmarried person had been resident in the parish before death, still less of measuring the period of residence of 33



If this were not so, the agreement beween reconstitution rates and those drawn from model life tables would be unlikely to be so good. See below pp. 261-3. Very few deaths occurred in the age group 10-4, which was normally the age group with the lowest death rate. There is only a limited amount of information about the percentage of children still living with their parents by age of child for English communities in the past. Wall quotes data from five communities between the late seventeenth and mid-nineteenth centuries. On average 89 per cent of boys and 93 per cent of girls aged 10-4 were living with their parents. Some of those not with their parents were no doubt with grandparents and therefore often still in the same community. However, he warns that the nature of the lists may have caused the percentages to be overstated. Wall, 'Age at leaving home', tab. 2, p. 190. If there were youngsters of this age who died while out in service, however, it may well have been normal to take them to their home parish for burial.
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someone who lived for a time in the parish but then left it to die elsewhere (whose period of residence should therefore be included in any total of years lived in observation), no rates relating to the unmarried can be calculated. The position is more promising for those who were baptised in the parish and subsequently married there, and whose ages at marriage are therefore known. If, for example, such individuals always thereafter remained in the parish until their deaths, it would be a straightforward matter to treat them as entering into observation on marriage and tabulate years lived and deaths occurring in each successive age group. Accurate mortality rates could then be derived at least for those who were born and subsequently married in a parish. Migration complicates the picture, however. Those who left their parish of birth to settle elsewhere are lost to view. The larger the proportion of cases where migration has led to a missing date of death, the greater the importance of finding a way of dealing with the problem which does not lead either to a biased estimate of adult mortality on the one hand, or to an estimate with unacceptably wide margins of error on the other. It is always possible to identify a date up to which the person in question was resident in the parish even if this is no later than the date of the marriage, but when thereafter death took place is unknown in the case of migrants from the parish. Several methods of making the best of the available data relating to married adults have been suggested. Henry proposed a solution that depended upon making maximum and minimum estimates of the level of mortality. For each individual whose date of death was unknown he established the latest date at which he or she was still alive, and, where known, the earliest date before which he or she had died. The former gave the most pessimistic solution to the question of when the individual had died (that is that he had died immediately after the last known recorded event relating to him). The latter gave the most optimistic possibility: that the individual had died immediately before this date. If no such terminal date were known, the individual was assumed to have lived to 80 years. Since the latter, in particular, is clearly a limiting possibility rather than a realistic assumption, Henry also suggested a way of reducing the gap between the maximum and minimum estimates to more plausible limits. Henry restricted the population included in his analysis to those who were born and had married in the parish, and, in the case of women, restricted the sample further to those who married a man who had been born in the parish. In parishes where migration was comparatively rare the resulting maximum and minimum estimates might differ only
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slightly.34 The higher the prevailing level of migration, however, the greater the margin of uncertainty. The most important advance in estimating adult mortality since Henry's original discussion was made by Blum.35 Like Henry his analysis is confined to natives of a parish who also marry in it. Blum approached the problem by confining his attention to mortality taking place within the parish. His innovation lay in focusing attention upon the estimation of the total period spent at risk in the parish both by those who died there and by those who died elsewhere. In other words, he drew attention to the fact that it is essential to quantify the time spent in the parish before their departure by those who subsequently leave, since this represents a part of the collective period of risk experienced both by 'stayers' and by 'leavers' to which the deaths of 'stayers' should be related in order to calculate a parish mortality rate. Migrants from the parish are at risk to die as long as they stay in the parish, and mortality will be overestimated if such exposure is ignored. It is straightforward to calculate the period from marriage to the date of the event that last testifies to the presence of an individual in the parish, but account must also be taken of the further period of residence which will occur before departure takes place. The nature of Blum's method and the methods used to generate the adult mortality estimates reported in this chapter are described in detail in appendix 6. In brief, Blum's solution to the estimation of maximum exposure was to assume that the subsequent family history of migrants was like that of those who remained in the parish until their death. If a migrant had not moved, further events relating to his or her family would have been recorded according to the pattern that holds for those who did not migrate. The date at which the next such event would have occurred can be established by drawing upon information from the families of stayers and this date sets an upper limit to the period of exposure of the migrant. If he or she had not migrated, in other words, it is reasonable to suppose that a further event would have appeared on the relevant FRF just as it did on the FRFs of those who remained behind.36 Blum's method has recently been the subject of critical analysis by 34 35



36



Henry, Manuel de demographie historique, pp. 113-6. Blum, 'Estimation de la mortalite locale'. (An English language version of this article was subsequently published; Blum, 'An estimate of local adult mortality based on family cards'.) The nature of the problem posed by migrants to the estimation of adult mortality is succinctly described in Ruggles, 'Migration, marriage, and mortality', esp. pp. 514-21, where a range of possible solutions is also evaluated.
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Ruggles. Ruggles attempted to show by simulation that in places where emigration levels were low Blum's method of estimating maximum exposure to produce an estimate of minimum mortality could actually result in estimates of male mortality that were slightly higher than the true level.37 The nature of Ruggles's critique is also summarised in appendix 6. The second problem associated with the use of family reconstitution data relates to the relatively small number of parishes in the data set. If, for example, one wished to test the empirical law relating population density to mortality suggested by William Farr, it would be desirable to have a much larger sample of parishes representing the whole spectrum of settlement sizes and densities. The very small number of parishes in the size categories that are represented precludes confident generalisation. Mutatis mutandis this problem arises in many contexts. Thirdly, a cognate difficulty arises from the small number of deaths upon which mortality rates in some age groups are based, especially where rates relating to quinquennia or, still more, to even shorter periods are concerned. The behaviour of the annual totals of deaths in the reconstitution data set bears a close resemblance to national patterns, as we have already noted.38 In the reconstitution parishes the annual totals of deaths recorded on FRFs was substantial (normally ranging between 350 and 600 a year in groups 2 and 3, for example), but the totals of deaths where the age of the deceased is known was substantially smaller, and the numbers in particular age groups much smaller still. For example, it is clear from aggregative data that the year 1729 was a year of high mortality.39 Reconstitution data show that 1729 was a year in which infant mortality was somewhat higher than normal (the infant rate for legitimate children was 225 per 1000 compared with an average for the 1720s of 193 per 1000). They also suggest, intriguingly, that mortality in the age group 10-4 was unusually low (20.3 per 1000 compared with 23.1 per 1000 in the decade of the 1720s). But it would be unwise to suppose that equal confidence can be placed in the two rates, since the latter estimate is based on a total of only 4 deaths whereas the infant mortality estimate is based on 108 deaths. This makes the discussion of short-term changes in age-specific mortality problematic, though for longer periods, with larger totals of deaths, the difficulty largely disappears. 37 39



38 Ibid., pp. 515-7. See above pp. 63-7. National aggregative data suggest that the crude death rate was 44.7 per 1000 in 1729 compared with a decadal average for the 1720s of 32.8 per 1000; Wrigley and Schofield,



Population history of England, tab. A3.3, p. 533.
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Overall patterns of infant and child mortality It has long been conventional to describe infant and child mortality by dividing the early years of life into four main age groups, 0-1,1-4, 5-9, and 10^1 years. The first two of these categories are sometimes then further subdivided: infant mortality in order, say, to distinguish neonatal mortality from mortality later in the first year of life; and early childhood mortality between the ages of 1 and 5 because rates in the early part of this age period are much higher than those towards its end. Since the rates for the individual years of life in the two later age groups are normally very similar it is less common to subdivide them. Such conventional partitioning of infant and child mortality makes a convenient beginning, but it is important to bear in mind its arbitrary nature. There might be more in common between mortality trends in months 6-11 and 12-7, for example, than between months 0-5 and 6-11, if, say, weaning took place between 9 and 15 months. Or again, the effects of the emergence or disappearance of a destructive disease which has a strongly age-specific incidence may be muffled by the normal age divisions but appear more clearly if different divisions are constructed ad hoc. We shall therefore begin by following the conventional path, but later consider less common age divisions. Table 6.1 shows infant and child mortality rates by decade and by quarter-century for the period 1580-1837. The data for 1580-99 were taken from group 1 parishes, those for 1600-1729 from group 2, those for 1730-89 from group 3, and for the remaining period from group 4. There was therefore a 'join' problem arising from the fact that the composition of the four groups differed.40 Group 4 in particular contains a much smaller number of parishes than the other groups, and, although it is a subset of the parishes in group 3, it has only a limited overlap in membership with groups 1 and 2.41 To construct a single decennial series from data from all four groups, adjustments to the raw rates were made by calculating the ratio between rates in any two adjacent groups during a 50-year overlap period and inflating or deflating rates accordingly. Group 2, which contains the largest number of parishes of any of the four groups, was used as a base and data drawn from other groups were adjusted to conform with group 2 in order to provide a 40



41



See above pp. 24-8 for a full discussion of the composition of the groups and the rationale of constructing long-run series using data from all four groups. Banbury, Bottesford, Gedling, and Odiham were members of both group 1 and group 4. There was the same common membership of groups 2 and 4 with the addition of Shepshed.
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Table 6.1 Infant and child mortality (1000qx): rates and years of exposure on which rates were based Rates 5 
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