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Preface



TEXT OVERVIEW



This text emphasizes the successful engineering design of digital devices and machines from first principles. A special effort has been made not to "throw" logic circuits at the reader so that questions remain as to how the circuits came about or whether or not they will function correctly. An understanding of the intricacies of digital circuit design, particularly in the area of sequential machines, is given the highest priority — the emphasis is on error-free operation. From an engineering point of view, the design of a digital device or machine is of little or no value unless it performs the intended operation(s) correctly and reliably. Both the basics and background fundamentals are presented in this text. But it goes well beyond the basics to provide significant intermediate-to-advanced coverage of digital design material, some of which is covered by no other text. In fact, this text attempts to provide course coverage at both the first and second levels — an ambitious undertaking. The aim is to provide the reader with the tools necessary for the successful design of relatively complex digital systems from first principles. In doing so, a firm foundation is laid for the use of CAD methods that are necessary to the design of large systems. In a related sense, VHDL behavioral and architectural descriptions of various machines, combinational and sequential, are provided at various points in the text for those instructors and students who wish to have or require a hardware description language in the study of digital design. The text is divided into 16 relatively small chapters to provide maximum versatility in its use. These chapters range from introductory remarks to advanced topics in asynchronous systems. In these chapters an attempt is made to replace verbosity by illustration. Students generally do not like to read lengthy verbal developments and explanations when simple illustrations suffice. Well more than 600 figures and tables help to replace lengthy explanations. More than 1000 examples, exercises, and problems (worked and unworked, single and multiple part) are provided to enhance the learning process. They range in complexity from simple algebraic manipulations to multipart system-level designs, each carefully chosen with a specific purpose in mind. Annotated references appear at the end of each chapter, and an appendix at the end of the text provides the details of subjects thought to be peripheral to the main thrust of the text. Chapter 1 breaks with tradition in providing a complete glossary of terms, expressions, and abbreviations that serves as a conspicuous and useful source of information.



SUBJECT AREAS OF PARTICULAR STRENGTH IN THIS TEXT



Like others, this text has its subject areas of strengths — those that are uniquely presented in sufficient detail as to stand out as significant didactic and edifying contributions. This text xix



XX



PREFACE



breaks with tradition in providing unique coverage in several important areas. In addition to the traditional coverage, the following 20 subject areas are of particular strength in this text: 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20.



Thorough coverage of number systems, arithmetic methods and algorithms, and codes Mixed logic notation and symbology used throughout the text Emphasis on CMOS logic circuits Unique treatment of conventional Boolean algebra and XOR algebra as these subjects relate to logic design Entered variable mapping methods as applied throughout the text to combinational and sequential logic design Applications of Reed-Muller transformation forms to function minimization Nonarithmetic combinational logic devices such as comparators, shifters, and FPGAs Arithmetic devices such as carry-save adders, multipliers, and dividers Three uniquely different ALU designs, including an introduction to dual-rail systems and ALUs with completion signal and carry look-ahead capability Detection and elimination methods for static hazards in two-level and multilevel (e.g., XOR-type) circuits including the use of binary decision diagrams (BDDs) Design and analysis of flip-flops provided in a simple, well organized fashion Detection and elimination of timing defects in synchronous sequential circuits Input synchronization and debouncing, and FSM initialization and reset methods Use of unique modular methods in the design of shift registers and counters Complete coverage of ripple counters, ring counters and linear feedback shift register (LFSR and ALFSR) counters Application of the array algebraic and one-hot approaches to synchronous FSM design Detection and elimination of timing defects in asynchronous fundamental mode FSMs Design and analysis of asynchronous FSMs including the nested cell approach, single transition time (STT) machines by using array algebra, and the one-hot code method High speed externally asynchronous/internally clocked systems, including an introduction to dynamic domino logic applications Programmable asynchronous sequencers



READERSHIP AND COURSE PREREQUISITES



No prior background in digital design is required to enter a first course of study by using this text. It is written to accommodate both the first- and second-level user. What is required is that the reader have sufficient maturity to grasp some of the more abstract concepts that are unavoidable in any digital design course of study. It has been the author's experience that digital design makes an excellent introduction to electrical and computer engineering because of the absolute and precise nature of the subjects — there are no approximation signs. This text is designed to make first reading by a user a rewarding experience. However, there is sufficient advanced material to satisfy the needs of the second level students and professionals in the field. A first-level understanding of the subject matter is necessary before entering a second-level course using this text.
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SUGGESTED TEXT USAGE



Perhaps the best advice that can be given to instructors on the use of this text is to study the table of contents carefully and then decide what subject matter is essential to the course under consideration. Once this is done the subject area and order of presentation will usually become obvious. The following two course outlines are offered here as a starting point for instructors in making decisions on course subject usage: The Semester System [1] First-Level Course—Combinational Logic Design Block I



Introduction (Chapter 1) Number systems, binary arithmetic and codes (Sections 2.1 through 2.5 or choice) Binary state terminology, CMOS logic circuits, and mixed-logic symbology (Sections 3.1 through 3.7) Reading and construction of logic circuits (Section 3.8) XOR and EQV operators and mixed-logic symbology (Section 3.9) Laws of Boolean and XOR algebra (Sections 3.10 through 3.12) Review EXAM #1 Block II Introduction; logic function representation (Sections 4.1 and 4.2) Karnaugh map (K-map) function representation and minimization, don't cares, and multioutput optimization (Sections 4.3 through 4.5) Entered variable mapping methods and function reduction of five or more variables (Sections 4.6, 4.7 and 4.12) Introduction to minimization algorithms (Section 4.8) Factorization and resubstitution methods (Subsections 4.9.1 and 4.9.2) Function minimization by using XOR K-map patterns (Sections 5.1 through 5.4) Review EXAM #2 Block III Introduction to combinational logic design (Section 6.1) Multiplexers, decoders, priority encoders, and code converters (Sections 6.2 through 6.5; Section 2.10) Magnitude comparators, parity generators and shifters (Sections 6.6 through 6.8) Programmable logic devices — ROMs, PLAs and PALs (Sections 7.1 through 7.6)



xxn
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Adders, subtracters, multipliers, and dividers (Section 2.6 and Subsections 2.9.1 through 2.9.5 or choice; Sections 8.1 through 8.7 or choice) Arithmetic and logic units — ALUs (Section 8.8) — may be omitted if time-limited Static hazards in combinational logic devices (Sections 9.1 and 9.2) Review EXAM #3 and/or FINAL [2] Second-Level Course—State Machine Design and Analysis Block IV



Introduction; models, the state diagram, and heuristic development of the basic memory cells (Sections 10.1 through 10.4) Design and analysis of flip-flops, flip-flop conversion; timing problems; asynchronous overrides; setup and hold time requirements (Sections 10.5 through 10.11) Design of simple synchronous finite state machines; K-map conversion; analysis of synchronous FSMs (Sections 10.12 and 10.13) Review EXAM #1 Block V Introduction; detection and elimination of timing defects in synchronous state machines (Sections 11.1 through 11.3) Synchronizing and stretching of asynchronous inputs; metastability; clock skew and clock sources (Sections 11.4 through 11.6) Initialization and reset of FSMs, and debouncing circuits (Sections 11.7 and 11.8) Applications to the design and analysis of more complex synchronous FSMs; ASM charts and state assignment rules; array algebraic approach to FSM design; state minimization (Sections 11.9 through 11.12) Review EXAM #2 Block VI Introduction; design of shift registers and synchronous counters; synchronous vs asynchronous parallel loading (Sections 12.1 through 12.3) Shift register counters and ripple counters; special purpose counters (Sections 12.4 through 12.5) Alternative architecture — use of MUXs, decoders, PLDs, counters and shift registers; the one-hot design method (Sections 13.1 through 13.5) The controller, data path, functional partition, and system-level design (Sections 13.6 and 13.7) Introduction to asynchronous sequential machines — fundamental mode FSMs (Sections 14.1 through 14.9)
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Pulse mode approach to asynchronous FSM design (Sections 15.1 through 15.6) Selected topics in Chapter 16 Review EXAM #3 and/or FINAL The choice of course content is subject to so many variables that no one course outline will suffice even within a single institution where several instructors may teach a given course. It is for this reason that the text is divided up into 16 relatively small chapters. This offers the instructor somewhat more flexibility in the choice of subject matter. For example, if it is desirable to offer a single (combined) semester course in digital design, it might be desirable to offer both combinational and sequential (synchronous FSM) logic design. Such a course might include the following subject areas taken from Blocks I through VI in sample course outlines [1] and [2]: [3] Single (Combined) Semester Course in Digital Design Binary state terminology, and mixed-logic symbology (Sections 3.1 through 3.7) Reading and construction of logic circuits (Section 3.8) XOR and EQV operators and mixed-logic symbology (Section 3.9) Laws of Boolean and XOR algebra (Sections 3.10 through 3.12) Review EXAM #1 Logic function representation (Sections 4.1 and 4.2) K-map function representation and minimization, don't cares and multioutput optimization (Sections 4.3 through 4.5) Entered variable mapping methods and function reduction of five or more variables (Sections 4.6, 4.7 and 4.12) Multiplexers, decoders, priority encoders, and code converters (Sections 6.2 through 6.5) Comparators, parity generators, and shifters or choice (Sections 6.6 through 6.8) Adders, subtractors, and multipliers (Sections 8.1 through 8.3; Section 8.6) Static hazards in combinational logic devices (Sections 9.1 and 9.2) Review EXAM #2 Heuristic development of the basic memory cells (Sections 10.1 through 10.4) Design and analysis of flip-flops, flip-flop conversion (Sections 10.5 through 10.8) Asynchronous overrides; setup and hold time requirements; design and analysis of simple synchronous state machines (Sections 10.10 through 10.13) Detection and elimination of timing defects in synchronous state machines (Sections 11.1 through 11.3) Synchronizing of asynchronous inputs (Section 11.4) Initialization and reset of FSMs; debouncing circuits (Sections 11.7 and 11.8) Shift registers and counters (Sections 12.1 through 12.3)
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Alternative architecture — use of MUXs, decoders, PLDs; the one-hot method (Sections 13.1 through 13.3, Section 13.5) The controller, data path, and functional partition and system-level design (Sections 13.6 and 13.7) Review EXAM #3 and/or FINAL Though the subject coverage for EXAM #3 in course sample outline [3] seems large in proportion to those required for EXAM #2, a close inspection will indicate that the number of sections are the same. The sections required for EXAM #1 number about half that of the other two. The Quarter System Not all courses at colleges and universities are operated on a semester basis. Some are operated on the quarter system. This requires that the course subject areas be divided up in some logical and effective manner, which may require that both combinational and sequential machines be covered within a given quarter course. As a guide to subject area planning on the quarter system when using this text, the following quarter system may be considered (refer to sample course outlines [1] and [2]): First Quarter



Block I EXAM#1 Block II EXAM #2 Second Quarter



Block III EXAM #1 Block IV EXAM #2 Third Quarter



Block V EXAM #1 Block VI EXAM #2 Fourth Quarter (if applicable)



Chapters 14 and 15 EXAM #1 Chapter 16 PROJECT and/or EXAM #2
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Certainly, there are an endless number of ways in which the subject areas can be divided up to meet the requirements of digital design courses that are offered on the basis of a semester, quarter, or trimester system. The presence of 16 relatively small chapters should make the decision process less complicated and lead to a meaningful and productive treatment of digital logic design. INSTRUCTIONAL SUPPORT SOFTWARE AND MATERIALS For the Student Bundled with this text on CD-ROM are five important software programs: a logic simulator called EXL-Sim2002; two logic minimizers, BOOZER and ESPRESSO II; and two advanced CAD programs called ADAM and A-OPS. Complete instructions are included with each software program. The following is a short description of each software program. More detail descriptions are available in Appendix B. EXL-Sim2002 is a gate-level, interactive, schematic-capture and simulation program that is ideally suited for use with this text at either the entry or advanced-level of logic design. Its many features include drag-and-drop capability, rubber banding, mixed logic and positive logic simulations, macro generation, individual and global delay assignments, connection features that eliminate the need for wire connections, schematic page sizing and zooming, waveform zooming and scrolling, and a variety of printout capabilities. BOOZER is a software minimization tool that is recommended for use with this text. It accepts entered variable (EV) or canonical (1's and O's) data from K-maps or truth tables, with or without don't cares, and returns an optimal or near optimal single or multi-output solution. It can handle up to 12 Boolean functions and as many inputs when used on modern computers. ESPRESSO II is another software minimization tool that is in wide use in schools and industry. It supports advanced algorithms for minimization of two-level, multi-output Boolean functions but does not accept entered variables. ADAM (for Automated Design of Asynchronous Machines} is a very powerful software tool that permits the automated design of very complex asynchronous and synchronous state machines, all free of timing defects. The input files are state tables for the desired state machines. The output files are given in the Berkeley format appropriate for directly programming PLAs. A-OPS stands for Asynchronous One-hot Programmable Sequencer designs of asynchronous and synchronous state machines. A-OPS generates output files and VHDL code for the automated timing-defect-free design of 1-Hot sequencers and state machines that can be driven by either PLAs or RAM. This software tool can be used to design systems that permit instant switching between radically different timing-defect-free controllers on a time-shared basis. For the Instructor An instructor's manual is placed on CD-ROM together with all five software programs given in the previous paragraphs. The instructor's manual contains the statement of and the detailed solutions for all problems presented in the text, all in PDF format. All figures (also in PDF format) are provided separately in the manual for selective use in creating transparencies or hard copies. Acrobat Reader 5.0, required for reading these files, is free from the Adobe web site http://www.adobe.com.
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Any text of this size and complexity is bound to contain errors and omissions that have been overlooked throughout the extensive review and editing process. Identification of any error or omission would be greatly appreciated by the editors of Academic Press and by the author. Constructive comments regarding matters of clarity, organization and coverage of subject matter are also valued. Such information should be directed to the author: Professor Richard F. Tinder School of Electrical Engineering and Computer Science Washington State University Pullman, WA 99164-2752 e-mail address: [email protected]
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Introductory Remarks and Glossary



1.1



WHAT IS SO SPECIAL ABOUT DIGITAL SYSTEMS?



No area of technology has had or is likely to continue to have more of a profound impact on our lives than digital system development. That's quite a statement, but its truth is obvious when one considers the many ways we have become dependent on "digitized" technology. To put this in perspective, let us review the various areas in which digital systems play an important role in our lives. As this is done, keep in mind that there is significant, if not necessary, overlap in the digital system technologies that make possible those areas we have come to take for granted: computing, information retrieval, communication, automatic control systems, entertainment, and instrumentation. Computing: A computer, like the telephone and television, has become almost an essential part of every household. Word processing, information retrieval, communication, finance and business management, entertainment, art and graphics — these are but a few of the functions performed by our beloved computers. In the span of a little more than 10 years, computers in the home and in small businesses have advanced from what was termed microcomputers to the present computers with nearly mainframe capability. Home computers can now perform relatively sophisticated operations in the areas just mentioned. Of course, vastly improved computer speed and memory, together with powerful software development, are primarily responsible for the rapid rise in personal computer capabilities. In addition to the digital computer itself, there are other digital devices or peripherals that are normally part of a computer system. These include disk drives, CD-ROM drives, modems, CRT and LCD monitors, sound cards, scanners, and printers. Then there are the hand-held calculators that now have nearly microcomputer capability and are quite inexpensive. All of these things have been made possible because of the advances in digital system technology. But this is just the beginning. Information Retrieval: The ability to consult one's favorite encyclopedia via CD-ROM or surf (browse) the World Wide Web (WWW) has become a very important part of computer use in the home, at school, and in business. The use of CD-ROMs also permits access to information in the specialized areas of literature, music, religion, health, geography, math, 1
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physical science, biology, and medicine, to name a few. But information retrieval is not limited to these functions. Network communication between computers and our ability to tap into huge university libraries are other important sources of information. Think of where businesses would be without access to data-base information that is critical to day-to-day operation. Local and national security operations depend heavily on data-base information stored on computers that are most likely part of a network. Yes, and then there is education. What an invaluable source of information the computer has become both in the classroom and in the home. Communications: It would be hard to imagine what our world would be like without the ability to send facsimile (fax) communications or e-mail. These are digital transmission methods that were developed to a high degree of sophistication over a period of about 10 years. Of course, the modem, another digital device, has made this possible. Digital communication is hardly limited to fax and e-mail. One's home phone or cellular phone is likely to be digital, permitting a variety of features that were difficult if not impossible to provide by means of an analog transmission device. Scientific data, national security information, and international communications, all of which are collected and transmitted back to earth by satellite, are accomplished by digital transmission methods with accuracy not possible otherwise. Automatic Control Systems: Digital automatic control systems have replaced the old analog methods in almost all areas of industry, the home, and transportation. Typical examples include rapid transit systems, integrated circuit fabrication systems, robot systems of all types in assembly-line production, space vehicle operations, a variety of automobile associated operations, guidance systems, home security systems, heating and air-conditioning systems, many home appliances, and a host of medical systems. Entertainment: Who cannot help but be awed by the impressive computer generated graphics that have become commonplace in movies and in games produced on CDs. Movies such as Jurassic Park and the new Star Wars series will perhaps be remembered as having established a new era in the art of make-believe. The games that are available on the home computer include everything from chess and casino-type games to complex and challenging animated aircraft operations and adventure/fantasy games. Then add to these the high-quality sound that CDs and the Internet produce, and one has a full entertainment center as part of the personal computer. Of course, the incursion of digital systems into the world of entertainment extends well beyond movies and games. For example, one has only to listen to digitally recorded or remastered CDs (from the original analog recordings) to enjoy their clear, noise-free character. Also, don't forget the presence of electronic keyboard instruments ranging from synthesizers to Clavinovas and the like. Then for those who consider photography as entertainment, digital cameras and camcorders fall into this category. And the list goes on and on. Instrumentation: A listing of the many ways in which digital system technology has affected our lives would not be complete without mentioning the myriad of measurement and sensing instruments that have become digitized. Well known examples of electronic laboratory testing equipment include digital voltmeters, ammeters, oscilloscopes, and waveform generators and analyzers. Then there are the sophisticated medical instruments that include MRI and CAT scan devices. Vital signs monitoring equipment, oximeters, IV pumps, patient controlled analgesia (PCA) pumps, digital ear thermometers, and telemetry equipment
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are typical examples of the many other ways the medical industry has made use of digital systems technology.
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THE YEAR 2002 AND BEYOND?



If one considers what has happened in, say, the past 15 years, the path of future technological development in the field of digital systems would seem to be limited only by one's imagination. It is difficult to know where to begin and where to end the task of forecasting digital system development, but here are a few examples in an attempt to accomplish this: Computer power will continue to increase as the industry moves to 0.10/x (and below) CMOS technology with speeds into the terahertz range and with a demand for more efficient ways to sink the heat generated by billions of transistors per processor operated with supply voltages of one volt or below. There will be dramatic changes in the peripherals that are now viewed as part of the computer systems. For example, vacuum (CRT) monitors will eventually be replaced by picture-frame style LCD monitors, or by micropanel displays using either DLP (Digital Light Processing) or FED (field emission display) technologies. Digitized high-definition TV (HDTV) will eventually replace all conventional TV sets, and the World Wide Web (WWW) will be viewed on HDTV via special dedicated computers. In all, larger, sharper, brighter, and clearer computer and TV displays are to be expected, together with a fast-growing and impressive assortment of wireless hand-held and wristbound devices. Expect that the mechanically operated magnetic storage systems (disk drives) of today will soon be replaced by a MR (magneto-resistive) technology that will increase the areal storage density (gigabits per square inch) by a factor of 100 to 200, or by OAWD (optically assisted Winchester drive) and MO (magneto-optical) technologies that are expected to increase the areal density even further. Eventually, a holographic storage technology or a proximal probe technology that uses a scanning tunneling microscopic technique may provide capabilities that will take mass storage to near its theoretical limit. Thus, expect storage systems to be much smaller with enormously increased storage capacity. Expect that long-distance video conferencing via computer will become as commonplace as the telephone is today. Education will be a major beneficiary of the burgeoning digital age with schools (K-12, and universities and colleges both public and private) being piped into major university libraries and data banks, and with access to the ever-growing WWW. Look for the common film cameras of today to be replaced by digital cameras having megapixel resolution, audio capability, and with the capability to store a large number of pictures that can be reviewed on camera and later presented on screen by any computer. Expect that certain aspects of laser surgery will be microprocessor controlled and that X-ray imaging methods (e.g., mammography) and radiology generally will be digitally enhanced as a common practice. Also, health facilities and hospitals will be linked for immediate remote site consultation and for specialized robotics surgery. Expect digital systems to become much more sophisticated and pervasive in our lives. Interconnectivity between "smart" electrically powered systems of all types in the home, automobile, and workplace could be linked to the web together with sophisticated fail-safe and backup systems to prevent large-scale malfunction and possible chaos. Such interconnected systems are expected to have a profound effect on all aspects of our lives — what and when we eat, our exercise habits, comfort and entertainment needs, shopping
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activities, medical requirements, routine business transactions, appointment schedules, and many others imaginable. Optical recognition technology will improve dramatically in the fields of robotics, vehicular operation, and security systems. For example, expect that iris and retinal pattern recognition will eventually be used to limit access to certain protected systems and areas, and may even replace digital combination locks, IDs, and licenses for such purposes. Taxation, marketing, and purchasing methods will undergo dramatic changes as digital systems become commonplace in the world of government, commerce, and finance. Even the world of politics, as we now know it, will undergo dramatic change with the use of new and more efficient voting and voter sampling methods. Mass production line manufacturing methods by using robots and other digitally automated mechanical devices will continue to evolve at a rapid pace as dictated by domestic and world market forces. Expect that logic minimization tools and automated digital design tools will become more commonplace and sophisticated, permitting designers with little practical experience to design relatively complex systems. Business networking will undergo dramatic improvements with the continued development of gigabit Ethernet links and high-speed switching technology. Home connectivity will see vast improvements in satellite data service downloading (up to 400 kbps), 56-kbps (and higher) modems that need high-quality digital connections between phones and destination, improved satellite data service with bidirectional data transmission, and DSL (digital subscriber line) cable modem systems. Finally, there are some really exciting areas to watch. Look for speech recognition, speech synthesis, and handwriting and pattern recognition to dramatically change the manner in which we communicate with and make use of the computer both in business and in the home. Somewhere in the future the computer will be equipped with speech understanding capability that allows the computer to build ideas from a series of spoken words — perhaps like HAL 9000 in the film 2001: A Space Odyssey. Built-in automatic learning capability may yet prove to be the most challenging undertaking facing computer designers of the future. Thus, expect to see diminished use of the computer keyboard with time as these technologies evolve into common usage. Revolutionary computer breakthroughs may come with the development of radically different technologies. Carbon nanotube technology, for example, has the potential to propel computer speeds well into the gigahertz range together with greatly reduced power dissipation. The creation of carbon nanotube transistors could signal the dawn of a new revolution in chip development. Then there is the specter of the quantum computer, whose advent may lead to computing capabilities that are trillions of times faster than those of conventional supercomputers. All of this is expected to be only the beginning of a new millennium of invention limited only by imagination. Remember that radically different technological breakthroughs can appear at any time, even without warning, and can have a dramatic affect on our lives, hopefully for the better. To accomplish all of the preceding, a new generation of people, technically oriented to cope with the rapidly changing digital systems technology, will result as it must. This new generation of people will have a dramatic impact on education, labor, politics, transportation, and communications, and will most certainly affect domestic and global economies. Thus, expect that more pressure and responsibility will be placed on universities to produce the quality training that can match up to this challenge, not just over a short period but also in the long term.
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1.3



A WORD OF WARNING



Not yet mentioned are the changes that must take place in the universities and colleges to deal with this rapidly evolving technology. It is fair to say that computer aided design (CAD) or automated design of digital systems is on the upswing. Those who work in the areas of digital system design are familiar with such hardware description languages as VHDL or Verilog, and the means to "download" design data to program PLAs or FPGAs (field programmable gate arrays). It is possible to generate a high-level hardware description of a digital system and introduce that hardware description into circuit layout tools such as Mentor Graphics. The end result would be a transistor-level representation of a CMOS digital system that could be simulated by one of several simulation tools such as HSPICE and subsequently be sent to the foundry for chip creation. The problem with this approach to digital system design is that it bypasses the need to fully understand the intricacies of design that ensure proper and reliable system operation. As is well known, a successful HSPICE simulation does not necessarily ensure a successful design. In the hands of a skilled and experienced designer this approach may lead to success without complications. On the other hand, if care is not taken at the early stages of the design process and if the designer has only a limited knowledge of design fundamentals, the project may fail at one point or another. Thus, as the use of automated (CAD) designs become more attractive to those who lack design detail fundamentals, the chance for design error at the system, device, gate, or transistor level increases. The word of warning: Automated design should never be undertaken without a sufficient knowledge of the field and a thorough understanding of the digital system under consideration — a little knowledge can be dangerousl This text is written with this warning in mind. The trend toward increasing CAD use is not bad, but automated design methods must be used cautiously with sufficient background knowledge to carry out predictably successful designs. Computer automated design should be used to remove the tedium from the design process and, in many cases, make tractable certain designs that would otherwise not be possible. But CAD is not a replacement for the details and background fundamentals required for successful digital system design. It is the goal of this text to provide the reader with the necessary details and background fundamentals so as to permit a successful transition into the CAD domain.
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Upon entering any new field, there is always the problem of dealing with the "jargon" that is peculiar or unique to that field. Conspicuously absent in most texts on digital design is a glossary of terms, expressions, and abbreviations that are used — yes, and even overused — in presenting the subject matter. Readers of these texts are often left leafing through back pages and chapters in search of the meaning of a given term, expression or abbreviation. In breaking with tradition, this text provides an extensive glossary, and does so here at the beginning of the text where it can be used — not at the end of the text where it may go unnoticed. In doing this, Chapter 1 serves as a useful source of information. ABEL: advanced Boolean expression language. Accumulator: an adder/register combination used to store arithmetic results. Activate: to assert or make active.
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Activation level: the logic state of a signal designated to be active or inactive. Activation level indicator: a symbol, (H) or (L), that is attached to a signal name to indicate positive logic or negative logic, respectively. Active: a descriptor that denotes an action condition and that implies logic 1. Active device: any device that provides current (or voltage) gain. Active high (H): indicates a positive logic source or signal. Active low (L): indicates a negative logic source. Active state: the logic 1 state of a logic device. Active transition point: the point in a voltage waveform where a digital device passes from the inactive state to the active state. Addend: an operand to which the augend is added. Adder: a digital device that adds two binary operands to give a sum and a carry. Adder/sub tractor: a combinational logic device that can perform either addition or subtraction. Adjacent cell: a K-map cell whose coordinates differ from that of another cell by only one bit. Adjacent pattern: an XOR pattern involving an uncomplemented function in one cell of a K-map and the same function complemented in an adjacent cell. ALFSR: autonomous linear feedback shift register. ALFSR counter: a counter, consisting of an ALFSR, that can sequence through a unique set of pseudo-random states that can be used for test vectors. Algorithm: any special step-by-step procedure for accomplishing a task or solving a problem. Alternative race path: one of two or more transit paths an FSM can take during a race condition. ALU: arithmetic and logic unit. Amplify: the ability of an active device to provide current or voltage gain. Analog: refers to continuous signals such as voltages and current, in contrast to digital or discrete signals. AND: an operator requiring that all inputs to an AND logic circuit symbol be active before the output of that symbol is active — also, Boolean product or intersection. AND function: the function that derives from the definition of AND. AND gate: a physical device that performs the electrical equivalent of the AND function. AND laws: a set of Boolean identities based on the AND function. AND-OR-Invert (AOI) gate: a physical device, usually consisting of two AND gates and one NOR gate, that performs the electrical equivalent of SOP with an active low output. AND plane: the ANDing stage or matrix of a PLD such as a ROM, PLA, or PAL. Antiphase: as used in clock-driven machines to mean complemented triggering of a device relative to a reference system, such as, an FET input device to an RET FSM. Apolar input: an input, such as CK, that requires no activation level indicator to be associated with it. Arbiter module: a device that is designed to control access to a protected system by arbitration of contending signals. Arithmetic and logic unit (ALU): a physical device that performs either arithmetic or logic operations.
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Arithmetic shifter: a combinational shifter that is capable of generating and preserving a sign bit. Array algebra: the algebra of Boolean arrays and matrices associated with the automated design of synchronous and STT machines. Array logic: any of a variety of logic devices, such as ROMs, PLAs or PALs, that are composed of an AND array and an OR array (see Programmable logic device or PLD). ASIC: application-specific 1C. ASM: algorithmic state machine. Assert: activate. Assertion level: activation level. Associative law: a law of Boolean algebra that states that the operational sequence as indicated by the location of parentheses in a p-term or s-term does not matter. Associative pattern: an XOR pattern in a K-map that allows a term or variable in an XOR or EQV function to be looped out (associated) with the same term or variable in an adjacent cell provided that the XOR or EQV connective is preserved in the process. Asynchronous: clock-independent or self-timed — having no fixed time relationship. Asynchronous input: an input that can change at any time, particularly during the sampling interval of the enabling input. Asynchronous override: an input such as preset or clear that, when activated, interrupts the normal operation of a flip-flop. Asynchronous parallel load: the parallel loading of a register or counter by means of the asynchronous PR and CL overrides of the flip-flops. Augend: an operand that is added to the addend in an addition operation. Barrel shifter: a combinational shifter that only rotates word bits. Base: radix. Also, one of three regions in a BIT. Basic cell: a basic memory cell, composed of either cross-coupled NAND gates or crosscoupled NOR gates, used in the design of other asynchronous FSMs including flip-flops. BCD: binary coded decimal. BCH: binary coded hexadecimal. BCO: binary coded octal. BDD: binary decision diagram. Bidirectional counter: a counter that can count up or down. Binary: a number system of radix 2; having two values or states. Binary code: a combination of bits that represent alphanumeric and arithmetic information. Binary coded decimal (BCD): a 4-bit, 10-word decimal code that is weighted 8, 4, 2, 1 and that is used to represent decimal digits as binary numbers. Binary coded hexadecimal (BCH): the hexadecimal number system used to represent bit patterns in binary. Binary coded octal (BCO): the octal number system used to represent bit patterns in binary. Binary decision diagram (BDD): a graphical representation of a set of binary-valued decisions, beginning with an input variable and proceeding down paths that end in either logic 1 or logic 0. Binary word: a linear array of juxtaposed bits that represents a number or that conveys an item of information.
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Bipolar junction transistor (BJT): an npn or pnp transistor. Bipolar PROM: a PROM that uses diodes as fusible links. BIST: built-in-self-test. Bit: a binary digit. Bit slice: partitioned into identical parts such that each part operates on one bit in a multibit word — part of a cascaded system of identical parts. BJT: bipolar junction transistor. BO: borrow-out. Bond set: in the CRMT method, a disjoint set of bond variables. Bond variable: one of two or more variables that form the axes of an EV K-map used in the CRMT method of function minimization. Boolean algebra: the mathematics of logic attributed to the mathematician George Boole (1815-1864). Boolean product: AND or intersection operation. Boolean sum: OR or union operation. BOOZER: Boolean ZEro-one Reduction — a multioutput logic minimizer that accepts entered variables. Borrow-in: the borrow input to a subtracter. Borrow-out: the borrow output from a subtracter. Boundary: the separation of logic domains in a K-map. Bounded pulse: a pulse with both lower and upper limits to its width. Branching condition (BC): the input requirements that control a state-to-state transition in an FSM. Branching path: a state-to-state transition path in a state diagram. Buffer: a line driver. Buffer state: a state (in a state diagram) whose only purpose is to remove a race condition. Bus: a collection of signal lines that operate together to transmit a group of related signals. Byte: a group of eight bits. C: carry. Also, the collector terminal in a BJT. CAD: computer-aided design. CAE: computer-aided engineering. Call module: a module designed to control access to a protected system by issuing a request for access to the system and then granting access after receiving acknowledgment of that request. Canonical: made up of terms that are either all minterms or all maxterms. Canonical truth table: a 1's and O's truth table consisting exclusively of minterms or maxterms. Capacitance, C: the constant of proportionality between total charge on a capacitor and the voltage across it, Q = CV, where C is given in farads (F) when charge Q is given in coulombs and V in volts. Capacitor: a two-terminal energy storing element for which the current through it is determined by the time-rate of change of voltage across it. Cardinality: the number of prime implements (p-term or s-term cover) representing a function. Carry generate: a function that is used in a carry look-ahead (CLA) adder. Carry-in: the carry input to a binary adder. Carry look-ahead (CLA): same as look-ahead-carry.
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Carry-out: the carry output from an Adder. Carry propagate: a function that is used in a CLA adder. Carry save (CS): a fast addition method for three or more binary numbers where the carries are saved and added to the final sum. Cascade: to combine identical devices in series such that any one device drives another; to bit-slice. Cell: the intersection of all possible domains of a K-map. Central processing unit (CPU): a processor that contains the necessary logic hardware to fetch and execute instructions. CGP: carry generate/propagate. CI: carry-in. Circuit: a combination of elements (e.g., logic devices) that are connected together to perform a specific operation. CK: clock. CL or CLR: clear. CLA: carry look-ahead. CLB: configurable logic block. Also, a logic cell (LC). Clear: an asynchronous input used in flip-flops, registers, counters and other sequential devices, that, when activated, forces the internal state of the device to logic 0. Clock: a regular source of pulses that control the timing operations of a synchronous sequential machine. Clock skew: a phenomenon that is generally associated with high frequency clock distribution problems in synchronous sequential systems. C-module: an RMOD. CMOS: complementary configured MOSFET in which both NMOS and PMOS are used. CNT: mnemonic for count. CO: carry-out. Code: a system of binary words used to represent decimal or alphanumeric information. Code converter: a device designed to convert one binary code to another. Collapsed truth table: a truth table containing irrelevant inputs. Collector: one of three regions in a BIT. Combinational hazard: a hazard that is produced within a combinational logic circuit. Combinational logic: a configuration of logic devices in which the outputs occur in direct, immediate response to the inputs without feedback. Commutative law: the Boolean law that states that the order in which variables are represented in a p-term or s-term does not matter. Comparator: a combinational logic device that compares the values of two binary numbers and issues one of three outputs indicative of their relative magnitudes. Compatibility: a condition where the input to a logic device and the input requirement of the device are of the same activation level, that is, are in logic agreement. Compiler: converts high-level language statements into typically a machine-coded or assembly language form. Complement: the value obtained by logically inverting the state of a binary digit; the relationship between numbers that allows numerical subtraction to be performed by an addition operation. Complementary metal oxide semiconductor (CMOS): a form of MOS that uses both p- and n-channel transistors (in pairs) to form logic gates.
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Complementation: a condition that results from logic incompatibility; the mixed-logic equivalent of the NOT operation. Complex PLD: an on-chip array of PAL-like PLDs with I/O blocks and a programmable interconnect structure. Composite output map: a K-map that contains entries representing multiple outputs. Computer: a digital device that can be programmed to perform a variety of tasks (e.g., computations) at extremely high speed. Concatenation: act of linking together or being linked together in a series. Conditional branching: state-to-state transitions that depend on the input status of the FSM. Conditional output: an output that depends on one or more external inputs. Conjugate gate forms: a pair of logic circuit symbols that derive from the same physical gate and that satisfy the DeMorgan relations. Connective: a Boolean operator symbol (e.g., +, ®, n). Consensus law: a law in Boolean algebra that allows simplification by removal of a redundant term. Consensus term: the redundant term that appears in a function obeying the consensus law. Controlled inverter: an XOR gate that is used in either the inverter or transfer mode. Controller: that part of a digital system that controls the data path. Conventional K-map: a K-map whose cell entries are exclusively 1's and O's. Counter: a sequential logic circuit designed to count through a particular sequence of states. Counteracting delay: a delay placed on an external feedback path to eliminate an Ehazard or d-trio. Count sequence: a repeating sequence of binary numbers that appears on the outputs of a counter. Coupled term: one of two terms containing only one coupled variable. Coupled variable: a variable that appears complemented in one term of an expression (SOP or POS) and that also appears uncomplemented in another term of the same expression. Cover: a set of terms that covers all minterms or maxterms of a function. CPLD: complex PLD. CPU: central processing unit. Creeping code: any code whose bit positions fill with 1 's beginning at one end, and then fill with O's beginning at the same end. Critical race: a race condition in an asynchronous FSM that can result in transition to and stable residence in an erroneous state. CRMT: contracted Reed-Muller transformation. Cross branching: multiple transition paths from one or more states in the state diagram (or state table) of a sequential machine whereby unit distance coding of states is not possible. CU: control unit. Current, /: the flow or transfer of charged matter (e.g., electrons) given in amperes (A). Cutoff mode: the physical state of a BIT in which no significant collector current is permitted to flow. Cycle: two or more successive and uninterrupted state-to-state transitions in an asynchronous sequential machine.
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Data bus: a parallel set of conductors which are capable of transmitting or receiving data between two parts of a system. Data lockout: the property of a flip-flop that permits the data inputs to change immediately following a reset or set operation without affecting the flip-flop output. Data lockout flip-flop: a one-bit memory device which has the combined properties of a master/slave flip-flop and an edge triggered flip-flop. Data path: the part of a digital system that is controlled by the controller. Data path unit: the group of logic devices that comprise the data path. Data selector: a multiplexer. Data-triggered: referring to flip-flops triggered by external inputs (no clock) as in the pulse mode. DCL: digital combination lock. Deactivate: to make inactive. Deassert: deactivate. Debounce: to remove the noise that is produced by a mechanical switch. Debouncing circuit: a circuit that is used to debounce a switch. Decade: a quantity of 10. Decoder: a combinational logic device that will activate a particular minterm code output line determined by the binary code input. A demultiplexer. Decrement: reduction of a value by some amount (usually by 1). Delay: the time elapsing between related events in process. Delay circuit: a circuit whose purpose it is to delay a signal for a specified period of time. Delimiter: a character used to separate lexical elements and has a specific meaning in a given language. Examples are @, #, +, /,', >. DeMorgan relations: mixed logic expressions of DeMorgan's laws. DeMorgan's laws: a property that states that the complement of the Boolean product of terms is equal to the Boolean sum of their complements; or that states that the complement of the Boolean sum of terms is the Boolean product of their complements. Demultiplexer: a combinational logic device in which a single input is selectively steered to one of a number of output lines. A decoder. Depletion mode: a normally ON NMOS that has a conducting n-type drain-to-source channel in the absence of a gate voltage but that looses its conducting state when the gate voltage reaches some negative value. D flip-flop: a one-bit memory device whose output value is set to the D input value on the triggering edge of the clock signal. D-flop module: a memory element that is used in an EAIC system and that has characteristics similar to that of a D flip-flop. Diagonal pattern: an XOR pattern formed by identical EV subfunctions in any two diagonally located cells of a K-map whose coordinates differ by two bits. Difference: the result of a subtraction operation. Digit: a single symbol in a number system. Digital: related to discrete quantities. Digital combination lock: a sequence recognizer that can be used to unlock or lock something. Digital engineering design: the design and analysis of digital devices. Digital signal: a logic waveform composed of discrete logic levels (e.g., a binary digital signal).
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Diode: a two-terminal passive device consisting of a p-n junction that permits significant current to flow only in one direction. Diode-transistor logic: logic circuits consisting mainly of diodes and BJTs. Direct address approach: an alternative approach to FSM design where PS feedback is direct to the NS logic. Disjoint: as used in "mutually disjoint" to mean a set of p-terms whose ANDed values taken two at a time are always logic zero; or a set of s-terms whose ORed values taken two at a time are always logic one. Distributed path delays: a notation in which a path delay is assigned to each gate or inverter of a logic circuit. Distributive law: The dual of the factoring law. Divide-by-w counter: a binary counter of n states whose MSB output divides the clock input frequency by n. Dividend: the quantity that is being divided by the divisor in a division operation. Divider: a combinational logic device that performs the binary division operation. Divisor: the quantity that is divided into the dividend. DLP: digital light processing. DMUX: demultiplexer (see decoder). Domain: a range of logic influence or control. Domain boundary: the vertical or horizontal line or edge of a K-map. Don't care: a non-essential minterm or maxterm, denoted by the symbol 0, that can take either a logic 1 or logic 0 value. Also, a delimiter 0 that, when attached to a variable or term, renders that variable or term nonessential to the parent function. DPU: data path unit; also data processing unit. Drain: one of three terminals of a MOSFET. DRAM: dynamic RAM. Driver: a one-input device whose output can drive substantially more inputs than a standard gate. A buffer. DTL: diode-transistor logic. D-trio: a type of essential hazard that causes a fundamental mode machine to transit to the correct state via an unauthorized path. Duality: a property of Boolean algebra that results when the AND and OR operators (or XOR and EQV operators) are interchanged simultaneously with the interchange of 1's and O's. Dual-rail systems: as used in this text, a system of split signals in an ALU configuration that permits a completion signal to be issued at the end of each process, be it arithmetic or logic. Dual relations: two Boolean expressions that can be derived one from the other by duality. Duty cycle: in a periodic waveform, the percentage of time the waveform is active. Dyad: a grouping of two logically adjacent minterms or maxterms. Dynamic domino logic: buffered CMOS logic that requires complementary precharge and evaluate transistors for proper operation. Dynamic hazard: multiple glitches that occur in the output from a multilevel circuit because of a change in an input for which there are three or more asymmetric paths (delay-wise) of that input to the output. Dynamic RAM: a volatile RAM memory that requires periodic refreshing to sustain its memory.
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EAIC system: externally asynchronous/internally clocked system. ECL: emitter-coupled logic. Edge-triggered flip-flop: a flip-flop that is triggered on either the rising edge or falling edge of the clock waveform and that exhibits the data-lock-out feature. EEPROM: electrically erasable PROM. E-hazard: essential hazard. El: enable-in. Electron: the majority carrier in an n-type conducting semiconductor. Electronic switch: a voltage or current controlled switching device. Emitter: one of three terminals of a BIT. Emitter-coupled logic (ECL): a high-speed nonsaturating logic family. EN: enable. Enable: an input that is used to enable (or disable) a logic device, or that permits the device to operate normally. Encoder: a digital device that converts digital signals into coded form. Endless cycle: an oscillation that occurs in asynchronous FSMs. Enhancement mode: a normally OFF NMOS that develops an n-channel drain-to-source conducting path (i.e., turns ON) with application of a sufficiently large positive gate voltage. Entered variable (EV): a variable entered in a K-map. EO: enable-out. EPI: essential prime implicant. EPLD: erasable PLD. EPROM: erasable programmable read-only memory. EQPOS: EQV-product-of-sums. Equivalence: the output of a two-input logic gate that is active if, and only if, its inputs are logically equivalent (i.e., both active or both inactive). EQV: equivalence. EQV function: the function that derives from the definition of equivalence. EQV gate: a physical device that performs the electrical equivalent of the EQV function. EQV laws: a set of Boolean identities based on the EQV function. Erasable programmable read-only memory (EPROM): a ROM that can be programmed many times. Error catching: a serious problem in a JK master/slave flip-flop where a 1 or 0 is caught in the master cell when clock is active and is issued to the slave cell output when clock goes inactive. Essential hazard: a disruptive sequential hazard that can occur as a result of an explicitly located delay in an asynchronous FSM that has at least three states and that is operated in the fundamental mode. Essential prime implicant (EPI): a prime implicant that must be used to achieve minimum cover. EU: execution unit. EV: entered variable. EV K-map: a K-map that contains EVs. EV truth table: a truth table containing EVs. Even parity: an even number of 1's (or O's) in a binary word depending on how even parity is defined.
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EVM: entered variable K-map. Excess 3 BCD (XS3) code: BCD plus three. Excitation table: a state transition table relating the branching paths to the branching condition values given in the state diagram for a flip-flop. Exclusive OR: a two-variable function that is active if only one of the two variables is active. EXOP: XOR-sum-of-products. Expansion of states: opposite of merging of states. Extender: a circuit or gate that is designed to be connected to a digital device to increase its fan-in capability — also called an expander. Factoring law: the Boolean law that permits a variable to be factored out of two or more p-terms that contain the variable in an SOP or XOR expression. Fall time: the period of time it takes a voltage signal to change from 90% to 10% of its high value. Falling edge-triggered (FET): activation of a device on the falling edge of the triggering (sampling) variable. False carry rejection: the feature in an ALU where all carry-outs are disabled for all nonarithmetic operations. False data rejection (FDR): the feature of a code converter that indicates when unauthorized data has been issued to the converter. Fan-in: the maximum number of inputs a gate may have. Fan-out: the maximum number of equivalent gate inputs that a logic gate output can drive. FDR: false data rejection. FDS diagram: fully documented state diagram. FED: field emission display. Feedback path: a signal path of a PS variable from the memory output to the NS input. FET: falling edge-triggered. Also, field effect transistor. Fetch: that part of an instruction cycle in which the instruction is brought from the memory to the CPU. FF: flip-flop. Field programmable gate array (FPGA): a complex PLD that may contain a variety of primitive devices such as discrete gates, MUXs and flip-flops. Field programmable logic array (FPLA): one-time user programmable PL A. FIFO: first-in-first-out memory register. Fill bit: the bit of a combinational shifter that receives the fill logic value in a shifting operation. Finite state machine (FSM): a sequential machine that has a finite number of states in which it can reside. Flag: a hardware or software "marker" used to indicate the status of a machine. Flip-flop (FF): a one-bit memory element that exhibits sequential behavior controlled exclusively by a clock input. Floating-gate NMOS: special NMOS used in erasable PROMs. Floating point number (FPN) system: a binary number system expressed in two parts, as a fraction and exponential, and that is used in computers to arithmetically manipulate large numbers. Flow chart: a chart that is made up of an interconnection of action and decision symbols for the purpose of representing the sequential nature of something.
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Flow table: a tabular realization of a state diagram representing the sequential nature of an FSM. Fly state: a state (in a state diagram) whose only purpose is to remove a race condition. A buffer state. Forward bias: a voltage applied to a p-n junction diode in a direction as to cause the diode to conduct (turn ON). FPGA: field programmable gate array. FPLA: field programmable logic array. FPLS: field programmable logic sequencer. Free set: variables of a function not used as the bond set in CRMT forms. Frequency, f: the number of waveform cycles per unit time in Hz or s~'. Frequency division: the reduction of frequency by a factor of f/n usually by means of a binary counter, where n is the number of states in the counter. FSM: finite state machine, either synchronous or asynchronous. Full adder (FA): a combinational logic device that adds two binary bits to a carry-in bit and issues a SUM bit and a carry-out bit. Full subtracter (FS): a combinational logic device that subtracts a subtrahend bit and a borrow-in bit from a minuend bit, and issues a difference bit and a borrow-out bit. Fully documented state diagram: a state diagram that specifies all input branching conditions and output conditions in literal or mnemonic form, that satisfies the sum rule and mutually exclusive requirement, and that has been given a proper state code assignment. Function: a Boolean expression representing a specific binary operation. Functional partition: a diagram that gives the division of device responsibility in a digital system. Function generator: a combinational logic device that generates logic functions (usually via a MUX). Function hazard: a hazard that is produced when two or more coupled variables change in near proximity to each other. Fundamental mode: the operational condition for an asynchronous FSM in which no input change is permitted to occur until the FSM has stabilized following any previous input change. Fusible link: an element in a PLD memory bit location that can be "blown" to store a logic 1 or logic 0 depending on how the PLD is designed. Gain element: a device, such as a buffer, used to boost a signal. GAL: general array logic. Gate: a physical device (circuit) that performs the electrical equivalent of a logic function. Also, one of three terminals of a MOSFET. Gated basic cell: a basic cell that responds to its S and R input commands only on the triggering edge of a gate or clock signal. Gate/input tally: the gate and input count associated with a given logic expression — the gate tally may or may not include inverters, but the input count must include both external and internal inputs. Gate-minimum logic: logic requiring a minimum number of gates; may include XOR and EQV gates in addition to two-level logic. Gate path delay: the interval of time required for the output of a gate to respond to an input signal change. Glitch: an unwanted transient in an otherwise steady-state signal.
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Go/No-Go configuration: a single input controlling the hold and exit conditions of a state in a state diagram. Gray code: a reflective unit distance code. Ground: a reference voltage level usually taken to be zero volts. GS: group signal. Half adder (HA): a combinational logic device that adds two binary bits and issues a sum bit and a carry-out bit. Half subtracter: a combinational logic device that subtracts one binary bit from another and issues a difference bit and a borrow-out bit. Hamming distance: as used in this text, the number of state variables required to change during a given state-to-state transition in an FSM. Handshake interface: a configuration between two devices whereby the outputs of one device are the inputs to the other and vice versa. Hang state: an isolated state in which an FSM can reside stably but which is not part of the authorized routine. Hardware description language (HDL): a high-level programming language with specialized structures for modeling hardware. Hazard: a glitch or unauthorized transition that is caused by an asymmetric path delay via an inverter, gate, or lead during a logic operation. Hazard cover: the redundant cover that removes a static hazard. HDL: hardware description language. Heuristic: by empirical means or by discovery. Hexadecimal (hex): a base 16 number system in which alphanumeric symbols are used to represent 4-bit binary numbers 0000 through 1111. (See Binary coded hexadecimal.) Hold condition: branching from a given state back into itself or the input requirements necessary to effect such branching action. Holding register: a PIPO (storage) register that is used to filter output signals. Hold time: the interval of time immediately following the transition point during which the data inputs must remain logically stable to ensure that the intended transition of the FSM will be successfully completed. Hole: the absence of a valence electron — the majority carrier in a p-type conducting semiconductor. HV: high voltage. Hybrid function: any function containing both SOP and POS terms. 1C: integrated circuit. ICS: iterated carry-save. Implicant: a term in a reduced or minimized expression. Inactive: not active and implying logic 0. Inactive state: the logic 0 state of a logic device. Inactive transition point: the point in a voltage waveform where a digital device passes from the active state to the inactive state. Incompatibility: a condition where the input to a logic device and the input requirement of that device are of opposite activation levels. Incompletely specified function: a function that contains nonessential minterms or maxterms (see Don't care). Increment: to increase usually by 1.
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Indirect address approach: an alternative approach to FSM design where PS feedback to the NS logic is by way of a converter for the purpose of reducing MUX or PLD size. Inertial delay element: a delay circuit based mainly on an R-C component. Initialize: to drive a logic circuit into a beginning or reference state. Input: a signal or line into a logic device that controls the operation of that device. Input/state map: a K-map, with inputs as the axes and state identifiers as cell entries, that can be used to determine if the sum rule and the mutually exclusive requirement of any state in an FSM have been violated. Integrated circuit (1C): an electronic circuit that is usually constructed entirely on a single small semiconductor chip called a monolith. Intersection: AND operation. Inversion: the inverting of a signal from HV to LV or vice versa. Inverter: a physical device that performs inversion. Involution: double complementation of a variable or function. I/O: input/output. IOB: I/O block. Irredundant: not redundant, as applied to an absolute minimum Boolean expression. Irrelevant input: an input whose presence in a function is nonessential. Island: a K-map entry that must be looped out of a single cell. Iterative: repeated many times to achieve a specific goal. JEDEC: Joint Electron Device Engineering Council as it pertains to PLD programming format. JK flip-flop: a type of flip-flop that can perform the set, reset, hold, and toggle operations. Juxtapose: to place side by side. Karnaugh map (K-map): graphical representation of a logic function named after M. Karnaugh (1953). Keyword: a word specific to a given HDL. Kirchhoff's current law: the algebraic sum of all currents into a circuit element or circuit section must be zero. Kirchhoff s voltage law: the algebraic sum of all voltages around a closed loop must be zero. K-map: Karnaugh map. LAC: look-ahead-carry (see also CLA). Large-scale integrated circuits (LSI): 1C chips that contain 200 to thousands of gates. Latch: a name given to certain types of memory elements as, for example, the D latch. Latency: the time (usually in clock cycles) required to complete an operation in a sequential machine. LCA: logic cell array. LD: mnemonic for load. Least significant bit (LSB): the bit (usually at the extreme right) of a binary word that has the lowest positional weight. LED: light-emitting diode. Level: a term used when specifying to the number of gate path delays of a logic function (from input to output) usually exclusive of inverters. See, for example, two-level logic. Level triggered: rising edge triggered (RET) or falling edge triggered (FET). Linear state machine: an FSM with a linear array of states.
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Line driver: a device whose purpose it is to boost and sharpen a signal so as to avoid fan-out problems. LFSR: linear feedback shift register. LFSR counter: a counter, consisting of an LFSR, that can sequence through a unique set of pseudorandom states controlled by external inputs. Logic: the computational capability of a digital device that is interpreted as either a logic 1 or logic 0. Logic adjacency: two logic states whose state variables differ from each other by only one bit. Logic cell: a configurable logic block (CLB). Logic circuit: a digital circuit that performs the electrical equivalent of some logic function or process. Logic diagram: a digital circuit schematic consisting of an interconnection of logic symbols. Logic family: a particular technology such as TTL or CMOS that is used in the production oflCs. Logic instability: the inability of a logic circuit to maintain a stable logic condition. Also, an oscillatory condition in an asynchronous FSM. Logic level: logic status indicating either positive logic or negative logic. Logic level conversion: the act of converting from positive logic to negative logic or vice versa. Logic map: any of a variety of graphical representations of a logic function. Logic noise: undesirable signal fluctuations produced within a logic circuit following input changes. Logic state: a unique set of binary values that characterize the logic status of a machine at some point in time. Logic waveform: a rectangular waveform between active and inactive states. Look-ahead-carry (LAC): the feature of a "fast" adder that anticipates the need for a carry and then generates and propagates it more directly than does a parallel adder (see also carry look-ahead). Loop-out: the action that identifies a prime implicant in a K-map. Loop-out protocol: a minimization procedure whereby the largest 2 group of logically adjacent minterms or maxterms are looped out in the order of increasing n (n = 0, 1,2, 3,...). LPD: lumped path delay. LPDD: lumped path delay diagram. LSB: least significant bit. LSD: least significant digit. LSI: large-scale integration. Lumped path delay diagram (LPDD): a diagram that replaces discrete gates with other logic symbols for the purpose of comparing path delays from input to output. Lumped path delay (LPD) model: a model, applicable to FSMs that operate in the fundamental mode, that is characterized by a lumped memory element for each state variable/feedback path. LV: low voltage. Magnitude comparator: comparator.
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Majority function: a function that becomes active when a majority of its variables become active. Majority gate: a logic gate that yields a majority function. Mantissa: the fraction part of a floating point number. Map: usually a Karnaugh map. Map compression: a reduction in the order of a K-map. Map key: the order of K-map compression; hence, 2N~n, where N is the number of variables in the function to be mapped and n is the order of the K-map to be used. Mapping algorithm: In FSM design, the procedure to obtain the NS functions by ANDing the memory input logic value in the excitation table with the corresponding branching condition in the state diagram for the FSM to be designed, and entering the result in the appropriate cell of the NS K-map. Master/slave (MS) flip-flop: a flip-flop characterized by a master (input) stage and a slave (output) stage that are triggered by clock antiphase to each other. Mask: to prevent information from passing a certain point in a given process. Mask programmed: refers to the bit patterns produced in a PLD chip at the foundry. Maxterm: a POS term that contains all the variables of the function. Maxterm code: a code in which complemented variables are assigned logic 1 and uncomplemented variables are assigned logic 0 — the opposite of minterm code. Mealy machine: an FSM that conforms to the Mealy model. Mealy model: the general model for a sequential machine where the output state depends on the input state as well as the present state. Mealy output: a conditional output. Medium-scale integrated circuits (MSI): 1C chips that contain 20 to 200 gates according to one convention. Memory: the ability of a digital device to store and retrieve binary words on command. Memory element: a device for storing and retrieving one bit of information on command. In asynchronous FSM terminology, a fictitious lumped path delay. Merge: the concatenation of buses to form a larger bus. Merging of states: in a state diagram, the act of combining states to produce fewer states. Metal-oxide-semiconductor: the material constitution of an important logic family (MOS) used in 1C construction. Metastability: an unresolved state of an FSM that resides between a Set and a Reset condition or that is logically unstable. Metastable exit time: the time interval between entrance into and exit from the metastable state. MEV: Map entered variable. Minimization: the process of reducing a logic function to its simplest form. Minimum cover: the optimally reduced representation of a logic expression. Minterm: a term in an SOP expression where all variables of the expression are represented in either complemented or uncomplemented form. Minterm code: a logic variable code in which complemented variables are assigned logic 0 while uncomplemented variables are assigned logic 1 —the opposite of maxterm code. Minuend: the operand from which the subtrahend is subtracted in a subtraction operation. Mixed logic: the combined use of the positive and negative logic systems.
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Mixed-rail output: dual, logically equal outputs of a device (e.g., a flip-flop) where one output is issued active high while the other is issued active low, but the two are not issued simultaneously. Mnemonic: a short single group of symbols (usually letters) that are used to convey a meaning. Mnemonic state diagram: a fully documented state diagram. Model: the means by which the major components and their interconnections are represented for a digital machine or system. Module: a device that performs a specific function and that can be added to or removed from a system to alter the system's capability. A common example is a full adder. Modulus-n counter: (see divide-by-n counter) Monad: a minterm (or maxterm) that is not logically adjacent to any other minterm (or maxterm). Moore machine: a sequential machine that conforms to the Moore model. Moore model: a degenerate form of the Mealy (general) model in which the output state depends only on the present state. Moore output: an unconditional output. MOS: metal-oxide-semiconductor. MOSFET: metal-oxide-semiconductor field effect transistor. Most significant bit (MSB): the extreme left bit of a binary word that has the highest positional weight. MSB: most significant bit. MSD: most significant digit. MSI: medium scale integration. MTBF: mean time between failures. Muller C module: a rendezvous module (RMOD). Multilevel logic minimization: minimization involving more than two levels of path delay as, for example, that resulting from XOR-type patterns in K-maps. Multiple-output minimization: optimization of more than one output expression from the same logic device. Multiplex: to select or gate (on a time-shared basis) data from two or more sources onto a single line or transmission path. Multiplexer: a device that multiplexes data. Multiplicand: the number being multiplied by the multiplier. Multiplier: a combinational logic device that will multiply two binary numbers. Also, the number being used to multiply the multiplicand. Mutually exclusive requirement: a requirement in state diagram construction that forbids overlapping branching conditions (BCs) — i.e., it forbids the use of BCs shared between two or more branching paths. MUX: multiplexer. NAND-centered basic cell: cross-coupled NAND gates forming a basic cell. NAND gate: a physical device that performs the electrical equivalent of the NOT AND function. NAND/INV logic: combinational logic consisting exclusively of NAND gates and inverters. Natural binary code: a code for which the bits are positioned in a binary word according to their positional weight in polynomial notation.
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Natural binary coded decimal: a 4-bit, 10-word code that is weighted 8,4, 2,1 and that is used to represent decimal numbers. Same as binary code. NBCD: natural binary coded decimal. Same as binary coded decimal (BCD). n-channel: an n-type conducting region in a p-type substrate. Negative logic: a logic system in which high voltage (HV) corresponds to logic 0 and low voltage (LV) corresponds to logic 1. The opposite of positive logic. Negative pulse: a 1-0-1 pulse. Nested cell: a basic cell that is used as the memory in an asynchronous FSM design. Nested machine: any asynchronous machine that serves as the memory in the design of a larger sequential machine. Any FSM that is embedded within another. Next state (NS): a state that follows the present state in a sequence of states. Next state forming logic: the logic hardware in a sequential machine whose purpose it is to generate the next state function input to the memory. Next state function: the logic function that defines the next state of an FSM given the present state. Next state map: a composite K-map where the entries for each cell are the next state functions for the present state represented by the coordinates of that cell (see flow table). Next state variable: the variable representing the next state function. Nibble: a group of four bits. NMH: noise margin high — the lower voltage limit of logic 1 and the upper boundary of the uncertainty region. NML: noise margin low — the upper voltage limit of logic 0 and the lower boundary of the uncertainty region. NMOS: an n-channel MOSFET. Noise immunity: the ability of a logic circuit to reject unwanted signals. Noise margin: the maximum voltage fluctuation that can be tolerated in a digital signal without crossing the switching threshold of the switching device. Non-restoring logic: logic that consists of passive switching devices such as diodes or transmission gates that cannot amplify but that dissipate power. Nonvolatile: refers to memory devices that require no power supply to retain information in memory. NOR-centered basic cell: cross-coupled NOR gates forming a basic cell. NOR gate: a physical device that performs the electrical equivalent of the NOT OR function. NOR/INV logic: combinational logic consisting exclusively of NOR gates and inverters. NOT function: an operation that is the logic equivalent of complementation. NOT laws: a set of Boolean identities based on the NOT function. npn: refers to a BIT having a p-type semiconductor base and an n-type semiconductor collector and emitter. NS: next state. Octad: a grouping of eight logically adjacent minterms or maxterms. Octal: a base 8 number system in which numbers 1 through 7 are used to represent 3-bit binary numbers 000 through 111. (See Binary coded octal.) Odd parity: an odd number of 1's or O's depending on how odd parity is defined. Offset pattern: an XOR pattern in a K-map in which identical subfunctions are located in two nondiagonal cells that differ in cell coordinates by two bits.
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Ohm's law: voltage is linearly proportional to current, V = RI, where R is the constant of proportionality called the resistance (in ohms). One-hot code: a nonweighted code in which there exists only one 1 in each word of the code. One-hot design method: use of the one-hot code for synchronous and asynchronous FSM design. One-hot-plus-zero: one-hot code plus the all-zero state. One's complement: a system of binary arithmetic in which a negative number is represented by complementing each bit of its positive equivalent. Operand: a number or quantity that is to be operated on. Operation table: a table that defines the functionality of a flip-flop or some other device. Operator: a Boolean connective. OPI: optional prime implicant. Optional prime implicant (OPI): a prime implicant whose presence in a minimum function produces alternative minimum cover. OR: an operator requiring that the output of an OR gate be active if one or more of its inputs are active. OR-AND-Invert gate: a physical device, usually consisting of two OR gates and one NAND gate, that performs the electrical equivalent of POS with an active low output. Order: refers to the number of variables on the axes of a K-map. OR function: a function that derives from the definition of OR. ORG: output race glitch. OR gate: a physical device that performs the electrical equivalent of the OR function. OR laws: a set of Boolean identities based on the OR function. OR plane: the ORing stage of a PLD. Outbranching: branching from a state exclusive of the hold branching condition. Output: a concluding signal issued by a digital device. Output forming logic: the logic hardware in a sequential machine whose purpose it is to generate the output signals. Output holding register: a register, consisting of D flip-flops, that is used to filter out output logic noise. Output race glitch (ORG): an internally initiated function hazard that is produced by a race condition in a sequential machine. Overflow error: a false magnitude or sign that results from a left shift in a shifter when there are insufficient word bit positions at the spill end. Packing density: the practical limit to which switches of the same logic family can be packed in an 1C chip. PAL: programmable array logic (registered trademark of Advanced Micro Devices, Inc.). PALU: programmable arithmetic and logic unit. Parallel adder: a cascaded array of full adders where the carry-out of a given full adder is the carry-in to the next most significant stage full adder. Parallel load: the simultaneous loading of data inputs to devices such as registers and counters. Parity: related to the existence of an even or odd number of 1 's or O's in a binary word. Parity bit: a bit appended to a binary word to detect, create, or remove even or odd parity. Parity detector: a combinational logic device that will detect an even (or odd) number of 1's (or O's) in a binary word.
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Parity generator: a combinational logic device that will append a logic 1 (or logic 0) to a binary word so as to generate an even (or odd) number of 1 's (or O's). Passive device: any device that is incapable of producing voltage or current gain and, thus, only dissipates power. Pass transistor switch: a MOS transistor switch that functions as a nonrestoring switching device and that does not invert a voltage signal. A transmission gate. PCB: printed circuit board. p-channel: a p-type conducting region in an n-type substrate. PDF: portable document format. PDP: power-delay product. PE: priority encoder. Period: the time in seconds (s) between repeating portions of a waveform; hence, the inverse of the frequency. Physical truth table: an I/O specification table based on a physically measurable quantity such as voltage. PI: prime implicant. Pipeline: a processing scheme where each task is allocated to specific hardware (joined in a line) and to a specific time slot. PIPO: parallel-in/parallel-out operation mode of a register. PISO: parallel-in/serial-out operation mode of a register. PL A: programmable logic array. Planar format: a two-dimensional K-map array used to minimize functions of more than four variables. PLD: programmable logic device. PLS: programmable logic sequencer. PMOS: a p-channel MOSFET. p-n junction diode: (see Diode) pnp: refers to a BJT having an n-type semiconductor base and a p-type semiconductor emitter and collector. Polarized mnemonic: a contracted signal name onto which is attached an activation level indicator. Port: an entry or exit element to an entity (e.g., the name given to an input signal in a VHDL declaration). POS: product-of-sums. POS hazard: a static 0-hazard. Positional weighting: a system in which the weight of a bit in a binary word is determined by its polynomial representation. Positive logic: the logic system in which HV corresponds to logic 1 and LV corresponds to logic 0. Positive pulse: a 0-1-0 pulse. Power, P: the product of voltage, V, and current, /, given in units of watts (W). Power-delay product (PDP): the average power dissipated by a logic device multiplied by its propagation delay time. PR or PRE: preset. Present state (PS): the logic state of an FSM at a given instant. Present state/next state (PS/NS) table: a table that is produced from the next state K-maps and that is used to construct a fully documented state diagram in an FSM analysis.
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Preset: an asynchronous input that is used in flip-flops to set them to a logic 1 condition. Prime implicant (PI): a group of adjacent minterms or maxterms that are sufficiently large that they cannot be combined with other groups in any way to produce terms of fewer variables. Primitive: a discrete logic device such as a gate, MUX, or decoder. Priority encoder: a logic device that generates a coded output based on a set of prioritized data inputs. Product-of-sums (POS): the ANDing of ORed terms in a Boolean expression. Programmable logic array (PLA): any PLD that can be programmed in both the AND and OR planes. Programmable logic device (PLD): any two-level, combinational array logic device from the families of ROMs, PLAs, PALs or FPGAs, etc. Programmable read-only memory (PROM): a once-only user-programmable ROM. PROM: programmable read-only memory. Propagation delay: in a logic device, the time interval of an output response to an input signal. PS: present state. PS/NS: present state/next state. P-term: a Boolean product term-one consisting only of ANDed literals. P-term table: a table that consists of p-terms, inputs, and outputs and that is used to program PLA-type devices. Pull-down resistor: a resistor that causes a signal on a line to remain at low voltage. Pull-up resistor: a resistor that causes a signal on a line to remain at high voltage. Pulse: an abrupt change from one level to another followed by an opposite abrupt change. Pulse mode: an operational condition for an asynchronous FSM where the inputs are required to be nonoverlapping pulse signals. Pulse width: the active duration of a positive pulse or the inactive duration of a negative pulse. Quad: a grouping of four logically adjacent minterms or maxterms. Quadratic convergence: a process as in "fast division" whereby the error per iteration decreases according to the inverse square law. Quotient: the result of a division operation. R: reset. Race condition: a condition in a sequential circuit where the transition from one state to another involves two or more alternative paths. Race gate: the gate to which two or more input signals are in race contention. Race path: any path that can be taken in a race condition. Race state: any state through which an FSM may transit during a race condition. Radix: the number of unique symbols in a number system — same as the base of a number system. RAM: random access memory. Random access memory (RAM): a read/write memory system in which all memory locations can be accessed directly independent of other memory locations. R-C: resistance/capacitance or resistor/capacitor. Read only memory (ROM): a PLD that can be mask programmed only in the OR plane.
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Read/write memory (RWM): a memory array (e.g., RAM) that can be used to store and retrieve information at any time. Redundant cover: nonessential and nonoptional cover in a function representation. Redundant prime implicant: a prime implicant that yields redundant cover. Reflective code: a code that has a reflection (mirror) plane midway through the code. Register: a digital device, configured with flip-flops and other logic, that is capable of storing and shifting data on command. Remainder: in division, the dividend minus the product of the divisor and the quotient. Rendezvous module: an asynchronous state machine whose output becomes active when all external inputs become active and becomes inactive when all external inputs become inactive. Reset: a logic 0 condition or an input to a logic device that sets it to a logic 0 condition. Residue: the part of term that remains when the coupled variable is removed (see consensus term). Resistance, R: the voltage drop across a conducting element divided by current through the element (in ohms). Resistor-transistor logic: a logic family that consists of BJTs and resistors. Restoring logic: logic consisting of switching devices such as BJTs and MOSFETs that can amplify. RET: rising edge triggered. Reverse bias: a voltage applied to a p—n junction diode in a direction that minimizes conduction across the junction. Reverse saturation current: the current through a p-n junction diode under reverse bias. Ring counter: a configuration of shift registers that generates a one-hot code output. Ripple carry (R-C): the process by which a parallel adder transfers the carry from one full adder to another. Ripple counter: a counter whose flip-flops are each triggered by the output of the next LSB flip-flop. Rise time: he period of time it takes a voltage (or current) signal to change from 10% to 90% of its high value. Rising edge triggered (RET): activation of a logic device on the rising edge of the triggering variable. RMOD: rendezvous module. ROM: read-only memory. Round-off error: the amount by which a magnitude is diminished due to an underflow or spill-off in a shifter undergoing a right shift. RPI: redundant prime implicant. RTL: resistor-transistor logic. Runt pulse: any pulse that barely reaches the switching threshold of a device into which it is introduced. S: set. Also, the source terminal of a MOSFET. Sampling interval: sum of the setup and hold times. Sampling variable: the last variable to change in initiating a state-to-state transition in an FSM. Sanity circuit: a circuit that is used to initialize an FSM into a particular state, usually a resistor/capacitor (R-C) type circuit.
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Saturation mode: the physical state of a BIT in which collector current is permitted to flow. Schmitt trigger: an electronic gate with hysteresis and high noise immunity that is used to "square up" pulses. Selector module: a device whose function it is to steer one of two input signals to either one of two outputs depending on whether a specific input is active or inactive. Self-correcting counter: a counter for which all states lead into the main count sequence or routine. Sequence detector (recognizer): a sequential machine that is designed to recognize a particular sequence of input signals. Sequential machine: any digital machine with feedback paths whose operation is a function of both its history and its present input data. Set: a logic 1 condition or an input to a logic device that sets it to a logic 1 condition. Setup time: the interval of time prior to the transition point during which all data inputs must remain stable at their proper logic level to ensure that the intended transition will be initiated. S-hazard: a static hazard. Shift register: a register that is capable of shifting operations. Shift: the movement of binary words to the left or right in a shifter or shift register. Shifter: a combinational logic device that will shift or rotate data asynchronously upon presentation. Sign bit: a bit appended to a binary number (usually in the MSB position) for the purpose of indicating its sign. Sign-complement arithmetic: 1's or 2's complement arithmetic. Sign-magnitude representation: a means of identifying positive and negative binary numbers by a sign and magnitude. Single transition time (STT): a state-to-state transition in an asynchronous FSM that occurs in the shortest possible time, that is, without passing through a race state. SIPO: serial-in/parallel-out operation mode of a register. SISO: serial-in/serial-out operation mode of a register. Slice: that part of a circuit or device that can be cascaded to produce a larger circuit or device. Small-scale integration: 1C chips that, by one convention, contain up to 20 gates. SOP: sum-of-products. SOP hazard: a static 1-hazard. Source: one of three terminals of a MOSFET. The origin of a digital signal. Spill bit: the bit in a shifter or shift register that is spilled off (lost) in a shifting operation. SPDT switch: single-pole/double-throw switch. SPST switch: single-pole/single-throw switch. Square wave: a rectangular waveform. SRAM: static RAM. SSI: small-scale integration. Stability criteria: the requirements that determine if an asynchronous FSM, operated in the fundamental mode, is stable or unstable in a given state. Stable state: any logic state of an asynchronous FSM that satisfies the stability criteria. Stack format: a three-dimensional array of conventional fourth-order K-maps used for function minimization of more than four variables.
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State: a unique set of binary values that characterize the logic status of a machine at some point in time. State adjacency set: any 2" set of logically adjacent states of an FSM. State code assignment: unique set of code words that are assigned to an FSM to characterize its logic status. State diagram: the diagram or chart of an FSM that shows the state sequence, branching conditions, and output information necessary to describe its sequential behavior. State machine: a finite state machine (FSM). A sequential machine. State identifier: any symbol (e.g., alphabetical) that is used to represent or identify a state in a state diagram. State table: tabular representation of a state diagram. State transition table: (see excitation table). State variable: any variable whose logic value contributes to the logic status of a machine at any point in time. Any bit in the state code assignment of a state diagram. Static hazard: an unwanted glitch in an otherwise steady-state signal that is produced by an input change propagating along asymmetric path delays through inverters or gates. Static-1 hazard: a glitch that occurs in an otherwise steady-state 1 output signal from SOP logic due to a change in an input for which there are two asymmetric paths (delay-wise) to the output. Static-0 hazard: a glitch that occurs in an otherwise steady-state 0 output signal from POS logic due to a change in an input for which there are two asymmetric paths (delay-wise) to the output. Static RAM: a nonvolatile form of RAM — does not need periodic refreshing to hold its information. Steering logic: logic based primarily on transmission gate switches. S-term: a Boolean sum term — one containing only ORed literals. Stretcher: an input conditioning device that catches a short input signal and stretches it. STT: single transition time. Stuck-at fault: an input to a logic gate that is permanently stuck at logic 0 or logic 1 because of a shorted connection, an open connection, or a connection to either ground or a voltage supply. Substrate: the supporting or foundation material in and on which a semiconductor device is constructed. Subtracter: a digital device that subtracts one binary word from another to give a difference and borrow. Subtrahend: the operand being subtracted from the minuend in a subtraction operation. Sum-of-products (SOP): the ORing of ANDed terms in a Boolean expression. Sum rule: a rule in state diagram construction that requires that all possible branching conditions be accounted for. Switching speed: a device parameter that is related to its propagation delay time. Synchronizer circuit: a logic circuit (usually a D flip-flop) that is used to synchronize an input with respect to a clock signal. Synchronous machine: a sequential machine that is clock driven. Synchronous parallel load: parallel loading of a register or counter via a clock signal to the flip-flops. System level design: a design that includes controller and data path sections. Tabular minimization: a minimization procedure that uses tables exclusively.
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T flip-flop: a flip-flop that operates in either the toggle or hold mode. TG: transmission gate. Throughput: the time required to produce an output response due to an input change. Time constant: the product of resistance and capacitance given in units of seconds (s) — a measure of the recovery time of an R-C circuit. Timing diagram: a set of logic waveforms showing the time relationships between two or more logic signals. Toggle: repeated but controlled transitions between any two states, as between the Set and Reset states. Toggle module: a flip-flop that is configured to toggle only. Also, a divide-by-2 counter. Transfer characteristic: for a transistor switch, a plot of current (7) vs voltage (V). Trans-HI module: a transparent high (RET) D latch. Trans-LO module: a transparent low (FET) D latch. Transistor: a three-terminal switching device that exhibits current or voltage gain. Transistor-transistor logic: a logic family in which bipolar junction transistors provide both logic decision and current gain. Transition: in a digital machine, a change from one state (or level) to another. Transmission gate: a pass transistor switch. Transparent D latch: a two-state D flip-flop in which the output, Q, tracks the input, D, when clock is active if RET or when clock is inactive if FET. Tree: combining of like gates, usually to overcome fan-in limitations. Triggering threshold: the point beyond which a transition takes place. Triggering variable: sampling (enabling) variable. Tri-state bus: as used in this text, the wire-ORed output lines from a multiplexed scheme of PLDs having tri-state enables. Note: tri-state is a registered trademark of NSC. Tri-state driver: an active logic device that operates in either a disconnect mode or an inverting (or noninverting) mode. Also, three-state driver. Note: tri-state is a registered trademark of NSC. True hold: the condition whereby a device can sustain the same logic output values over any number of clock cycles independent of its input logic status. Truth table: a table that provides an output value for each possible input condition to a combinational logic device. TTL: transistor-transistor (BJT) logic. Twisted ring counter: a configuration of shift registers that generates a creeping code output. Two-level logic: logic consisting of only one ANDing and one ORing stage. Two-phase clocking: two synchronized clock signals that have nonoverlapping active or nonoverlapping inactive waveforms. Two's complement: one's complement plus one added to the LSB. Unconditional branching: state-to-state transitions that take place independent of the input status of the FSM. Unconditional output: an output of an FSM that does not depend on an input signal. Union: OR operation. Unit distance code: a code in which each state in the code is surrounded by logically adjacent states. Universal flip-flop: a JK flip-flop. Universal gate: a NAND or NOR gate.
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Universal shift register: a shift register capable of performing PIPO, PISO, SIPO, and SISO operations in addition to being capable of performing the true hold condition. Unstable state: any logic state in an asynchronous FSM that does not satisfy the stability criteria. Unweighted code: a code that cannot be constructed by any mathematical weighting procedure. USR: universal shift register. UVEPROM: ultraviolet erasable PROM. VEM: variable entered map. Very large scale integrated circuits: 1C chips that contain thousands to millions of gates. VHDL: VHSIC hardware description language. VHSIC: very high speed integrated circuit. VLSI: very large scale integrated circuits. Voltage, V: the potential difference between two points, in units of volts (V). Also, the work required to move a positive charge against an electric field. Voltage waveform: a voltage waveform in which rise and fall times exist. Weighted code: a binary code in which the bit positions are weighted with different mathematically determined values. Wired logic: an arrangement of logic circuits in which the outputs are physically connected to form an "implied" AND or OR function. WSI circuits: wafer-scale integrated circuits. XNOR: (see Equivalence and EQV) XOR: exclusive OR. XOR function: the function that derives from the definition of exclusive OR. XOR gate: a physical device that performs the electrical equivalent of the XOR function. XOR laws: a set of Boolean identities that are based on the XOR function. XOR pattern: any of four possible K-map patterns that result in XOR type functions. XS3 code: BCD code plus three. ZBI: zero-blanking input. ZBO: zero-blanking output. Zero banking: a feature of a BCD-to-seven-segment conversion that blanks out the sevensegment display if all inputs are zero.
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CHAPTER 2



Number Systems, Binary Arithmetic, and Codes



2.1



INTRODUCTION



Number systems provide the basis for conveying and quantifying information. Weather data, stocks, pagination of books, weights and measures — these are just a few examples of the use of numbers that affect our daily lives. For this purpose we find the decimal (or Arabic) number system to be reliable and easy to use. This system evolved presumably because early humans were equipped with a crude type of calculator, their 10 fingers. But a number system that is appropriate for humans may be intractable for use by a machine such as a computer. Likewise, a number system appropriate for a machine may not be suitable for human use. Before concentrating on those number systems that are useful in computers, it will be helpful to review those characteristics that are desirable in any number system. There are four important characteristics in all: • • • •



Distinguishability of symbols Arithmetic operations capability Error control capability Tractability and speed



To one degree or another the decimal system of numbers satisfies these characteristics for hard-copy transfer of information between humans. Roman numerals and binary are examples of number systems that do not satisfy all four characteristics for human use. On the other hand, the binary number system is preferable for use in digital computers. The reason is simply put: current digital electronic machines recognize only two identifiable states, physically represented by a high voltage level and a low voltage level. These two physical states are logically interpreted as binary symbols 1 and 0. A fifth desirable characteristic of a number system to be used in a computer should be that it have a minimum number of easily identifiable states. The binary number system satisfies this condition. However, the digital computer must still interface with humankind. This is done by converting the binary data to a decimal and character-based form that can 31
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be readily understood by humans. A minimum number of identifiable characters (say 1 and 0, or true and false) is not practical or desirable for direct human use. If this is difficult to understand, imagine trying to complete a tax form in binary or in any number system other than decimal. On the other hand, use of a computer for this purpose would not only be practical but, in many cases, highly desirable.



2.2



POSITIONAL AND POLYNOMIAL REPRESENTATIONS



The positional form of a number is a set of side-by-side (juxtaposed) digits given generally in fixed-point form as Radix Point I



MSD I



LSD I



Nr = (an-\Integer



Fraction



where the radix (or base), r, is the total number of digits in the number system, and a is a digit in the set defined for radix r. Here, the radix point separates n integer digits on the left from m fraction digits on the right. Notice that an-\ is the most significant (highest order) digit called MSD, and that a_OT is the least significant (lowest order) digit denoted by LSD. The value of the number in Eq. (2.1) is given in polynomial form by n-\



Nr=^ fl,-r' = (an-irtt~l H ----- h a2r2 + a,r' + aor° + a-\r~l i=—m



+ a-2r~2 + "'+a-mr-m)r,



(2.2)



where at is the digit in the z'th position with a weight r' . Applications of Eqs. (2.1) and (2.2) follow directly. For the decimal system r = 10, indicating that there are 10 distinguishable characters recognized as decimal numerals 0, 1, 2, . . . , r — \(= 9). Examples of the positional and polynomial representations for the decimal system are



= 3017.528



and n-l



#, 
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