













Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Embedded Software for SoC

This book collects contributions from the Embedded Software Forum of the Design .... Current solutions to model the HW/SW interface will be bus functional model ... specific target architectures are presented in chapters 17, 20, 21 and 33. ...... 13,343. 13,356. 13,356. 79,096. Simulation time. 27.3 s. 28.6 s. 28.9 s. 28.5 s. ~5h. 

















 Télécharger le PDF 






 19MB taille
 5 téléchargements
 478 vues






 commentaire





 Report




















EMBEDDED SOFTWARE FOR SoC



This page intentionally left blank



Embedded Software for SoC Edited by



Ahmed Amine Jerraya TIMA Laboratory, France



Sungjoo Yoo TIMA Laboratory, France



Diederik Verkest IMEC, Belgium and



Norbert Wehn University of Kaiserlautern, Germany



KLUWER ACADEMIC PUBLISHERS NEW YORK, BOSTON, DORDRECHT, LONDON, MOSCOW



eBook ISBN: Print ISBN:



0-306-48709-8 1-4020-7528-6



©2004 Springer Science + Business Media, Inc. Print ©2003 Kluwer Academic Publishers Dordrecht All rights reserved No part of this eBook may be reproduced or transmitted in any form or by any means, electronic, mechanical, recording, or otherwise, without written consent from the Publisher Created in the United States of America



Visit Springer's eBookstore at: and the Springer Global Website Online at:



http://www.ebooks.kluweronline.com http://www.springeronline.com



DEDICATION



This book is dedicated to all designers working in hardware hell.



This page intentionally left blank



TABLE OF CONTENTS



Dedication



v



Contents



vii



Preface



xiii



Introduction



xv



PART I: EMBEDDED OPERATING SYSTEMS FOR SOC Chapter 1 APPLICATION MAPPING TO A HARDWARE PLATFORM ATOMATED CODE GENERATION TARGETING A RTOS Monica Besana and Michele Borgatti



1



THROUGH



3



Chapter 2 FORMAL METHODS FOR INTEGRATION OF AUTOMOTIVE SOFTWARE Marek Jersak, Kai Richter, Razvan Racu, Jan Staschulat, Rolf Ernst, Jörn-Christian Braam and Fabian Wolf



11



Chapter 3 LIGHTWEIGHT IMPLEMENTATION OF THE POSIX THREADS API FOR AN ON-CHIP MIPS MULTIPROCESSOR WITH VCI INTERCONNECT Frédéric Pétrot, Pascal Gomez and Denis Hommais



25



Chapter 4 DETECTING SOFT ERRORS BY A PURELY SOFTWARE APPROACH: METHOD, TOOLS AND EXPERIMENTAL RESULTS B. Nicolescu and R. Velazco



39



PART II: OPERATING SYSTEM ABSTRACTION AND TARGETING



53



Chapter 5 RTOS MODELLING FOR SYSTEM LEVEL DESIGN Andreas Gerstlauer, Haobo Yu and Daniel D. Gajski



55



Chapter 6 MODELING AND INTEGRATION OF PERIPHERAL DEVICES IN EMBEDDED SYSTEMS Shaojie Wang, Sharad Malik and Reinaldo A. Bergamaschi



69



vii



viii



Table of Conents



Chapter 7 SYSTEMATIC EMBEDDED SOFTWARE GENERATION FROM SYSTEMIC F. Herrera, H. Posadas, P. Sánchez and E. Villar PART III: EMBEDDED SOFTWARE DESIGN AND IMPLEMENTATION



83



95



Chapter 8 EXPLORING SW PERFORMANCE USING SOC TRANSACTION-LEVEL MODELING Imed Moussa, Thierry Grellier and Giang Nguyen



97



Chapter 9 A FLEXIBLE OBJECT-ORIENTED SOFTWARE ARCHITECTURE FOR SMART WIRELESS COMMUNICATION DEVICES Marco Götze



111



Chapter 10 SCHEDULING AND TIMING ANALYSIS OF HW/SW ON-CHIP COMMUNICATION IN MP SOC DESIGN Youngchul Cho, Ganghee Lee, Kiyoung Choi, Sungjoo Yoo and Nacer-Eddine Zergainoh



125



Chapter 11 EVALUATION OF APPLYING SPECC TO THE INTEGRATED DESIGN METHOD OF DEVICE DRIVER AND DEVICE Shinya Honda and Hiroaki Takada



137



Chapter 12 INTERACTIVE RAY TRACING ON RECONFIGURABLE SIMD MORPHOSYS H. Du, M. Sanchez-Elez, N. Tabrizi, N. Bagherzadeh, M. L. Anido and M. Fernandez



151



Chapter 13 PORTING A NETWORK CRYPTOGRAPHIC SERVICE TO THE RMC2000 Stephen Jan, Paolo de Dios, and Stephen A. Edwards



165



PART IV: EMBEDDED OPERATING SYSTEMS FOR SOC Chapter 14 INTRODUCTION TO HARDWARE ABSTRACTION LAYERS Sungjoo Yoo and Ahmed A. Jerraya Chapter 15 HARDWARE/SOFTWARE PARTITIONING Vincent J. Mooney III



OF



FOR



177



SOC 179



OPERATING SYSTEMS 187



Table of Conents



ix



Chapter 16 EMBEDDED SW IN DIGITAL AM-FM CHIPSET M. Sarlotte, B. Candaele, J. Quevremont and D. Merel



207



PART V: SOFTWARE OPTIMISATION FOR EMBEDDED SYSTEMS



213



Chapter 17 CONTROL FLOW DRIVEN SPLITTING OF LOOP NESTS AT THE SOURCE CODE LEVEL Heiko Falk, Peter Marwedel and Francky Catthoor



215



Chapter 18 DATA SPACE ORIENTED SCHEDULING M. Kandemir, G. Chen, W. Zhang and I. Kolcu



231



Chapter 19 COMPILER-DIRECTED ILP EXTRACTION FOR CLUSTERED VLIW/EPIC MACHINES Satish Pillai and Margarida F. Jacome



245



Chapter 20 STATE SPACE COMPRESSION IN HISTORY DRIVEN QUASI-STATIC SCHEDULING Antonio G. Lomeña, Marisa López-Vallejo, Yosinori Watanabe and Alex Kondratyev



261



Chapter 21 SIMULATION TRACE VERIFICATION FOR QUANTITATIVE CONSTRAINTS Xi Chen, Harry Hsieh, Felice Balarin and Yosinori Watanabe



275



PART VI: ENERGY AWARE SOFTWARE TECHNIQUES Chapter 22 EFFICIENT POWER/PERFORMANCE ANALYSIS OF EMBEDDED GENERAL PURPOSE SOFTWARE APPLICATIONS Venkata Syam P. Rapaka and Diana Marculescu



287 AND



289



Chapter 23 DYNAMIC PARALLELIZATION OF ARRAY BASED ON-CHIP MULTIPROCESSOR APPLICATIONS M. Kandemir W. Zhang and M. Karakoy



305



Chapter 24 SDRAM-ENERGY-AWARE MEMORY ALLOCATION FOR DYNAMIC MULTI-MEDIA APPLICATIONS ON MULTI-PROCESSOR PLATFORMS P. Marchal, J. I. Gomez, D. Bruni, L. Benini, L. Piñuel, F. Catthoor and H. Corporaal



319



Table of Conents



x



PART VII: SAFE AUTOMOTIVE SOFTWARE DEVELOPMENT Chapter 25 SAFE AUTOMOTIVE SOFTWARE DEVELOPMENT Ken Tindell, Hermann Kopetz, Fabian Wolf and Rolf Ernst



331



333



PART VIII: EMBEDDED SYSTEM ARCHITECTURE



343



Chapter 26 EXPLORING HIGH BANDWIDTH PIPELINED CACHE ARCHITECTURE FOR SCALED TECHNOLOGY Amit Agarwal, Kaushik Roy and T. N. Vijaykumar



345



Chapter 27 ENHANCING SPEEDUP IN NETWORK PROCESSING APPLICATIONS EXPLOITING INSTRUCTION REUSE WITH FLOW AGGREGATION G. Surendra, Subhasis Banerjee and S. K. Nandy



359



BY



Chapter 28 ON-CHIP STOCHASTIC COMMUNICATION and



373



Chapter 29 HARDWARE/SOFTWARE TECHNIQUES FOR IMPROVING CACHE PERFORMANCE IN EMBEDDED SYSTEMS Gokhan Memik, Mahmut T. Kandemir, Alok Choudhary and Ismail Kadayif



387



Chapter 30 RAPID CONFIGURATION & INSTRUCTION SELECTION FOR AN ASIP: A CASE STUDY Newton Cheung, Jörg Henkel and Sri Parameswaran



403



PART IX TRANSFORMATIONS FOR REAL-TIME SOFTWARE



419



Chapter 31 GENERALIZED DATA TRANSFORMATIONS V. Delaluz, I. Kadayif, M. Kandemir and U. Sezer



421



Chapter 32 SOFTWARE STREAMING VIA BLOCK STREAMING Pramote Kuacharoen, Vincent J. Mooney III and Vijay K. Madisetti



435



Table of Conents



xi



Chapter 33 ADAPTIVE CHECKPOINTING WITH DYNAMIC VOLTAGE SCALING EMBEDDED REAL-TIME SYSTEMS Ying Zhang and Krishnendu Chakrabarty



IN



PART X: LOW POWER SOFTWARE



449



465



Chapter 34 SOFTWARE ARCHITECTURAL TRANSFORMATIONS Tat K. Tan, Anand Raghunathan and Niraj K. Jha



467



Chapter 35 DYNAMIC FUNCTIONAL UNIT ASSIGNMENT FOR LOW POWER Steve Haga, Natsha Reeves, Rajeev Barua and Diana Marculescu



485



Chapter 36 ENERGY-AWARE PARAMETER PASSING M. Kandemir, I. Kolcu and W. Zhang



499



Chapter 37 LOW ENERGY ASSOCIATIVE DATA CACHES FOR EMBEDDED SYSTEMS Dan Nicolaescu, Alex Veidenbaum and Alex Nicolau



513



Index



527



This page intentionally left blank



PREFACE



The evolution of electronic systems is pushing traditional silicon designers into areas that require new domains of expertise. In addition to the design of complex hardware, System-on-Chip (SoC) design requires software development, operating systems and new system architectures. Future SoC designs will resemble a miniature on-chip distributed computing system combining many types of microprocessors, re-configurable fabrics, application-specific hardware and memories, all communicating via an on-chip inter-connection network. Designing good SoCs will require insight into these new types of architectures, the embedded software, and the interaction between the embedded software, the SoC architecture, and the applications for which the SoC is designed. This book collects contributions from the Embedded Software Forum of the Design, Automation and Test in Europe Conference (DATE 03) that took place in March 2003 in Munich, Germany. The success of the Embedded Software Forum at DATE reflects the increasing importance of embedded software in the design of a System-on-Chip. Embedded Software for SoC covers all software related aspects of SoC design Embedded and application-domain specific operating systems, interplay between application, operating system, and architecture. System architecture for future SoC, application-specific architectures based on embedded processors and requiring sophisticated hardware/software interfaces. Compilers and interplay between compilers and architectures. Embedded software for applications in the domains of automotive, avionics, multimedia, telecom, networking, . . . This book is a must-read for SoC designers that want to broaden their horizons to include the ever-growing embedded software content of their next SoC design. In addition the book will provide embedded software designers invaluable insights into the constraints imposed by the use of embedded software in a SoC context. Norbert Wehn University of Kaiserslautern Germany



Diederik Verkest IMEC Leuven, Belgium
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INTRODUCTION



Embedded software is becoming more and more important in system-on-chip (SoC) design. According to the ITRS 2001, “embedded software design has emerged as the most critical challenge to SoC” and “Software now routinely accounts for 80% of embedded systems development cost” [1]. This will continue in the future. Thus, the current design productivity gap between chip fabrication and design capacity will widen even more due to the increasing ‘embedded SoC SW implementation gap’. To overcome the gap, SoC designers should know and master embedded software design for SoC. The purpose of this book is to enable current SoC designers and researchers to understand up-to-date issues and design techniques on embedded software for SoC. One of characteristics of embedded software is that it is heavily dependent on the underlying hardware. The reason of the dependency is that embedded software needs to be designed in an application-specific way. To reduce the system design cost, e.g. code size, energy consumption, etc., embedded software needs to be optimized exploiting the characteristics of underlying hardware. Embedded software design is not a novel topic. Then, why do people consider that embedded software design is more and more important for SoC these days? A simple, maybe not yet complete, answer is that we are more and more dealing with platform-based design for SoC [2]. Platform-based SoC design means to design SoC with relatively fixed architectures. This is important to reduce design cycle and cost. In terms of reduction in design cycle, platform-based SoC design aims to reuse existing and proven SoC architectures to design new SoCs. By doing that, SoC designers can save architecture construction time that includes the design cycle of IP (intellectual property core) selection, IP validation, IP assembly, and architecture validation/evaluation. In platform-based SoC design, architecture design is to configure, statically or dynamically in system runtime, the existing platforms according to new SoC designs [3]. Since the architecture design space is relatively limited and fixed, most of the design steps are software design. For instance, when SoC designers need to implement a functionality that is not implemented by hardware blocks in the platform, they need to implement it in software. As the SoC functionality becomes more complex, software will implement more and more functionality compared to the relatively fixed hardware. Thus, many design optimization tasks will become embedded software optimization ones. xv
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To understand embedded software design for SoC, we need to know current issues in embedded software design. We want to classify the issues into two parts: software reuse for SoC integration and architecture-specific software optimization. Architecture-specific software optimization has been studied for decades. On the other side, software reuse for SoC integration is an important new issue. To help readers to understand better the specific contribution of this book, we want to address this issue more in detail in this introduction. SW REUSE FOR SOC INTEGRATION Due to the increased complexity of embedded software design, the design cycle of embedded software is becoming the bottleneck to reduce time-tomarket. To shorten the design cycle, embedded software needs to be reused over several SoC designs. However, the hardware dependency of embedded software makes software reuse very difficult. A general solution to resolve this software reuse problem is to have a multi-layer architecture for embedded software. Figure 1 illustrates such an architecture. In the figure, a SoC consists of sub-systems connected with each other via a communication network. Within each sub-system, embedded
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software consists of several layers: application software, communication middleware (e.g. message passing interface [4]), operating system (OS), and hardware abstraction layer (HAL)). In the architecture, each layer uses an abstraction of the underlying ones. For instance, the OS layer is seen by upper layers (communication middleware and application layers) as an abstraction of the underlying architecture, in the form of OS API (application programming interface), while hiding the details of OS and HAL implementation and those of the hardware architecture. Embedded software reuse can be done at each layer. For instance, we can reuse an RTOS as a software component. We can also think about finer granularity of software component, e.g. task scheduler, interrupt service routine, memory management routine, inter-process communication routine, etc. [5]. By reusing software components as well as hardware components, SoC design becomes an integration of reused software and hardware components. When SoC designers do SoC integration with a platform and a multi-layer software architecture, the first question can be ‘what is the API that gives an abstraction of my platform?’ We call the API that abstracts a platform ‘platform API’. Considering the multi-layer software architecture, the platform API can be Communication API, OS API, or HAL API. When we limit the platform only to the hardware architecture, the platform API can be an API at transaction level model (TLM) [6]. We think that a general answer to this question may not exist. The platform API may depend on designer’s platforms. However, what is sure is that the platform API needs to be defined (by designers, by standardization institutions like Virtual Socket Interface Alliance, or by anyone) to enable platform-based SoC design by reusing software components. In SoC design with multi-layer software architecture, another important problem is the validation and evaluation of reused software on the platform. Main issues are related to software validation without the final platform and, on the other hand, to assess the performance of the reused software on the platform. Figure 2 shows this problem more in detail. As shown in the figure,
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software can be reused at one of several abstraction levels, Communicaton API, OS API, HAL API, or ISA (instruction set architecture) level, each of which corresponds to software layer. The platform can also be defined with its API. In the figure, we assume a hardware platform which can be reused at one of the abstraction levels, message, transaction, transfer layer, or RTL [6]. When SoC designers integrate both reused software and hardware platform at a certain abstraction level for each, the problem is how to validate and evaluate such integration. As more software components and hardware platforms are reused, this problem will become more important. The problem is to model the interface between reused software and hardware components called ‘hardware/software interface’ as shown in Figure 2. Current solutions to model the HW/SW interface will be bus functional model, BCA (bus cycle accurate) shell, etc. However, they do not consider the different abstraction levels of software. We think that there has been little research work covering both the abstraction levels of software and hardware in this problem.



GUIDE TO THIS BOOK The book is organised into 10 parts corresponding to sessions presented at the Embedded Systems Forum at DATE’03. Both software reuse for SoC and application specific software optimisations are covered. The topic of Software reuse for SoC integration is explained in three parts “Embedded Operating System for SoC”, “Embedded Software Design and Implementation”, “Operating System Abstraction and Targeting”. The key issues addressed are: The layered software architecture and its design in chapters 3 and 9. The OS layer design in chapters 1, 2, 3, and 7. The HAL layer in chapter 1. The problem of modelling the HW/SW interface in chapters 5 and 8. Automatic generation of software layers, in chapters 6 and 11. SoC integration in chapters 10, 12 and 13. Architecture-specific software optimization problems are mainly addressed in five parts, “Software Optimization for Embedded Systems”, “Embedded System Architecture”, “Transformations for Real-Time Software”, “Energy Aware Software Techniques”, and “Low Power Software”. The key issues addressed are: Sub-system-specific techniques in chapters 18, 19, 26, 29, 30 and 31. Communication-aware techniques in chapters 23, 24, 27 and 28. Architecture independent solutions which perform code transformation to enhance performance or to reduce design cost without considering specific target architectures are presented in chapters 17, 20, 21 and 33.
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Energy-aware techniques in chapters 22, 23, 24, 34, 35, 36 and 37. Reliable embedded software design techniques in chapters 4, 25 and 32. REFERENCES 1. International Technology Roadmap for Semiconductors, available at http://public.itrs.net/ 2. Alberto Sangiovanni-Vincentelli and Grant Martin. “Platform-Based Design and Software Design Methodology for Embedded Systems.” IEEE Design & Test of Computers, November/December 2001. 3. Henry Chang, Larry Cooke, Merrill Hunt, Grant Martin, Andrew McNelly, and Lee Todd. Surviving the SOC Revolution, A Guide to Platform-Based Design. Kluwer Academic Publishers, 1999. 4. The Message Passing Interface Standard, available at http://www-unix.mcs.anl.gov/mpi/ 5. Anthony Massa. Embedded Software Development with eCos. Prentice Hall, November 2002. 6. White Paper for SoC Communication Modeling, available at http://www.synopsys.com/ products/cocentric_studio/communication_wp10.pdf
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Chapter 1 APPLICATION MAPPING TO A HARDWARE PLATFORM THROUGH AUTOMATED CODE GENERATION TARGETING A RTOS A Design Case Study



Monica Besana and Michele Borgatti STMicroelectronics‚ Central R&D – Agrate Brianza (MI)‚ Italy



Abstract. Consistency‚ accuracy and efficiency are key aspects for practical usability of a system design flow featuring automatic code generation. Consistency is the property of maintaining the same behavior at different levels of abstraction through synthesis and refinement‚ leading to functionally correct implementation. Accuracy is the property of having a good estimation of system performances while evaluating a high-level representation of the system. Efficiency is the property of introducing low overheads and preserving performances at the implementation level. RTOS is a key element of the link to implementation flow. In this paper we capture relevant high-level RTOS parameters that allow consistency‚ accuracy and efficiency to be verified in a top-down approach. Results from performance estimation are compared against measurements on the actual implementation. Experimental results on automatically generated code show design flow consistency‚ an accuracy error less than 1% and an overhead of about 11.8% in term of speed.



Key words: design methodology‚ modeling‚ system analysis and design‚ operating systems



1. INTRODUCTION



Nowadays‚ embedded systems are continuously increasing their hardware and software complexity moving to single-chip solutions. At the same time‚ market needs of System-on-Chip (SoC) designs are rapidly growing with strict timeto-market constraints. As a result of these new emerging trends‚ semiconductor industries are adopting hardware/software co-design flows [1‚ 2]‚ where the target system is represented at a high-level of abstraction as a set of hardware and software reusable macro-blocks. In this scenario‚ where also applications complexity is scaling up‚ real-time operating systems (RTOS) are playing an increasingly important role. In fact‚ by simplifying control code required to coordinate processes‚ RTOSs provide a very useful abstraction interface between applications with hard real-time requirements and the target system architecture. As a consequence‚ availability This work is partially supported by the Medea+ A502 MESA European Project.



3 A Jerraya et al. (eds.)‚ Embedded Software for SOC‚ 3–10‚ 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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of RTOS models is becoming strategic inside hardware/software co-design environments. This work‚ based on Cadence Virtual Component Co-design (VCC) environment [3]‚ shows a design flow to automatically generate and evaluate software – including a RTOS layer – for a target architecture. Starting from executable specifications‚ an untimed model of an existing SoC is defined and validated by functional simulations. At the same time an architectural model of the target system is defined providing a platform for the next design phase‚ where system functionalities are associated with a hardware or software architecture element. During this mapping phase‚ each high-level communication between functions has to be refined choosing the correct protocol from a set of predefined communication patterns. The necessary glue for connecting together hardware and software blocks is generated by the interface synthesis process. At the end of mapping‚ software estimations have been performed before starting to directly simulate and validate generated code to a board level prototype including our target chip. Experimental results show a link to implementation consistency with an overhead of about 11.8% in term of code execution time. Performance estimations compared against actual measured performances of the target system show an accuracy error less than 1%. 2. SPEECH RECOGNITION SYSTEM DESCRIPTION



A single-chip‚ processor-based system with embedded built-in speech recognition capabilities has been used as target in this project. The functional block diagram of the speech recognition system is shown in Figure 1-1. It is basically composed by two hardware/software macro-blocks. The first one‚ simply called front-end (FE)‚ implements the speech acquisition chain. Digital samples‚ acquired from an external microphone‚ are processed (Preproc) frame by frame to provide a sub-sampled and filtered speech data to EPD and ACF blocks. While ACF computes the auto-correlation function‚ EPD performs an end-point detection algorithm to obtain silence-speech discrimination. ACF concatenation with the linear predictive cepstrum block (LPC) translates each incoming word (i.e. a sequence of speech samples) into a variablelength sequence of cepstrum feature vectors [4]. Those vectors are then compressed (Compress) and transformed (Format) in a suitable memory structure to be finally stored in RAM (WordRam). The other hardware/software macro-block‚ called back-end (BE)‚ is the SoC recognition engine where the acquired word (WordRAM) is classified comparing it with a previously stored database of different words (Flash Memory). This engine‚ based on a single-word pattern-matching algorithm‚ is built by two nested loops (DTW Outloop and DTW Innerloop) that compute L1 or
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L2 distance between frames of all the reference words and the unknown one. Obtained results are then normalized (Norm-and-Voting-Rule) and the best distance is supplied to the application according to a chosen voting rule. The ARM7TDMI processor-based chip architecture is shown in Figure 1-2. The whole system was built around an AMBA bus architecture‚ where a bus bridge connects High speed (AHB) and peripherals (APB) buses. Main targets on the AHB system bus are: a 2Mbit embedded flash memory (e-Flash)‚ which stores both programs and word templates database; the main processor embedded static RAM (RAM); a static RAM buffer (WORDRAM) to store intermediate data during the recognition phase. The configurable hardwired logic that implements speech recognition functionalities (Feature Extractor and Recognition Engine) is directly connected to the APB bus. 3. DESIGN FLOW DESCRIPTION



In this project a top-down design flow has been adopted to automatically generate code for a target architecture. Figure 1-3 illustrates the chosen approach.
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Starting from a system behavior description‚ hardware and software tasks have been mapped to the target speech recognition platform and to MicroC/OSII (a well-known open-source and royalties-free pre-emptive real-time kernel [5]) respectively. Then mapping and automatic code generation phases allow to finally simulate and validate the exported software directly on a target board. In the next sections a detailed description of the design flow is presented. 3.1. Modeling and mapping phases



At first‚ starting from available executable specifications‚ a behavioral description of the whole speech recognition system has been carried out. In this step of the project FE and BE macro-blocks (Figure 1-1) have been split in 21 tasks‚ each one representing a basic system functionality at untimed level‚ and the obtained model has been refined and validated by functional simulations. Behavioral memories has been included in the final model to implement speech recognition data flow storage and retrieval. At the same time‚ a high-level architectural model of the ARM7-based platform presented above (Figure 1-2) has been described. Figure 1-4 shows the result of this phase where the ARM7TDMI core is connected to a MicroC/OS-II model that specifies tasks scheduling policy and delays associated with tasks switching. This RTOS block is also connected to a single task scheduler (Task)‚ that allows to transform a tasks sequence in a single task‚ reducing software execution time. When both descriptions are completed‚ the mapping phase has been started. During this step of the design flow‚ each task has been mapped to a hardware or software implementation (Figure 1-5)‚ matching all speech recognition
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platform requirements in order to obtain code that can be directly executed on target system. To reach this goal the appropriate communication protocol between modeled blocks has had to be selected from available communication patterns. Unavailable communication patterns have been implemented to fit the requirements of the existing hardware platform. 3.2. Software performance estimation



At the end of mapping phase‚ performance estimations have been carried out to verify whether the obtained system model meets our system requirements. In particular most strict constraints are in term of software execution time. These simulations have been performed setting clock frequency to 16 MHz and using the high-level MicroC/OS-II parameter values obtained via RTL-ISS simulation (Table 1-1) that describe RTOS context switching and interrupt latency overheads. In this scenario the ARM7TDMI CPU architectural element has been modeled with a processor basis file tuned on automotive applications code [6]. Performance results show that all front-end blocks‚ which are system blocks with the hard-real time constraints‚ require 6.71 ms to complete their execu-
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Table 1-1. RTOS parameters. Cycles



16MHz



Start_overhead (delay to start a reaction)



~220



0.014 ms



Finish_overhead (delay to finish a reaction)



~250



0.016 ms



Suspend_overhead (delay to suspend a reaction)



~520



0.033 ms



Resume_overhead (delay to resume a preempted reaction)



~230



0.014 ms



tion. This time does not include RTOS timer overhead that has been estimated via RTL-ISS simulations in 1000 cycles (0.0633 ms at 16 MHz). Setting MicroC/OS-H timer to a frequency of one tick each ms‚ all frontend blocks present an overall execution time of 7.153 ms. Since a frame of speech (the basic unit of work for the speech recognition platform) is 8 ms long‚ performance simulations show that generated code‚ including the RTOS layer‚ fits hard real time requirements of the target speech recognition system. 3.3. Code generation and measured results



Besides evaluating system performances‚ VCC environment allows to automatically generate code from system blocks mapped software. This code‚ however‚ does not include low-level platform dependent software. Therefore‚ to execute it directly on the target chip‚ we have had to port MicroC/OS-II to the target platform and then this porting has been compiled and linked with software generated when the mapping phase has been completed. Resulting image has been directly executed on a board prototype including our speech recognition chip in order to prove design flow consistency. The execution of all FE blocks‚ including an operating system tick each 1 ms‚ results in an execution time of 7.2 ms on the target board (core set to 16 MHz). This result shows that obtained software performance estimation presents an accuracy error less than 1 % compared to on SoC execution time. To evaluate design flow efficiency we use a previously developed C code that‚ without comprising a RTOS layer‚ takes 6.44 ms to process a frame of speech at 16 MHz. Comparing this value to the obtained one of 7.2 ms‚ we get an overall link to implementation overhead‚ including MicroC/OS-II execution time‚ of 11.8%.
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4. CONCLUSIONS



In this paper we have showed that the process of capturing system functionalities at high-level of abstraction for automatic code generation is consistent. In particular high-level system descriptions have the same behavior of the execution of code automatically generated from the same high-level descriptions. This link to implementation is a key productivity improvement as it allows implementation code to be derived directly by the models used for system level exploration and performance evaluation. In particular an accuracy error less than 1% and maximum execution speed reduction of about 11.8% has been reported. We recognize this overhead to be acceptable for the implementation code of our system. Starting from these results‚ the presented design flow can be adopted to develop and evaluate software on high-level model architecture‚ before target chip will be available from foundry. At present this methodology is in use to compare software performances of different RTOSs on our speech recognition platform. This to evaluate which one could best fit different speech application target constraints.
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Chapter 2 FORMAL METHODS FOR INTEGRATION OF AUTOMOTIVE SOFTWARE



Marek Jersak1, Kai Richter1, Razvan Racu1, Jan Staschulat1, Rolf Ernst1, Jörn-Christian Braam2 and Fabian Wolf2 1 Institute for Computer and Communication Network Engineering, Technical University of Braunschweig, D-38106 Braunschweig, Germany; 2 Aggregateelektronik-Versuch (Power Train Electronics), Volkswagen AG, D-38436 Wolfsburg, Germany



Abstract. Novel functionality‚ configurability and higher efficiency in automotive systems require sophisticated embedded software‚ as well as distributed software development between manufacturers and control unit suppliers. One crucial requirement is that the integrated software must meet performance requirements in a certifiable way. However‚ at least for engine control units‚ there is today no well-defined software integration process that satisfies all key requirements of automotive manufacturers. We propose a methodology for safe integration of automotive software functions where required performance information is exchanged while each partner’s IP is protected. We claim that in principle performance requirements and constraints (timing‚ memory consumption) for each software component and for the complete ECU can be formally validated‚ and believe that ultimately such formal analysis will be required for legal certification of an ECU. Key words: automotive software‚ software integration‚ software performance validation‚ electronic control unit certification



1. INTRODUCTION



Embedded software plays a key role in increased efficiency of today’s automotive system functions‚ in the ability to compose and configure those functions‚ and in the development of novel services integrating different automotive subsystems. Automotive software runs on electronic control units (ECUs) which are specialized programmable platforms with a real-time operating system (RTOS) and domain-specific basic software‚ e.g. for engine control. Different software components are supplied by different vendors and have to be integrated. This raises the need for an efficient‚ secure and certifiable software integration process‚ in particular for safety-critical functions. The functional software design including validation can be largely mastered through a well-defined process including sophisticated test strategies [6]. However‚ safe integration of software functions on the automotive platform requires validation of the integrated system’s performance. Here‚ non-functional system properties‚ in particular timing and memory consumption are 11 A Jerraya et al. (eds.)‚ Embedded Software for SOC‚ 11–24‚ 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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the dominant issues. At least for engine control units‚ there is today no established integration process for software from multiple vendors that satisfies all key requirements of automotive OEMs (original equipment manufacturers). In this chapter‚ we propose a flow of information between automotive OEM‚ different ECU vendors and RTOS vendors for certifiable software integration. The proposed flow allows to exchange key performance information between the individual automotive partners while at the same time protecting each partner’s intellectual property (IP). Particular emphasis is placed on formal performance analysis. We believe that ultimately formal performance analysis will be required for legal certification of ECUs. In principle‚ analysis techniques and all required information are available today at all levels of software‚ including individual tasks‚ the RTOS‚ single ECUs and networked ECUs. We will demonstrate how these individual techniques can be combined to obtain tight analysis results. 2. CURRENT PRACTICE IN SOFTWARE INTEGRATION



The software of a sophisticated programmable automotive ECU‚ e.g. for power train control‚ is usually composed of three layers. The lowest one‚ the system layer consists of the RTOS‚ typically based on the OSEK [8] automotive RTOS standard‚ and basic I/O. The system layer is usually provided by an RTOS vendor. The next upward level is the so-called ‘basic software’ which is added by the ECU vendor. It consists of standard functions that are specific to the role of the ECU. Generally speaking‚ with properly calibrated parameters‚ an ECU with RTOS and basic software is a working control unit for its specific automotive role. On the highest layer there are sophisticated control functions where the automotive OEM uses its vehicle-specific know-how to extend and thus improve the basic software‚ and to add new features. The automotive OEM also designs distributed vehicle functions‚ e.g. adaptive cruise-control‚ which span several ECUs. Sophisticated control and vehicle functions present an opportunity for automotive product differentiation‚ while ECUs‚ RTOS and basic functions differentiate the suppliers. Consequently‚ from the automotive OEM’s perspective‚ a software integration flow is preferable where the vehicle function does not have to be exposed to the supplier‚ and where the OEM itself can perform integration for rapid design-space exploration or even for a production ECU. Independent of who performs software integration‚ one crucial requirement is that the integrated software must meet performance requirements in a certifiable way. Here‚ a key problem that remains largely unsolved is the reliable validation of performance bounds for each software component‚ the whole ECU‚ or even a network of ECUs. Simulation-based techniques for performance validation are increasingly unreliable with growing application and architecture complexity. Therefore‚ formal analysis techniques which consider
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conservative min/max behavioral intervals are becoming more and more attractive as an alternative or supplement to simulation. However‚ a suitable validation methodology based on these techniques is currently not in place.



3. PROPOSED SOLUTION



We are interested in a software integration flow for automotive ECUs where sophisticated control and vehicle functions can be integrated as black-box (object-code) components. The automotive OEM should be able to perform the integration itself for rapid prototyping‚ design space exploration and performance validation. The final integration can still be left to the ECU supplier‚ based on validated performance figures that the automotive OEM provides. The details of the integration and certification flow have to be determined between the automotive partners and are beyond the scope of this paper. We focus instead on the key methodological issues that have to be solved. On the one hand‚ the methodology must allow integration of software functions without exposing IP. On the other hand‚ and more interestingly‚ we expect that ultimately performance requirements and constraints (timing‚ memory consumption) for each software component and the complete ECU will have to be formally validated‚ in order to certify the ECU. This will require a paradigm shift in the way software components including functions provided by the OEM‚ the basic software functions from the ECU vendor and the RTOS are designed. A possible integration and certification flow which highlights these issues is shown in Figure 2-1. It requires well defined methods for RTOS configuration‚ adherence to software interfaces‚ performance models for all entities involved‚ and a performance analysis of the complete system. Partners
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exchange properly characterized black-box components. The required characterization is described in corresponding agreements. This is detailed in the following sections. 4. SOFTWARE INTEGRATION



In this section‚ we address the roles and functional issues proposed in Figure 2-1 for a safe software integration flow‚ in particular RTOS configuration‚ communication conventions and memory budgeting. The functional software structure introduced in this section also helps to better understand performance issues which are discussed in Section 5. 4.1.



RTOS configuration



In an engine ECU‚ most tasks are either executed periodically‚ or run synchronously with engine RPM. RTOS configuration (Figure 2-1) includes setting the number of available priorities‚ timer periods for periodic tasks etc. Configuration of basic RTOS properties is performed by the ECU provider. In OSEK‚ which is an RTOS standard widely used in the automotive industry [8]‚ the configuration can be performed in the ‘OSEK implementation language’ (OIL [12]). Tools then build C or object files that capture the RTOS configuration and insert calls to the individual functions in appropriate places. With the proper tool chain‚ integration can also be performed by the automotive OEM for rapid prototyping and IP protection. In our experiments we used ERCOSEK [2]‚ an extension of OSEK. In ERCOSEK code is structured into tasks which are further substructured into processes. Each task is assigned a priority and scheduled by the RTOS. Processes inside each task are executed sequentially. Tasks can either be activated periodically with fixed periods using a timetable mechanism‚ or dynamically using an alarm mechanism. We configured ERCOSEK using the tool ESCAPE [3]. ESCAPE reads a configuration file that is based on OIL and translates it into ANSI-C code. The individual software components and RTOS functions called from this code can be pre-compiled‚ black-box components. In the automotive domain‚ user functions are often specified with a blockdiagram-based tool‚ typically Simulink or Ascet/SD. C-code is then obtained from the block diagram using the tool’s code generator or an external one. In our case‚ user functions were specified in Ascet/SD and C-code was generated using the built-in code generator. 4.2. Communication conventions and memory budgeting



Black-box components with standard software interfaces are needed to satisfy IP protection. At the same time‚ validation‚ as well as modularity and flexi-
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bility requirements have to be met. Furthermore‚ interfaces have to be specific enough that any integrator can combine software components into a complete ECU function. IP protection and modularity are goals that can be combined if read accesses are hidden and write accesses are open. An open write access generally does not uncover IP. For example‚ the fact that a function in an engine ECU influences the amount of fuel injected gives away little information about the function’s internals. However‚ the variables read by the function can yield valuable insight into the sophistication of the function. From an integration perspective‚ hidden write accesses make integration very difficult since it is unclear when a value is potentially changed‚ and thus how functions should be ordered. Hidden read accesses pose no problem from this perspective. The ECU vendor‚ in his role as the main integrator‚ provides a list of all pre-defined communication variables to the SW component providers. Some of these may be globally available‚ some may be exclusive to a subset of SW component providers. The software integrator also budgets and assigns memory available to each SW component provider‚ separated into memory for code‚ local data‚ private communication variables and external I/O variables. For each software component‚ its provider specifies the memory actually used‚ and actual write accesses performed to shared variables. If the ECU exhibits integration problems‚ then each SW component’s adherence to its specification can be checked on the assembly-code level using a debugger. While this is tedious‚ it allows a certification authority to determine which component is at fault. An alternative may be to use hardware-based memory protection‚ if it is supported. Reasonable levels of granularity for memory access tables (e.g. vendor‚ function)‚ and the overhead incurred at each level‚ still have to be investigated. An analysis of access violation at compile or link-time‚ on the other hand‚ seems overly complex‚ and can be easily tricked‚ e.g. with hard-to-analyze pointer operations. Another interesting issue is the trade-off between performance and flexibility as a result of basic software granularity. Communication between SW components is only possible at component boundaries (see communication mechanisms described in Section 4.1). While a fine basic software granularity allows the OEM to augment‚ replace or introduce new functions at very precise locations‚ overhead is incurred at every component boundary. On the other hand‚ coarse basic software may have to be modified more frequently by the ECU vendor to expose interfaces that the OEM requires. 5. TIMING ANALYSIS



The second‚ more complex set of integration issues deals with software component and ECU performance‚ in particular timing. Simulation-based
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techniques for timing validation are increasingly unreliable with growing application and architecture complexity. Therefore‚ formal timing analysis techniques which consider conservative min/max behavioral intervals are becoming more and more attractive as an alternative or supplement to simulation. We expect that‚ ultimately‚ certification will only be possible using a combination of agreed-upon test patterns and formal techniques. This can be augmented by run-time techniques such as deadline enforcement to deal with unexpected situations (not considered here). A major challenge when applying formal analysis methodologies is to calculate tight performance bounds. Overestimation leads to poor utilization of the system and thus requires more expensive target processors‚ which is unacceptable for high-volume products in the automotive industry. Apart from conservative performance numbers‚ timing analysis also yields better system understanding‚ e.g. through visualization of worst case scenarios. It is then possible to modify specific system parameters to assess their impact on system performance. It is also possible to determine the available headroom above the calculated worst case‚ to estimate how much additional functionality could be integrated without violating timing constraints. In the following we demonstrate that formal analysis is consistently applicable for single processes‚ RTOS overhead‚ and single ECUs‚ and give an outlook on networked ECUs‚ thus opening the door to formal timing analysis for the certification of automotive software. 5.1. Single process analysis



Formal single process timing analysis determines the worst and best case execution time (WCET‚ BCET) of one activation of a single process assuming an exclusive resource. It consists of (a) path analysis to find all possible paths through the process‚ and (b) architecture modeling to determine the minimum and maximum execution times for these paths. The challenge is to make both path analysis and architecture modeling tight. Recent analysis approaches‚ e.g. [9]‚ first determine execution time intervals for each basic block. Using an integer linear programming (ILP) solver‚ they then find the shortest and the longest path through the process based on basic block execution counts and time‚ leading to an execution time interval for the whole process. The designer has to bound data-dependent loops and exclude infeasible paths to tighten the process-level execution time intervals. Pipelines and caches have to be considered for complex architectures to obtain reliable analysis bounds. Pipeline effects on execution time can be captured using a cycle-accurate processor core model or a suitable measurement setup. Prediction of cache effects is more complicated. It first requires the determination of worst and best case numbers for cache hits and misses‚ before cache influence on execution time can be calculated. The basic-block based timing analysis suffers from the over-conservative assumption of an unknown cache state at the beginning of each basic block.
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Therfore‚ in [9] a modified control-flow graph is proposed capturing potential cache conflicts between instructions in different basic blocks. Often the actual set of possibly conflicting instructions can be substantially reduced due to input-data-independent control structures. Given the known (few) possible sequences of basic blocks – the so called process segments – through a process‚ cache tracing or data-flow techniques can be applied to larger code sequences‚ producing tighter results. Execution time intervals for the complete process are then determined using the known technique from [9] for the remaining data dependent control structures between process segments instead of basic blocks. The improvement in analysis tightness has been shown with the tool SYMTA/P [18]. To obtain execution time intervals for engine control functions in our experiments‚ we used SYMTA/P as follows: Each segment boundary was instrumented with a trigger point [18‚ 19]‚ in this case an inline-assembly store-bit instruction changing an I/O pin value. The target platform was a TriCore running at 40 MHz with 1 k direct-mapped instruction cache. Using appropriate stimuli‚ we executed each segment and recorded the store-bit instruction with a logic state analyzer (LSA). With this approach‚ we were able to obtain clock-cycle-accurate measurements for each segment. These numbers‚ together with path information‚ were then fed into an ILP solver‚ to obtain minimum and maximum execution times for the example code. To be able to separate the pure CPU time from the cache miss influences‚ we used the following setup: We loaded the code into the scratchpad RAM (SPR)‚ an SRAM memory running at processor speed‚ and measured the execution time. The SPR responds to instruction fetches as fast as a cache does in case of a cache hit. Thus‚ we obtained measurements for an ‘always hit’ scenario for each analyzed segment. An alternative would be to use cycle-accurate core and cache simulators and pre-load the cache appropriately. However‚ such simulators were not available to us‚ and the SPR proved a convenient workaround. Next‚ we used a (non cycle-accurate) instruction set simulator to generate the corresponding memory access trace for each segment. This trace was then fed into the DINERO [5] cache simulator to determine the worst and best case ‘hit/miss scenarios’ that would result if the code was executed from external memory with real caching enabled. We performed experiments for different simple engine control processes. It should be noted that the code did not contain loops. This is because the control-loop is realized through periodic process-scheduling and not inside individual processes. Therefore‚ the first access to a cache line always resulted in a cache miss. Also‚ due to the I-cache and memory architectures and cache-miss latencies‚ loading a cache line from memory is not faster than reading the same memory addresses directly with cache turned off. Consequently‚ for our particular code‚ the cache does not improve performance. Table 2-1 presents the results. The first column shows the measured value for the process execution in the SPR (‘always hit’). The next column shows
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18 Table 2-1. Worst case single process analysis and measurements. Process



Measured WCET in scratchpad



a b c



Calculated max # of cache misses



Calculated WCET w/ cache



Measured WCET w/ cache



Measured WCET w/o cache



79 79 104



the worst case number of cache misses. The third column contains the worst case execution times from external memory with cache calculated using the SYMPTA/P approach. The measurements from external memory – with and without cache – are given in the last two columns. 5.2. RTOS analysis



Apart from influencing the timing of individual tasks through scheduling‚ the RTOS itself consumes processor time. Typical RTOS primitive functions are described e.g. in [1]. The most important are: task or context switching including start‚ preemption‚ resumption and termination of tasks; and general OS overhead‚ including periodic timer interrupts and some house-keeping functions. For formal timing analysis to be accurate‚ the influence of RTOS primitives needs to be considered in a conservative way. On the one hand‚ execution time intervals for each RTOS primitive need to be considered‚ and their dependency on the number of tasks scheduled by the RTOS. The second interesting question concerns patterns in the execution of RTOS primitives‚ in order to derive the worst and best case RTOS overhead for task response times. Ideally‚ this information would be provided by the RTOS vendor‚ who has detailed knowledge about the internal behavior of the RTOS‚ allowing it to perform appropriate analyses that cover all corner cases. However‚ it is virtually impossible to provide numbers for all combinations of targets‚ compilers‚ libraries‚ etc. Alternatively‚ the RTOS vendor could provide test patterns that the integrator can run on its own target and in its own development environment to obtain the required worst and best case values. Some OS vendors have taken a step in that direction‚ e.g. [11]. In our case‚ we did not have sufficient information available. We therefore had to come up with our own tests to measure the influence of ERCOSEK primitives. This is not ideal‚ since it is tedious work and does not guarantee corner-case coverage. We performed our measurements by first instrumenting accessible ERCOSEK primitives‚ and then using the LSA-based approach described in Section 5.1. Fortunately‚ ESCAPE (Section 4.1) generates the ERCOSEK configuration functions in C which then call the corresponding ERCOSEK functions (object code library). The C functions provide hooks for instrumentation.
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We inserted code that generates unique port signals before and after accessible ERCOSEK function calls. We measured: tt: time table interrupt‚ executed whenever the time table needs to be evaluated to start a new task. ph start/stop: the preemption handler is started to hand the CPU to a higher priority task‚ and stops after returning the CPU to the lower priority task. X act: activates task X. Executed whenever a task is ready for execution. X term: terminate task X is executed after task X has finished. X1: task X is actually executing. A snapshot of our measurements is shown in Figure 2-2‚ which displays the time spent in each of the instrumented RTOS functions‚ as well as execution patterns. As can be seen‚ time is also spent in RTOS functions which we could not clearly identify since they are hidden inside the RTOS objectcode libraries and not visible in the source-code. To included this overhead‚ we measured the time between tt and X act (and called this time Activate Task pre)‚ the time between X act and X1 (Task pre)‚ the time between X1 and X term (Terminate Task pre)‚ and the time between X term and ph stop (Terminate Task post). The measurement results are shown in Table 2-2. Our measurements indicate that for a given ERCOSEK configuration and a given task set‚ the execution time of some ERCOSEK primitives in the SPR varies little‚ while there is a larger variation for others. This supports our claim that an RTOS vendor needs to provide methods to appropriately characterize the timing of each RTOS primitive‚ since the user cannot rely on self-made benchmarks. Secondly‚ the patterns in the execution of RTOS primitives are surprisingly complex (Figure 2-2) and thus also need to be properly characterized by the RTOS vendor. In the next section we will show
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RTOS functions timing.



RTOS functions
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Measured time value w/o cache



ActivateTask pre A act B act C act Task pre TerminateTask pre A term B term C term TerminateTask post



that with proper RTOS characterization‚ it is possible to obtain tight conservative bounds on RTOS overhead during task response time analysis. Columns two and three in Table 2-2 show that the I-cache improved the performance of some of the RTOS functions. This will also be considered in the following section. 5.3. Single and networked ECU analysis



Single ECU analysis determines response times‚ and consequently schedulability for all tasks running on the ECU. It builds upon single-process timing (Section 5.1) and RTOS timing results (Section 5.2). On top of that‚ it considers task-activation patterns and the scheduling strategy. Our example system consists of three periodically activated tasks without data-dependencies. The tasks are scheduled by a fixed-priority scheduler and each task’s deadline is equal to its period. Such a system can be analyzed using the static-priority preemptive analysis which was developed by Liu and Layland [10] and extended in [16] to account for exclusive-resource access arbitration. Additionally‚ we have to consider the RTOS overhead as explained in the previous section. A snapshot of the possible behavior of our system is shown in Figure 2-3. During analysis‚ we can account for the high priority level of the X act and Activate Task pre functions by treating them as independent periodic tasks at a very high priority level. The X term function corresponding to the current task will not influence the task response time. However‚ if a higher priority task interrupts a running task then the preemption time includes also the execution time of the X term function that corresponds to the preempting task. Task pre is added to the process core execution time‚ and Terminate Task pre and Terminate Task post to the execution time of the X term function. We extend the analysis of [10] to capture this behavior and obtain the worst case task response time.
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This equation captures the worst case by assuming that all tasks are simultaneously activated‚ so each task experiences the maximum possible (worst case) number of preemptions by higher priority functions. is the core execution time of task i from Section 5.1‚ is the task response time and its period. The different Overhead terms contain the various RTOS influences as explained above. HP(i) is the set of higher priority tasks with respect to task i. The equation above holds only if i.e. the deadline of each task has to be at the end of its period. We still need to consider the effect of caches. Preemptive multitasking can influence the instruction cache behavior in two ways: (a) preemptions might overwrite cache lines resulting in additional cache misses after the preempted task resumes execution; and (b) repeatedly executed tasks might ‘find’ valid cache lines from previous task executions‚ resulting in additional cache hits. Both influences cannot be observed during individual process analysis but have to be considered during scheduling analysis. Effect (a) is weak since for our controller code‚ which does not contain loops‚ the cache does not improve the execution time of individual processes in the first place (Section 5.1). Effect (b) cannot be observed for a realistic set of processes‚ since due to the limited I-cache size of 1 k each cache line is used by several processes. The CPU runs at 40 MHz and the word length is either 16 bits or 32 bits. The time it takes to read the complete cache is between and However‚ the task periods are in the multi-ms



Chapter 2



22



range. Therefore‚ no task will ever find a previously executed instruction in the cache‚ since other tasks will have filled the cache completely between two executions. However‚ Table 2-2 indicates that RTOS functions benefit from the cache‚ both because they may contain loops‚ and because they can be called multiple times shortly after each other‚ and their code thus is not replaced in-between calls. Again‚ we used the setup described in Section 5.1 to perform several experiments to be checked against our analysis. We ran experiments executing the code from the external memory‚ both with enabled and disabled cache (see also Figure 2-3). The results are shown in Table 2-3. Task C has the highest‚ task A the lowest priority. The first and second columns show the worst case response times obtained by applying the above formula. In column one‚ worst case RTOS overhead with cache from Table 2-2 was used‚ in column two‚ worst case RTOS overhead without cache. The third and fourth columns show a range of measured response times during test-runs with and without cache. As can be seen‚ even in the simple 3-task system presented here‚ there is a large response time variation between measurements. The size of the response time intervals becomes larger with decreasing task priority (due to more potential interrupts by higher priority tasks)‚ but even the highest priority task experiences response time jitter due to the varying number of interrupts by RTOS functions running at even higher priority. Our calculated worst case response times conservatively bound the observed behavior. The calculated worst case response times are only about 6% higher than the highest measured values‚ indicating the good tightness analysis can achieve if effects from scheduling‚ RTOS overhead‚ single process execution times and caches are all considered. Results would be even better with a more detailed RTOS model. Another observation is that the cache and memory architecture in not welladjusted for our target applications. We are currently looking into a TriCore version with 16 k 2-way associative cache for the production ECU. However‚ due to the characteristics of engine control code‚ we do not expect that single processes will benefit from a different cache architecture. Likewise‚ 16 k of cache are still by far too small to avoid complete replacement of process code between two activations of the same process. At this point‚ we are still confined to single ECU applications. Table 2-3. Task response times. Task
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Heterogeneous distributed architectures require more complex analysis techniques‚ such as developed in [13–15]. Based on the calculated response times‚ it is possible to derive event models which can be used to couple analysis techniques for single ECUs and busses. 6. CONCLUSION



In this chapter we presented a methodology for certifiable integration of automotive software components‚ which focuses on the exchange of performance information while IP is protected. After considering conventions for RTOS configuration‚ process communication and memory budgeting‚ we focused on an unsolved core integration issue‚ namely performance validation‚ in particular the validation of timing. We presented methods for performance characterization of software functions and the RTOS which also consider caches. We expect that ultimately each software component provider will have to characterize its components appropriately. Fist promising steps towards characterization of RTOS primitives have been taken by several RTOS vendors. Based on the characterization of single process and RTOS primitive timing we then showed how timing analysis of a single ECU can be performed by any integrator using appropriate scheduling analysis techniques‚ again considering caches. We presented ongoing work on performance analysis of engine control software. This work can be extended to networked ECUs using the techniques from [14‚ 15]. In order to improve tightness of analysis‚ process and system contexts can additionally be considered [7]. REFERENCES 1. G. Buttazzo. Real-Time Computing Systems – Predictable Scheduling Algorithms and Applications. Kluwer Academic Publishers‚ 2002. 2. ETAS. ERCOSEK Automotive Real-Time Operating System. http://www.etas.info/html/ products/ec/ercosek/en_products_ec_ercosek_index.php. 3. ETAS. ESCAPE Reference Guide. http://www.etas.info/download/ec_ercosek_rg_escape_ en.pdf. 4. C. Ferdinand and R. Wilhelm. “Efficient and Precise Cache Behavior Prediction for RealTime Systems.” Journal of Real-Time Systems‚ Special Issue on Timing Analysis and Validation for Real-Time Systems‚ pp. 131–181‚ November 1999. 5. M. Hill. DINERO III Cache Simulator: Source Code‚ Libraries and Documentation. www.ece.cmu.edu/ece548/tools/dinero/src/‚ 1998. 6. ISO. “TR 15504 Information Technology – Software Process Assessment ‘Spice’.” Technical Report‚ ISO IEC‚ 1998. 7. M. Jersak‚ K. Richter‚ R. Henia‚ R. Ernst‚ and F. Slomka. “Transformation of SDL Specifications for System-level Timing Analysis.” In Tenth International Symposium on Hardware/Software Codesign (CODES’02)‚ Estes Park‚ Colorado‚ USA‚ May 2002. 8. J. Lemieux. Programming in the OSEK/VDX Environment. CMP Books‚ 2001. 9. Y. S. Li and S. Malik. Performance Analysis of Real-Time Embedded Software. Kluwer Academic Publishers‚ 1999.
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Chapter 3 LIGHTWEIGHT IMPLEMENTATION OF THE POSIX THREADS API FOR AN ON-CHIP MIPS MULTIPROCESSOR WITH VCI INTERCONNECT A Micro-Kernel with standard API for SoCs with generic interconnects
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Abstract. This paper relates our experience in designing from scratch a multi-threaded kernel for a MIPS R3000 on-chip multiprocessor. We briefly present the target architecture build around an interconnect compliant with the Virtual Chip Interconnect (VCI)‚ and the CPU characteristics. Then we focus on the implementation of part of the POSIX 1003.1b and 1003.1c standards. We conclude this case study by simulation results obtained by cycle true simulation of an MJPEG video decoder application on the multiprocessor‚ using several scheduler organizations and architectural parameters. Key words: micro-kernel‚ virtual chip interconnect‚ POSIX threads‚ multiprocessor



1. INTRODUCTION



Applications targeted to SoC implementations are often specified as a set of concurrent tasks exchanging data. Actual co-design implementations of such specifications require a multi-threaded kernel to execute the parts of the application that has been mapped to software. As the complexity of applications grows‚ more computational power but also more programmable platforms are useful. In that situation‚ on-chip multiprocessors with several general purpose processors are emerging in the industry‚ either for low-end applications such as audio encoders/decoders‚ or for high end applications such as video decoders or network processors. Compared to multiprocessor computers‚ such integrated architectures feature a shared memory access with low latency and potentially very high throughput‚ since the number of wires on chip can be much greater than on a printed card board. This paper relates our experience in implementing from scratch the POSIX thread API for an on-chip MIPS R3000 multiprocessor architecture. We choose to implement the POSIX thread API for several reasons: 25 A Jerraya et al. (eds.)‚ Embedded Software for SOC‚ 25–38‚ 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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It is standardized‚ and is de facto available on many existing computer systems; It is well known‚ taught in universities and many applications make use of it; The 1003.1c defines no more than 5 objects‚ allowing to have a compact implementation. All these facts make the development of a bare kernel easier‚ because its relies on a hopefully well behaved standard and API‚ and allows direct functional comparison of the same application code on a commercial host and on our multiprocessor platform. The main contribution of this paper is to relate the difficult points in developing a multiprocessor kernel general enough to support the POSIX API on top of a generic interconnect. The problems that we have encountered‚ such as memory consistency‚ compiler optimization avoidance‚ . . . ‚ are outlined. We also want this kernel to support several types of organization: Symmetric using a single scheduler‚ Distributed using one scheduler per processor‚ Distributed with centralized synchronization‚ with or without task migration‚ etc‚ in order to compare them experimentally.



2. TARGET ARCHITECTURE AND BASIC ARCHITECTURAL NEEDS



The general architecture that we target is presented on the Figure 3-1. It makes use of one or more MIPS R3000 as CPU‚ and a Virtual Chip Interconnect [1] compliant interconnect on the which are plugged memories and dedicated hardware when required. The MIPS CPU has been chosen because it is small and efficient‚ and also widely used in embedded applications [2]. It has the following properties: Two separated caches for instruction and data; Direct mapped caches‚ as for level one caches on usual computers; Write buffer with cache update on write hit and write through policy. Write back policy allows to minimize the memory traffic and allows to build bursts when updating memory‚ particularly useful for SD-RAM‚ but it is very complicated to ensure proper memory consistency [3]; No memory management unit (MMU)‚ logical addresses are physical addresses. Virtual memory isn’t particularly useful on resource constrained hardware because the total memory is fixed at design time. Page protection is also not an issue in current SoC implementations. Finally‚ the multithreaded nature of the software makes it natural to share the physical address space. The interconnect is VCI compliant. This ensures that our kernel can be used with any interconnect that has VCI wrappers. This means:
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It is basically a shared memory architecture‚ since all addresses that go through a VCI interface are seen alike by the all the targets; The actual interconnect is not known: only the services it provides are. VCI is basically a point to point data transfer protocol‚ and does not say anything about cache consistency or interrupt handling‚ cached or uncached memory space and so on. On the R3000‚ we do not distinguish between user and kernel modes‚ and the whole application runs in kernel mode. This allows to spare cycles when a) accessing the uncached memory space (in kernel space in the R3000) that contains the semaphore engine and hardware module‚ b) using privileged instructions‚ to set the registers of coprocessor 0‚ necessary mainly to mask/unmask the interrupts and use the processor identifier. The number of cycles spared is at least 300‚ to save and restore the context and analyze the cause of the call. This is to be compared with the execution times of the kernel functions given in Table 3-2. The architecture needs are the following: Protected access to shared data.



This is done using a spin lock‚ whose implementation depends on the architecture. A spin lock is acquired using the pthread_spin_lock function‚
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and released using pthread_spin_unlock. Our implementation assumes that there is a very basic binary semaphore engine in uncached space such that reading a slot in it returns the value of the slots and sets it to 1. Writing in a slot sets it to 0. Other strategies can make use of the read modify write opcode of the VCI standard‚ but this is less efficient and requires that each target is capable of locking its own access to a given initiator‚ thus requiring more resources per target. Cache coherency.



If the interconnect is a shared bus‚ the use of a snoopy cache is sufficient to ensure cache coherence. This has the great advantage of avoiding any processor to memory traffic. If the interconnect is VCI compliant (either bus or network)‚ an access to a shared variable requires either to flush the cache line that contains this variable to obtain a fresh copy of the memory or to have such variables placed in uncached address space. This is due to the fact that VCI does not allow the building of snoopy caches‚ because the VCI wrapper would have to know both the cache directory entries and be aware of all the traffic‚ and that is simply no possible for a generic interconnect. Both solutions are not very satisfactory as the generated traffic eats-up bandwidth and leads to higher power consumption‚ particularly costly for on-chip applications. However‚ this is the price to pay for interconnect genericity (including on-chip networks). In any case‚ synchronization for the access to shared data is mandatory. Using caches is meaningful even for shared data only used once because we benefit from the read burst transfers on the interconnect. Processor identification.



The CPUs must have an internal register allowing their identification within the system. Each CPU is assigned a number at boot time‚ as some startup actions should be done only once‚ such as clearing the blank static storage area (.bss) and creating the scheduler structure. Also‚ the kernel sometimes needs to know which processor it runs on to access processor specific data. Compared to other initiatives‚ [4] for example‚ our kernel is designed for multiprocessor hardware. We target a lightweight distributed scheduler with shared data objects‚ each having its own lock‚ and task migration. 3. OVERVIEW OF THE PTHREAD SPECIFICATIONS



The main kernel objects are the threads and the scheduler. A thread is created by a call to: int pthread_create(pthread_t *thread‚ pthread_attr_t *attr‚ void *(*start)(void *)‚ void *arg); This creates and executes the thread whose behavior is the start function
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called with arg as argument. The attr structure contains thread attributes‚ such as stack size‚ stack address and scheduling policies. Such attributes are particularly useful when dealing with embedded systems or SoCs‚ in the which the memory map is not standardized. The value returned in the thread pointer is a unique identifier for the thread. A thread can be in one of 5 states‚ as illustrated by the Figure 3-2. Changing state is usually done using some pthread function on a shared object. Exceptions to this rule is going from RUNNABLE to RUN‚ which is done by the scheduler using a given policy‚ and backward from RUN to RUNNABLE using sched_yield. This function does not belong to the POSIX thread specifications in the which there is no way to voluntarily release the processor for a thread. This function is usually called in a timer interrupt handler for time sharing. In our implementation‚ the thread identifier is a pointer to the thread structure. Note that POSIX‚ unlike more specialized API such as OSEK/VDX [5]‚ does not provide a mean for static thread creation. It is a shortcoming because most embedded applications do not need dynamic task creation. A thread structure basically contains the context of execution of a thread and pointers to other threads. The scheduler manages 5 lists of threads. It may be shared by all processors (Symmetrical Multi-Processor)‚ or exist as such on every processor (Distributed). The access to the scheduler must be performed in critical section‚ and under the protection of a lock. However‚ this lock can be taken
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for only very few instructions if the other shared objects have their own locks‚ which allows for greater parallelism when the hardware allows it. Other implemented objects are the spin locks‚ mutex‚ conditions‚ and semaphores. Spin locks are the low level test and set accesses‚ that usually perform active polling. Mutex are used to sequentialize access to shared data by suspending a task as the access to the code that could modify the data is denied. Conditions are used to voluntarily suspend a thread waiting for a condition to become true. Semaphores are mainly useful when dealing with hardware‚ because sem_post is the only function that can be called in interruption handlers. 4. IMPLEMENTATION



Our implementation is a complete redesign that doesn’t make use of any existing code. Most of it is written in C. This C is not particularly portable because it makes use of physical addresses to access the semaphore engine‚ the terminal‚ and so on. Some assembly is necessary for the deeply processor dependent actions: access to the MIPS coprocessor 0 registers‚ access to processor registers for context saving and restoring‚ interruption handling and cache line flushing. To avoid a big lock on the scheduler‚ every mutex and semaphore has its own lock. This ensures that the scheduler lock will be actually acquired only if a thread state changes‚ and this will minimize scheduler locking time‚ usually around 10 instructions‚ providing better parallelism. In the following‚ we assume that access to all shared variables are a fresh local copy of the memory in the cache. 4.1. Booting sequence



Algorithm 3-1 describes the boot sequence of the multiprocessor. The identification of the processors is determined in a pseudo-random manner. For example‚ if the interconnect is a bus‚ the priorities on the bus will define this order. It shall be noted that there is no need to know how many processors are booting. This remains true for the whole system implementation. Two implementation points are worth to be seen. A weak memory consistency model [6] is sufficient to access the shared variable proc_id‚ since it is updated after a synchronization point. This model is indeed sufficient for POSIX threads applications. The scheduler_created variable must be declared with the volatile type qualifier to ensure that the compiler will not optimize this seemingly infinite loop. The main thread is executed by processor 0‚ and‚ if the application is multi-thread‚ it will create new threads. When available‚ these threads will be executed on any processor waiting for an available thread. Here the execute() function will run a new thread without saving the current context‚
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since the program will never come back at that point. The thread to execute is chosen by the Elect() function. Currently‚ we have only implemented a FIFO election algorithm. Algorithm 3-1. Booting sequence. Definition and statically setting shared variables to 0 scheduler_created 0 No scheduler exists proc_id 0 First processor is numbered 0 mask interruptions Done by all processors Self numbering of the processors spin_lock(lock)‚ set_proc_id(proc_id++)‚ spin_unlock(lock) set local stack for currently running processor if get_proc_id() = 0 clear .bss section scheduler and main thread creation scheduler _created 1 Indicates scheduler creation enable interruptions jump to the main function else Wait until scheduler creation by processor 0 while scheduler_created = 0 endwhile Acquire the scheduler lock to execute a thread spin_lock(scheduler) execute(elect()) endif 4.2. Context switch



For the R3000‚ a context switch saves the current value of the CPU registers into the context variable of the thread that is currently executing and sets the values of the CPU registers to the value of the context variable of the new thread to execute The tricky part is that the return address of the function is a register of the context. Therefore‚ restoring a context sends the program back where the context was saved‚ not to the current caller of the context switching routine. An important question is to define the registers and/or variables that belong to the context. This is architecture and kernel dependent: For example‚ a field of current compiler research concerns the use of a scratch pad memory instead of a data cache [7] in embedded multiprocessors. Assuming that the kernel allows the threads to be preempted‚ the main memory must be updated before the same thread is executed again. If this is not the case‚ the thread may run on an other processor and used stalled data from memory. On a Sparc processor‚ the kernel must also define what windows‚ if not all‚ are to be saved/restored by context switches‚ and this may have an important impact on performance/power consumption.
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4.3. CPU idle loop



When no tasks are RUNNABLE‚ the CPU runs some kind of idle loop. Current processors could benefit from this to enter a low power state. However‚ waking up from such a state is in the order of 100 ms [8] and its use would therefore be very application dependent. An other‚ lower latency solution‚ would be to launch an idle thread whose role is to infinitely call the sched_yield function. There must be one such thread per CPU‚ because it is possible that all CPUs are waiting for some coprocessor to complete there work. These threads should not be made RUN as long as other threads exist in the RUNNABLE list. This strategy is elegant in theory‚ but it uses as many threads resources as processors and needs a specific scheduling policy for them. Our current choice is to use a more ad-hoc solution‚ in the which all idle CPUs enter the same idle loop‚ that is described in Algorithm 3-2. This routine is called only once the scheduler lock has been acquired and the interruptions globally masked. We use the save_context function to save the current thread context‚ and update the register that contains the function return address to have it point to the end of the function. This action is necessary to avoid going through the idle loop again when the restore_context function is called. Once done‚ the current thread may be woken up again on an other processor‚ and therefore we may not continue to use the thread stack‚ since this would modify the local data area of the thread. This justifies the use of a dedicated stack (one for all processors in centralized sceduling and one per processor for distributed scheduling). The registers of the CPU can be modified‚ since they are not anymore belonging to the thread context. The wakeup variable is a volatile field of the scheduler. It is needed to inform this idle loop that a thread has been made RUNNABLE. Each function that awakes (or creates) a thread decrements the variable. The go local variable enable each CPU to register for getting out of this loop. When a pthread function releases a mutex‚ signals a condition or posts a semaphore‚ the CPU with the correct go value is allowed to run the awaken thread. This takes places after having released the semaphore lock to allow the other functions to change the threads states‚ and also after having enable the interruptions in order for the hardware to notify the end of a computation. Algorithm 3-2. CPU Idle Loop. if current_thread exists save_context (current_thread) current.return_addr_register end of function address local_stack scheduler stack repeat go wakeup++ spin_unlock(lock)‚ global_interrupt_unmask while wakeup > go endwhile
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global_interrupt_mask‚‚ spin_lock(lock) thread elect( ) until thread exists restore_context (thread) end of function 5. EXPERIMENTAL SETUP



The experiments detailed here use two applications. The first one is a multimedia application‚ a decoder of a flow of JPEG images (known as Motion JPEG)‚ whose task graph is presented Figure 3-3. The second application is made of couple of tasks exchanging data through FIFO‚ and we call it COMM. COMM is a synthetic application in the which scheduler access occurs 10 times more often for a given time frame that in the MJPEG application. This allows to check the behavior of the kernel on a very system intensive applications. COMM spends from 56% to 79% of its time in kernel calls‚ depending on the number of processors. The architecture the applications run on is presented Figure 3-4‚ but the number of processors vary from one experiment to another. This architecture is simulated using the CASS [9] cycle true simulator whose models are compatible with SystemC. The application code is cross-compiled and linked with the kernel using the GNU tools. Non disturbing profiling is performed to obtain the figures of merits of each kernel implementation. We now want to test several implementations of our kernel. The literature defines several types of scheduler organization. We review here the three that we have retained for implementation and outline their differences. Symmetric Multiprocessor (SMP). There is a unique scheduler shared by all the processors and protected by a lock. The threads can run on any
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processor‚ and thus migrate. This allows to theoretically evenly distribute the load on all CPUs at the cost of more cache misses; Centralized Non SMP (NON_SMP_CS). There is a unique scheduler shared by all processors and protected by a lock. Every thread is assigned to a given processor and can run only on it. This avoid task migration at the cost of less efficient use of CPUs cycles (more time spend in the CPU idle loop); Distributed Non SMP (NON_SMP_DS). There are as many schedulers as processors‚ and as many locks as schedulers. Every thread is assigned to a given processor and can run only on it. This allows a better parallelism by replicating the scheduler that is a key resource. In both non SMP strategies‚ load balancing is performed so as to optimize CPU usage‚ with a per task load measured on a uniprocessor setup. In all cases‚ the spin locks‚ mutex‚ conditions and semaphores are shared‚ and there is a spin lock per mutex and semaphore. Our experimentation tries to give a quantitative answer to the choice of scheduler organization. 6. RESULTS



The Table 3-1 indicate the code size for the three versions of the scheduler. The NON_SMP_DS strategy grows dynamically of around 80 bytes per processor‚ whereas there is no change for the other ones. The Figure 3-5 plots the execution time of the MJPEG application for 48 small pictures. The SMP and NON_SMP_CS approaches are more than 10% faster than the NON_SMP_DS one. The Figure 3-6 shows the time spent in the CPU Idle Loop. We see that the SMP kernel spends more than an order of magnitude less time in the Idle loops than the other strategies. This outline
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Table 3-1. Kernel code size (in bytes). Organization



SMP



NON_SMP_CS



NON_SMP_DS



Code size



7556



9704



10192
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its capacity to use the CPU cycles more efficiently. However‚ task migration has a high cost in terms of cache misses‚ and therefore‚ the final cycle count is comparable to the other ones. It shall be noted that the SMP interest might become less clear if shared memory latency access increases too much. The NON_SMP_DS strategy is more complicated from an implementation point of view. This is the reason why it is less efficient in this case. Our second application does not exchange data between processors‚ and the performances obtained are plotted on the Figure 3-7.



The benefit of having one scheduler per processor is very sensitive here, and visible on the NON_SMP_DS results. The only resource shared here is the bus, and since the caches are big enough to contain most of the application data, the application uses the processors at about full power. The Table 3-2 shows the number of cycles necessary to perform the main POSIX function using our SMP kernel on the target architecture. Theses values have been obtained by performing the mean for over 1000 calls. For the interrupts all processors were interrupted simultaneously. 7. CONCLUSION AND FUTURE TRENDS



This paper relates our experience in implementing the POSIX threads for a MIPS multiprocessor based around a VCI interconnect. Compared to kernels for on-board multiprocessors‚ that have been extensively studied in the past‚ our setup uses a generic interconnect for which the exact interconnect is not known‚ the CPUs use physical addresses‚ and the latency to access shared
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Table 3-2. Performance of the main kernel functions (in number of cycles). Operation



Context switch Mutex lock (acquired) Mutex unlock Mutex lock (suspended) Mutex unlock (awakes a thread) Thread creation Thread exit Semaphore acquisition Semaphore acquisition Interrupt handler



Number of processors



1



2



3



4



172 36 30 117 N/A 667 98 36 36 200



187 56 30 123 191 738 117 48 50 430



263 61 31 258 198 823 142 74 78 1100



351 74 34 366 218 1085 230 76 130 1900



memory is much lower. The implementation is a bit tricky‚ but quite compact and efficient. Our experimentations have shown that a POSIX compliant SMP kernel allowing task migration is an acceptable solution in terms of generality‚ performance and memory footprint for SoC. The main problem due to the introduction of networks on chip is the increasing memory access latency. One of our goal in the short term is to investigate the use of latency hiding techniques for these networks. Our next experiment concerns the use of a dedicated hardware for semaphore and pollable variables that would queue the acquiring requests and put to sleep the requesting processors until a change occurs to the variable. This can be effectively supported by the VCI interconnect‚ by the mean of its request/acknowledge handshake. In that case‚ the implementation of pthread_spin_lock could suspend the calling task. This could be efficiently taken care of if the processors that run the kernel are processors with multiple hardware contexts‚ as introduced in [10]. The SMP version of this kernel‚ and a minimal C library‚ is part of the Disydent tool suite available under GPL at www-asim.lip6.fr/disydent.
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Chapter 4 DETECTING SOFT ERRORS BY A PURELY SOFTWARE APPROACH: METHOD‚ TOOLS AND EXPERIMENTAL RESULTS



B. Nicolescu and R. Velazco TIMA Laboratory‚ “Circuit Qualification” Research Group‚ 46‚ Av. Félix Viallet‚ 38031‚ Grenoble‚ France



Abstract. A software technique allowing soft errors detection occurring in processor-based digital architectures is described. The detection mechanism is based on a set of rules allowing the transformation of the target application into a new one‚ having the same functionality but being able to identify bit-flips arising in memory areas as well as those perturbing the processor’s internal registers. Experimental results‚ issued from both fault injection sessions and preliminary radiation test campaigns performed in a complex digital signal processor; provide objective figures about the efficiency of the proposed error detection technique. Key words: bit flips‚ SEU‚ SET‚ detection efficiency‚ error rate



1. INTRODUCTION



Technological progress achieved in the microelectronics technology has as a consequence the increasing sensitivity to effects of the environment (i.e. radiation‚ EMC). Particularly‚ processors operating in space environment are subject to different radiation phenomena‚ whose effects can be permanent or transient [1]. This paper strictly focuses on the transient effects‚ also called SEUs (Single Event Upsets) occurring as the consequence of the impact of charged particles with sensitive areas of integrated circuits. The SEUs are responsible for the modification of memory cells content‚ with consequences ranging from erroneous results to system control problem. The consequences of the SEUs depend on both the nature of the perturbed information and the bit-flips occurrence instants. For complex processor architectures‚ the sensitivity to SEUs is strongly related to the amount of internal memory cells (registers‚ internal memory). Moreover‚ it is expected that future deep submicron circuits operating at very high frequencies will be also subject to transient errors in combinational parts‚ as a result of the impact of a charged particle. This phenomenon‚ so-called SET (Single Event Transient) could constitute a serious source of errors not only for circuits operating in space‚ but also for digital equipment operating in the Earth’s atmosphere at high altitudes (avionics) and even at ground level [2]. In the new areas where computer-based dependable systems are currently 39 A Jerraya et al. (eds.)‚ Embedded Software for SOC‚ 39–50‚ 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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being introduced‚ the cost (and hence the design and development time) is often a major concern‚ and the adoption of standard components (Commercial Off-The-Shelf or COTS products) is a common practice. As a result‚ for this class of applications software fault tolerance is a highly attractive solution‚ since it allows the implementation of dependable systems without incurring the high costs coming from designing custom hardware or using hardware redundancy. On the other side‚ relying on software techniques for obtaining dependability often means accepting some overhead in terms of increased code size and reduced performance. However‚ in many applications‚ memory and performance constraints are relatively loose‚ and the idea of trading off reliability and speed is often easily acceptable. Several approaches have been proposed in the past to achieve fault tolerance (or just safety) by modifying only the software. The proposed methods can mainly be categorized in two groups: those proposing the replication of the program execution and the check of the results (i.e.‚ Recovery Blocks [3] and N-Version Programming [4]) and those based on introducing some control code into the program (e.g.‚ Algorithm Based Fault Tolerance (ABFT) [5]‚ Assertions [6]‚ Code Flow Checking [7]‚ procedure duplication [8]). None of the mentioned approaches is at the same time general (in the sense that it can be used for any fault type and any application‚ no matter the algorithm it implements) and automatic (in the sense that it does not rely on the programmer’s skills for its effective implementation). Hence‚ none of the above methods is enough complete and suitable for the implementation of low-cost safety-critical microprocessor-based systems. To face the gap between the available methods and the industry requirements‚ we propose an error detection technique which is based on introducing data and code redundancy according to a set of transformation rules applied on high-level code. The set of rules is issued from a thorough analysis of the one described in [9]. In this paper‚ we report experimental results of SEU effects on an industrial software application‚ obtained by performing fault injection experiments in commercial microprocessors. In Section 2 the software detection rules are briefly presented. The main features of the used fault injection technique are summarized in Section 3. Experiments were performed by injecting faults in selected targets during a randomly selected clock cycle. Experimental results obtained through both software fault injection and radiation testing campaign are analyzed and discussed in Section 4. Finally‚ Section 5 presents concluding remarks and future work. 2. SOFTWARE BASED FAULT TOLERANCE



This section describes the investigated methodology to provide error detection capabilities through a purely software approach. Subsection 2.1 describes the software transformation rules‚ while subsection 2.2 proposes an automatic generation of the hardened programs.
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2.1. Transformation rules



The studied approach exploits several code transformation rules. The rules are classified in three basic groups presented in the following. 2.1.1. Errors affecting data



This group of rules aims at detecting those faults affecting the data. The idea is to determine the interdependence relationships between the variables of the program and to classify them in two categories according to their purpose in the program: intermediary variables: they are used for the calculation of other variables; final variables: they do not take part in calculation of any other variable. Once the variables relationships are drawn up‚ all the variables in the program are duplicated. For each operation carried out on an original variable‚ the operation is repeated for its replica‚ that we will call duplicated variable. Thus‚ the interdependence relationships between the duplicated variables are the same with those between the original variables. After each write operation on the final variables‚ a consistency check between the values of the two variables (original and duplicated) is introduced. An error is signaled if there is a difference between the value of the original variable and that of the duplicated variable. The proposed rules are: Identification of the relationships between the variables; Classification of the variables according to their purpose in the program: intermediary variable and final variable; Every variable x must be duplicated: let x1 and x2 be the names of the two copies; Every operation performed on x must be performed on x1 and x2; After each write operation on the final variables‚ the two copies x1 and x2 must be checked for consistency‚ and an error detection procedure is activated if an inconsistency is detected. Figure 4-1 illustrates the application of these rules to a simple instruction sequence consisting of two arithmetical operations performed on four variables (Figure 4-1a). The interdependence relationships between the variables are: a =f(b‚ c) and d =f(a = f(b‚ c)‚ b). In this case only d is considered as a final variable while a‚ b and c are intermediary variables. Figure 4-1b shows the transformations issued from the set of rules presented. 2.1.2. Errors affecting basic instructions



This group of rules aims at detecting those faults modifying the code provoking the execution of incorrect jumps (for instance by modification of the
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operand of an existing jump‚ or by transforming an instruction into a jump instruction) producing thus a faulty execution flow. To detect this type of error‚ we associate to each basic block in the program a boolean flag called status_block. This flag takes the value “0” if the basic block is active and “1” for the inactive state. At both the beginning and the end of each basic block‚ the value of the status_block is incremented modulo 2. In this way the value of the status_block is always “1” at the beginning of each basic block and “0” at the end of each block. If an error provokes a jump to the beginning of a wrong block (including an erroneous restarting of the currently executed block) the status_block will take the value “0” for an active block and “1” for an inactive state block. This abnormal situation is detected at the first check preformed on gef flag due to the inappropriate values taken by the control flow flags. The application of these rules is illustrated in Figure 4-2.
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According to these modifications‚ the studied rules become the following: A boolean flag status_block is associated to every basic block i in the code; “1” for the inactive state and “0” for the active state; An integer value ki is associated with every basic block i in the code; A global execution check flag (gef) variable is defined; A statement assigning to gef the value of (ki & (status _block = status_block + 1) mod2) is introduced at the beginning of every basic block i; a test on the value of gef is also introduced at the end of the basic block. 2.1.3. Errors affecting control instructions



These rules aim at detecting faults affecting the control instructions (branch instructions). According to the branching type‚ the rules are classified as: Rules addressing errors affecting the conditional control instructions (i.e. test instructions‚ loops); Rules addressing errors affecting the unconditional control instructions (i.e. calls and returns from procedures). 2.1.3.1. Rules targeting errors affecting the conditional control instructions The principle is to recheck the evaluation of the condition and the resulting jump. If the value of the condition remains unchanged after re-evaluation‚ we assume that no error occurred. In the case of alteration of the condition an error procedure is called‚ as illustrated by the example in Figure 4-3.



2.1.3.2. Rules targeting errors affecting the unconditional control instructions The idea of these rules consists in the association of a control branch (called ctrl_branch) flag to every procedure in the program. At the beginning of each procedure a value is assigned to ctrl_branch. This flag is checked for consistency before and after any call to the procedure in order to detected possible errors affecting this type of instructions. The application of these rules is illustrated in Figure 4-4.



Chapter 4



44



In summary‚ the rules are defined as follows: For every test statement the test is repeated at the beginning of the target basic block of both the true and false clause. If the two versions of the test (the original and the newly introduced) produce different results‚ an error is signaled; A flag ctrl_branch is defined in the program; An integer value kj is associated with any procedure j in the code; At the beginning of every procedure‚ the value kj is assigned to ctrl_branch; a test on the value of ctrl_branch is introduced before and after any call to the procedure. 2.1.4. Transformation tool – C2C Translator



We built a prototype tool‚ called C2C Translator‚ able to automatically implement the above described transformation rules. The main objective is to transform a program into a functionally equivalent one‚ but including capabilities to detect upsets arising in the architecture’s sensitive area (internal registers‚ internal or external memory area‚ cache memory . . .). The C2C Translator accepts as an input a C code source producing as output the C code corresponding to the hardened program according to a set of options. In fact‚ these options correspond to each group of rules presented in Section 2 and they can be applied separately or together. Figure 4-5 shows the entire flow of C2C translator. From the resulting C code‚ the assembly language code for a targeted processor can be obtained‚ using an ad-hoc compiler.
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3. EXPERIMENTAL RESULTS



In order to evaluate both the feasibility and the effectiveness of the proposed approach‚ we selected a C program to be used as a benchmark. We then applied the detection approach by means of C2C translator‚ to get the hardened version of the target program. Finally‚ we performed a set of fault injection experiments and radiation ground testing on the original program as well as in the modified version‚ aiming at comparing the two program’s behaviors. During fault injection experiments‚ single bit flips were injected in memory areas containing the program’s code‚ data segment and the internal processor’s registers by software simulation [10] using a commercially available tool: the d3sim simulator [11]. To achieve this‚ the generic command file was generated (see Figure 4-6). Command (1) tells to d3sim the condition when t (state machine counter) will be greater than INSTANT (the desired fault injection instant). When this condition is true‚ the execution of the program in progress is suspended‚ the XOR operation between TARG (the chosen SEU-target corresponding to the selected register or memory byte) and an appropriate binary mask (XOR-VALUE) is achieved‚ prior resuming main program execution. TARG symbolizes a memory location or a register. XOR_VALUE specifies the targeted bit. Command (2) sets a breakpoint at the end of the program. When the program counter reaches there‚ the simulator will print the memory segment
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of interest (where the results are stored) in a file res.dat. Then it closes d3sim. Finally‚ command (3) is needed to run the studied application in the simulator. Since particular bit flips may perturb the execution flow provoking critical dysfunction grouped under the “sequence loss” category (infinite loops or execution of invalid instructions for instance) it is mandatory to include in the “.ex” file a command implementing a watch-dog to detect such faults. A watchdog is implemented by command (0) which indicates that the program has lost the correct sequencing flow. TOTAL_CYCLES is referring to the total number of application states machine. In order to automate the fault injection process‚ a software test bench (Figure 4-7) was developed.



First step of this test bench activates twice a random number generator [12] to get the two needed bit-flip parameters: the occurrence instant and the target bit‚ the latter chosen among all possible targets (memory locations and registers). With these parameters‚ a command file is written and d3sim simulator is started. The d3sim will simulate the execution of the studied application by the DSP32C according to the commands of the generic file. The last step will check results and compare them with the expected pattern this to classify the injected faults. 3.1. Main characteristics of the studied programs



The application that we considered for the experimentation was a Constant Modulus Algorithm (CMA)‚ used in space communications. This application will be called in the following CMA Original. The set of rules above described were automatically applied on the CMA Original program‚ getting a new programs called in the following CMA Hardened. Main features of these programs are summarized in Table 4-1. The experiment consisted in several fault injection sessions. For each program were performed single bit flip injections targeting the DSP32C
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Table 4-1. Main characteristics of the studied programs.



Execution time (cycles) Code size (bytes) Data size (bytes)



CMA original



CMA hardened



Overhead



1‚231‚162 1‚104 1‚996



3‚004‚036 4‚000 4‚032



2.44 3.62 2.02



registers‚ the program code and the application workspace. During fault injection sessions‚ faults were classified according to their effects on the program behavior. The following categories were considered: Effect-less: The injected fault does not affect the program behavior. Software Detection: The implemented rules detect the injected fault. Hardware Detection: The fault triggers some hardware mechanism (e.g.‚ illegal instruction exception). Loss Sequence: The program under test triggers some time-out condition (e.g.‚ endless loop). Incorrect Answer: The fault was not detected in any way and the result is different from the expected one. In order to quantify the error detection capabilities‚ two metrics were introduced: the detection efficiency and the failure rate



Where: D represents the number of Software Detection faults L is the number of Loss-Sequence faults E is the number of Incorrect Answer faults H is the number of Hardware Detection faults 3.1.1. Fault injection in the DSP32C registers



Table 4-2 reports the results obtained by injecting faults modeling a bit flip in the internal registers of DSP32C processor. To obtain realistic results‚ the number of injected faults was selected according to the total number of processor cycles needed to execute the programs; indeed the faults injected into the processor can affect the program results only during its execution. Thus‚ 8000 faults were injected into the CMA Original‚ while 19520 were injected for the CMA Hardened (according to the penalty time factor about 2 times given in Table 4-1).
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48 Table 4-2. Experimental results – faults injected in the DSP32C registers. Program version



#Injected faults



#Effect less



Detected-faults



Undetected-faults



#Software detection



#Hardware detection



#Incorrect answer



#Loss sequence



Original CMA



8000



7612 (95.15%)



-



88 (1.10%)



114 (1.43%)



186 (2.32%)



Hardened CMA



19520



18175 (93.11%)



1120 (5.74%)



193 (0.99%)



25 (0.13%)



7 (0.03%)



In order to compare both versions of the CMA program, the detection efficiency and the error rate were calculated according to equations 4-1 and 4-2; Table 4-3 summarizes the obtained figures. As shown in Table 4-3, for the hardened CMA program were detected more than 80% of the injected faults which modify the program’s behavior, while the error rate was drastically reduced; a factor higher than 20. Table 4-3. Detection efficiency and error rate for both program versions.



Detection efficiency Error rate



CMA Original



CMA Hardened



none 3.75%



83.27% 0.16%



3.1.2. Fault injection in the program code



Results gathered from fault injection sessions when faults were injected in the program code itself are shown in Table 4-4. The number of injected faults in the program code was chosen as being proportional to the memory area occupied by each tested program. Table 4-5 illustrates the corresponding detection efficiency and error rate calculated from results obtained when faults were injected in the program Table 4-4. Experimental results – faults injected in the program code. Program version



#Injected faults



#Effect less



Detected-faults



Undetected-faults



#Software detection



#Hardware detection



#Incorrect answer



#Loss sequence



Original CMA



2208



1422 (64.40%)



_



391 (17.71%)



217 (9.83%)



178 (8.06%)



Hardened CMA



8000



5038 (62.98%)



1658 (20.73%)



1210 (15.12%)



50 (0.62%)



44 (0.55%)
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Table 4-5. Detection efficiency and error rate for both program versions.



Detection Efficiency (?) Error Rate (t)



CMA Original



CMA Hardened



none 17.89 %



55.97 % 1.18%



code. This results show that about 60% of injected faults changing the program’s behavior have been detected and a significant decrease of error rate (about 17 times) for the hardened application. 3.1.3. Fault injection in the data memory area



When faults have been injected in the data segment area (results illustrated in Table 4-6)‚ the hardened CMA program was able to provide 100% detection efficiency. It is important to note that output data (program results) were located in a “non targeted” zone aiming at being as close as possible to a real situation where output samples will get out the equalizer by means of parallel or serial ports without residing in any internal RAM zone. Table 4-6. Experimental results – faults injected in the data segment area. Program version



#Injected faults



#Effect less



Detected-faults



Undetected-faults



#Software detection



#Hardware detection



#Incorrect answer



#Loss sequence



928 (18.56%)



–



Original CMA



5000



4072 (81.44%)



–



–



Hardened CMA



10000



6021 (60.21%)



3979 (39.79%)



_



_



_



3.2. Preliminary radiation testing campaign



To confirm the results gathered from fault injection experiments‚ we performed a radiation test campaign. The radiation experiments consisted in exposing only the processor to the charged particles issued from a Californium (Cf225) source while executing both versions of the CMA program. Table 4-7 shows the main features of the radiation experiments. Table 4-7. Main characteristics for the radiation test campaign. Program version



Flux



Estimated upsets



Exposure time



Original CMA Hardened CMA



285 285



387 506



525 660
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Where: Flux represents the number of particles reaching the processor per square unit and time unit; Time exposure is the duration of the experiment (sec.) Estimated Upsets represents the number of upsets expected during the entire radiation experiment. The obtained results are illustrated in Table 4-8. As expected the number of observed upsets is double for the hardened CMA program. This is due to the longer execution under radiation. Even if the number of particles hitting the processor is higher for the hardened CMA application‚ the number of undetected upsets is reduced about 3.2 times. In accordance with the number of estimated upsets occurring in the storage elements (internal memory and registers) of the DSP processor‚ we calculated the detection efficiency and error rate for both versions of the CMA program. Table 4-9 shows that the error rate was reduced about 4 times for the hardened application while the detection efficiency is higher than 84%‚ thus proving that the error detection technique is efficient in real harsh environments. Table 4-8. Experimental results – faults injected in the data area. #Observed upsets



Program Version



Original CMA Hardened CMA



Table 4-9.



48 99



Detected-Faults



Undetected-Faults



#Software detection



#Hardware detection



#Incorrect answer



#Loss sequence



_ 84



_ -



47 15



1 -



Detection efficiency and error rate for both program versions.



Detection efficiency Error rate



CMA Original



CMA Hardened



none 12.40%



84.85% 2.96%



4. CONCLUSIONS



In this paper we presented a software error detection method and a tool for automatic generation of hardened applications. The technique is exclusively based on the modification of the application code and does not require any special hardware. Consequently‚ we can conclude that the method is suitable for usage in low-cost safety-critical applications‚ where the high constraints involved in terms of memory overhead (about 4 times) and speed decrease
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(about 2.6 times) can be balanced by the low cost and high reliability of the resulting code. We are currently working to evaluate the efficiency of the proposed error detection approach and the C2C Translator when applied to an industrial application executed on different complex processors. We are also investigating the possibility to apply the error detection technique to an OS (Operating System) and to evaluate it through radiation test experiments.
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Chapter 5 RTOS MODELING FOR SYSTEM LEVEL DESIGN
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Abstract. System level synthesis is widely seen as the solution for closing the productivity gap in system design. High-level system models are used in system level design for early design exploration. While real time operating systems (RTOS) are an increasingly important component in system design‚ specific RTOS implementations cannot be used directly in high level models. On the other hand‚ existing system level design languages (SLDL) lack support for RTOS modeling. In this chapter‚ we propose a RTOS model built on top of existing SLDLs which‚ by providing the key features typically available in any RTOS‚ allows the designer to model the dynamic behavior of multi-tasking systems at higher abstraction levels to be incorporated into existing design flows. Experimental result shows that our RTOS model is easy to use and efficient while being able to provide accurate results. Key words: RTOS‚ system level design‚ SLDL‚ modeling‚ refinement‚ methodology



1. INTRODUCTION



In order to handle the ever increasing complexity and time-to-market pressures in the design of systems-on-chip (SOCs)‚ raising the level of abstraction is generally seen as a solution to increase productivity. Various system level design languages (SLDL) [3‚ 4] and methodologies [11‚ 13] have been proposed in the past to address the issues involved in system level design. However‚ most SLDLs offer little or no support for modeling the dynamic real-time behavior often found in embedded software. Embedded software is playing an increasingly significant role in system design and its dynamic real-time behavior can have a large influence on design quality metrics like performance or power. In the implementation‚ this behavior is typically provided by a real time operating system (RTOS) [1‚ 2]. At an early design phase‚ however‚ using a detailed‚ real RTOS implementation would negate the purpose of an abstract system model. Furthermore‚ at higher levels‚ not enough information might be available to target a specific RTOS. Therefore‚ we need techniques to capture the abstracted RTOS behavior in system level models. In this chapter‚ we address this design challenge by introducing a high level RTOS model for system design. It is written on top of existing SLDLs and doesn’t require any specific language extensions. It supports all the key concepts found in modern RTOS like task management‚ real time scheduling‚ 55 A Jerraya et al. (eds.)‚ Embedded Software for SOC‚ 55–68‚ 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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preemption‚ task synchronization‚ and interrupt handling [5]. On the other hand‚ it requires only a minimal modeling effort in terms of refinement and simulation overhead. Our model can be integrated into existing system level design flows to accurately evaluate a potential system design (e.g. in respect to timing constraints) for early and rapid design space exploration. The rest of this chapter is organized as follows: Section 2 gives an insight into the related work on software modeling and synthesis in system level design. Section 3 describes how the RTOS model is integrated with the system level design flow. Details of the RTOS model‚ including its interface and usage as well as the implementation are covered in Section 4. Experimental results are shown in Section 5‚ and Section 6 concludes this chapter with a brief summary and an outlook on future work. 2. RELATED WORK



A lot of work recently has been focusing on automatic RTOS and code generation for embedded software. In [9]‚ a method for automatic generation of application-specific operating systems and corresponding application software for a target processor is given. In [6]‚ a way of combining static task scheduling and dynamic scheduling in software synthesis is proposed. While both approaches mainly focus on software synthesis issues‚ the papers do not provide any information regarding high level modeling of the operating systems integrated into the whole system. In [15]‚ a technique for modeling fixed-priority preemptive multi-tasking systems based on concurrency and exception handling mechanisms provided by SpecC is shown. However‚ the model is limited in its support for different scheduling algorithms and inter-task communication‚ and its complex structure makes it very hard to use. Our method is similar to [7] where a high-level model of a RTOS called SoCOS is presented. The main difference is that our RTOS model is written on top of existing SLDLs whereas SoCOS requires its own proprietary simulation engine. By taking advantage of the SLDL’s existing modeling capabilities‚ our model is simple to implement yet powerful and flexible‚ and it can be directly integrated into any system model and design flow supported by the chosen SLDL. 3. DESIGN FLOW



System level design is a process with multiple stages where the system specification is gradually refined from an abstract idea down to an actual heterogeneous multi-processor implementation. This refinement is achieved in a stepwise manner through several levels of abstraction. With each step‚ more implementation detail is introduced through a refined system model. The
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purpose of high-level‚ abstract models is the early validation of system properties before their detailed implementation‚ enabling rapid exploration. Figure 5-1 shows a typical system level design flow [10]. The system design process starts with the specification model. It is written by the designer to specify and validate the desired system behavior in a purely functional‚ abstract manner‚ i.e. free of any unnecessary implementation details. During system design‚ the specification functionality is then partitioned onto multiple processing elements (PEs) and a communication architecture consisting of busses and bus interfaces is synthesized to implement communication between PEs. Note that during communication synthesis‚ interrupt handlers will be generated inside the PEs as part of the bus drivers. Due to the inherently sequential nature of PEs‚ processes mapped to the same PE need to be serialized. Depending on the nature of the PE and the data inter-dependencies‚ processes are scheduled statically or dynamically. In case of dynamic scheduling‚ in order to validate the system model at this point a representation of the dynamic scheduling implementation‚ which is usually handled by a RTOS in the real system‚ is required. Therefore‚ a high level model of the underlying RTOS is needed for inclusion into the system model during system synthesis. The RTOS model provides an abstraction of
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the key features that define a dynamic scheduling behavior independent of any specific RTOS implementation. The dynamic scheduling step in Figure 5-1 refines the unscheduled system model into the final architecture model. In general‚ for each PE in the system a RTOS model corresponding to the selected scheduling strategy is imported from the library and instantiated in the PE. Processes inside the PEs are converted into tasks with assigned priorities. Synchronization as part of communication between processes is refined into OS-based task synchronization. The resulting architecture model consists of multiple PEs communicating via a set of busses. Each PE runs multiple tasks on top of its local RTOS model instance. Therefore‚ the architecture model can be validated through simulation or verification to evaluate different dynamic scheduling approaches (e.g. in terms of timing) as part of system design space exploration. In the backend‚ each PE in the architecture model is then implemented separately. Custom hardware PEs are synthesized into a RTL description. Bus interface implementations are synthesized in hardware and software. Finally‚ software synthesis generates code from the PE description of the processor in the architecture model. In the process‚ services of the RTOS model are mapped onto the API of a specific standard or custom RTOS. The code is then compiled into the processor’s instruction set and linked against the RTOS libraries to produce the final executable. 4. THE RTOS MODEL



As mentioned previously‚ the RTOS model is implemented on top of an existing SLDL kernel [8]. Figure 5-2 shows the modeling layers at different steps of the design flow. In the specification model (Figure 5-2(a))‚ the application is a serial-parallel composition of SLDL processes. Processes communicate and synchronize through variables and channels. Channels are implemented using primitives provided by the SLDL core and are usually part of the communication library provided with the SLDL.



RTOS Modeling for System Level Design



59



In the architecture model (Figure 5-2(b))‚ the RTOS model is inserted as a layer between the application and the SLDL core. The SLDL primitives for timing and synchronization used by the application are replaced with corresponding calls to the RTOS layer. In addition‚ calls of RTOS task management services are inserted. The RTOS model implements the original semantics of SLDL primitives plus additional details of the RTOS behavior on top of the SLDL core‚ using the existing services of the underlying SLDL simulation engine to implement concurrency‚ synchronization‚ and time modeling. Existing SLDL channels (e.g. semaphores) from the specification are reused by refining their internal synchronization primitives to map to corresponding RTOS calls. Using existing SLDL capabilities for modeling of extended RTOS services‚ the RTOS library can be kept small and efficient. Later‚ as part of software synthesis in the backend‚ RTOS calls and channels are implemented by mapping them to an equivalent service of the actual RTOS or by generating channel code on top of RTOS primitives if the service is not provided natively. Finally‚ in the implementation model (Figure 5-2(c))‚ the compiled application linked against the real RTOS libraries is running in an instruction set simulator (ISS) as part of the system co-simulation in the SLDL. We implemented the RTOS model on top of the SpecC SLDL [1‚ 8‚ 11]. In the following sections we will discuss the interface between application and the RTOS model‚ the refinement of specification into architecture using the RTOS interface‚ and the implementation of the RTOS model. Due to space restrictions‚ implementation details are limited. For more information‚ please refer to [16]. 4.1. RTOS interface



Figure 5-3 shows the interface of the RTOS model. The RTOS model provides four categories of services: operating system management‚ task management‚ event handling‚ and time modeling. Operating system management mainly deals with initialization of the RTOS during system start where init initializes the relevant kernel data structures while start starts the multi-task scheduling. In addition‚ interrupt_return is provided to notify the RTOS kernel at the end of an interrupt service routine. Task management is the most important function in the RTOS model. It includes various standard routines such as task creation (task_create)‚ task termination (task_terminate‚ task_kill)‚ and task suspension and activation (task_sleep‚ task_activate). Two special routines are introduced to model dynamic task forking and joining: par_start suspends the calling task and waits for the child tasks to finish after which par_end resumes the calling task’s execution. Our RTOS model supports both periodic hard real time tasks with a critical deadline and non-periodic real time tasks with a fixed priority. In modeling of periodic tasks‚ task_endcycle notifies the kernel that a periodic task has finished its execution in the current cycle.
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Event handling in the RTOS model sits on top of the basic SLDL synchronization events. Two system calls‚ enter_wait and wakeup_wait‚ are wrapped around each SpecC wait primitive. This allows the RTOS model to update its internal task states (and to reschedule) whenever a task is about to get blocked on and later released from a SpecC event. During simulation of high-level system models‚ the logical time advances in discrete steps. SLDL primitives (such as waitfor in SpecC) are used to model delays. For the RTOS model‚ those delay primitives are replaced by time_wait calls which model task delays in the RTOS while enabling support for modeling of task preemption. 4.2.



Model refinement



In this section‚ we will illustrate application model refinement based on the RTOS interface presented in the previous section through a simple yet typical example of a single PE (Figure 5-4). In general‚ the same refinement steps are applied to all the PEs in a multi-processor system. The unscheduled model (Figure 5-4(a)) executes behavior B1 followed by the parallel composition of
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behaviors B2 and B3. Behaviors B2 and B3 communicate via two channels C1 and C2 while B3 communicates with other PEs through a bus driver. As part of the bus interface implementation‚ the interrupt handler ISR for external events signals the main bus driver through a semaphore channel S1. The output of the dynamic scheduling refinement process is shown in Figure 5-4(b). The RTOS model implementing the RTOS interface is instantiated inside the PE in the form of a SpecC channel. Behaviors‚ interrupt handlers and communication channels use RTOS services by calling the RTOS channel’s methods. Behaviors are refined into three tasks. Task_PE is the main task that executes as soon as the system starts. When Task_PE finishes executing B1‚ it spawns two concurrent child tasks‚ Task_B2 and Task_B3‚ and waits for their completion. 4.2.1. Task refinement



Task refinement converts parallel processes/behaviors in the specification into RTOS-based tasks in a two-step process. In the first step (Figure 5-5)‚ behaviors are converted into tasks‚ e.g. behavior B2 (Figure 5-5(a)) is converted into Task_B2 (Figure 5-5(b)). A method init is added for construction of the task. All waitfor statements are replaced with RTOS time_wait calls to model task execution delays. Finally‚ the main body of the task is enclosed in a pair of task_activate / task_terminate calls so that the RTOS kernel can control the task activation and termination.
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The second step (Figure 5-6) involves dynamic creation of child tasks in a parent task. Every par statement in the code (Figure 5-6(a)) is refined to dynamically fork and join child tasks as part of the parent’s execution (Figure 5-6(b)). The init methods of the children are called to create the child tasks. Then‚ par_start suspends the calling parent task in the RTOS layer before the children are actually executed in the par statement. After the two child tasks finish execution and the par exits‚ par_end resumes the execution of the parent task in the RTOS layer.
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4.2.2. Synchronization refinement



In the specification model‚ all synchronization in the application or inside communication channels is implemented using SLDL events. Synchronization refinement wraps corresponding event handling routines of the RTOS model around the event-related primitives (Figure 5-7). Each wait statement in the code is enclosed in a pair of enter_wait / wakeup_wait calls to notify the RTOS model about corresponding task state changes. Note that there is no need to refine notify primitives as the state of the calling task is not influenced by those calls. After model refinement‚ both task management and synchronization are implemented using the system calls of the RTOS model. Thus‚ the dynamic system behavior is completely controlled by the RTOS model layer. 4.3. Implementation



The RTOS model library is implemented in approximately 2000 lines of SpecC channel code [16]. The library contains models for different scheduling strategies typically found in RTOS implementations‚ e.g. round-robin or prioritybased scheduling [14]. In addition‚ the models are parametrizable in terms of task parameters‚ preemption‚ and so on. Task management in the RTOS models is implemented in a customary
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manner where tasks transition between different states and a task queue is associated with each state [5]. Task creation (task_create) allocates the RTOS task data structure and task_activate inserts the task into the ready queue. The par_start method suspends the task and calls the scheduler to dispatch another task while par_end resumes the calling task’s execution by moving the task back into the ready queue. Event management is implemented by associating additional queues with each event. Event creation (event_new) and deletion (event_del) allocate and deallocate the corresponding data structures in the RTOS layer. Blocking on an event (event_wait) suspends the task and inserts it into the event queue whereas event_notify moves all tasks in the event queue back into the ready queue. In order to model the time-sharing nature of dynamic task scheduling in the RTOS‚ the execution of tasks needs to be serialized according to the chosen scheduling algorithm. The RTOS model ensures that at any given time only one task is running on the underlying SLDL simulation kernel. This is achieved by blocking all but the current task on SLDL events. Whenever task states change inside a RTOS call‚ the scheduler is invoked and‚ based on the scheduling algorithm and task priorities‚ a task from the ready queue is selected and dispatched by releasing its SLDL event. Note that replacing SLDL synchronization primitives with RTOS calls is necessary to keep the internal task state of the RTOS model updated. In high level system models‚ simulation time advances in discrete steps based on the granularity of waitfor statements used to model delays (e.g. at behavior or basic block level). The time-sharing implementation in the RTOS



RTOS Modeling for System Level Design



65



model makes sure that delays of concurrent task are accumulative as required by any model of serialized task execution. However‚ additionally replacing waitfor statements with corresponding RTOS time modeling calls is necessary to accurately model preemption. The time_wait method is a wrapper around the waitfor statement that allows the RTOS kernel to reschedule and switch tasks whenever time increases‚ i.e. in between regular RTOS system calls. Normally‚ this would not be an issue since task state changes can not happen outside of RTOS system calls. However‚ external interrupts can asynchronously trigger task changes in between system calls of the current task in which case proper modeling of preemption is important for the accuracy of the model (e.g. response time results). For example‚ an interrupt handler can release a semaphore on which a high priority task for processing of the external event is blocked. Note that‚ given the nature of high level models‚ the accuracy of preemption results is limited by the granularity of task delay models. Figure 5-8 illustrates the behavior of the RTOS model based on simulation results obtained for the example from Figure 5-4. Figure 5-8(a) shows the simulation trace of the unscheduled model. Behaviors B2 and B3 are executing truly in parallel‚ i.e. their simulated delays overlap. After executing for time B3 waits until it receives a message from B2 through the channel C1. Then it continues executing for time and waits for data from another PE. B2 continues for time and then waits for data from B3. At time
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an interrupt happens and B3 receives its data through the bus driver. B3 executes until it finishes. At time B3 sends a message to B2 through the channel C2‚ which wakes up B2‚ and both behaviors continue until they finish execution. Figure 5-8(b) shows the simulation result of the architecture model for a priority based scheduling. It demonstrates that in the refined model task_B2 and task_B3 execute in an interleaved way. Since task_B3 has the higher priority‚ it executes unless it is blocked on receiving or sending a message from/to task_B2 through and through it is waiting for an interrupt through or it finishes At those points execution switches to task_B2. Note that at time the interrupt wakes up task_B3‚ and task_B2 is preempted by task_B3. However‚ the actual task switch is delayed until the end of the discrete time step in task_B2 based on the granularity of the task’s delay model. In summary‚ as required by priority based dynamic scheduling‚ at any time only one task‚ the ready task with the highest priority‚ is executing. 5. EXPERIMENTAL RESULTS



We applied the RTOS model to the design of a voice codec for mobile phone applications [12]. The Vocoder contains two tasks for encoding and decoding in software‚ assisted by a custom hardware co-processor. For the implementation‚ the Vocoder was compiled into assembly code for the Motorola DSP56600 processor and linked against a small custom RTOS kernel that uses a scheduling algorithm where the decoder has higher priority than the encoder‚ described in more detail in [12]. In order to perform design space exploration‚ we evaluated different architectural alternatives at the system level using our RTOS model. We created three scheduled models of the Vocoder with varying scheduling strategies: round-robin scheduling and priority-based scheduling with alternating relative priorities of encoding and decoding tasks. Table 5-1 shows the results of this architecture exploration in terms of Table 5-1. Experimental results. Simulation
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modeling effort and simulation results. The Vocoder models were exercised by a testbench that feeds a stream of 163 speech frames corresponding to 3.26 s of speech into encoder and decoder. Furthermore‚ the models were annotated to deliver feedback about the number of RTOS context switches and the transcoding delay encountered during simulation. The transcoding delay is the latency when running encoder and decoder in back-to-back mode and is related to response time in switching between encoding and decoding tasks. The results show that refinement based on the RTOS model requires only a minimal effort. Refinement into the three architecture models was done by converting relevant SpecC statements into RTOS interface calls following the steps described in Section 4.2. For this example‚ manual refinement took less than one hour and required changing or adding 104 lines or less than 1% of code. Moreover‚ we have developed a tool that performs the refinement of unscheduled specification models into RTOS-based architecture models automatically. With automatic refinement‚ all three models could be created within seconds‚ enabling rapid exploration of the RTOS design alternatives. The simulation overhead introduced by the RTOS model is negligible while providing accurate results. As explained by the fact that both tasks alternate with every time slice‚ round-robin scheduling causes by far the largest number of context switches while providing the lowest response times. Note that context switch delays in the RTOS were not modeled in this example‚ i.e. the large number of context switches would introduce additional delays that would offset the slight response time advantage of round-robin scheduling in a final implementation. In priority-based scheduling‚ it is of advantage to give the decoder the higher relative priority. Since the encoder execution time dominates the decoder execution time this is equivalent to a shortest-job-first scheduling which minimizes wait times and hence overall response time. Furthermore‚ the number of context switches is lower since the RTOS does not have to switch back and forth between encoder and decoder whenever the encoder waits for results from the hardware co-processor. Therefore‚ priority-based scheduling with a high-priority decoder was chosen for the final implementation. Note that the final delay in the implementation is higher due to inaccuracies of execution time estimates in the high-level model. In summary‚ compared to the huge complexity required for the implementation model‚ the RTOS model enables early and efficient evaluation of dynamic scheduling implementations. 6. SUMMARY AND CONCLUSIONS



In this chapter‚ we proposed a RTOS model for system level design. To our knowledge‚ this is the first attempt to model RTOS features at such high abstraction levels integrated into existing languages and methodologies. The model allows the designer to quickly validate the dynamic real time behavior of multi-task systems in the early stage of system design by providing accurate
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results with minimal overhead. Using a minimal number of system calls‚ the model provides all key features found in any standard RTOS but not available in current SLDLs. Based on this RTOS model‚ refinement of system models to introduce dynamic scheduling is easy and can be done automatically. Currently‚ the RTOS model is written in SpecC because of its simplicity. However‚ the concepts can be applied to any SLDL (SystemC‚ Superlog) with support for event handling and modeling of time. Future work includes implementing the RTOS interface for a range of custom and commercial RTOS targets‚ including the development of tools for software synthesis from the architecture model down to target-specific application code linked against the target RTOS libraries. REFERENCES 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16.
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Abstract. This paper describes automation methods for device driver development in IP-based embedded systems in order to achieve high reliability‚ productivity‚ reusability and fast time to market. We formally specify device behaviors using event driven finite state machines‚ communication channels‚ declaratively described rules‚ constraints and synthesis patterns. A driver is synthesized from this specification for a virtual environment that is platform (processor‚ operating system and other hardware) independent. The virtual environment is mapped to a specific platform to complete the driver implementation. The illustrative application of our approach for a USB device driver in Linux demonstrates improved productivity and reusability. Key words: embedded software‚ embedded software synthesis‚ peripheral modeling



1. INTRODUCTION



Device drivers provide a bridge between a peripheral device and the upper layers of the operating system and the application software. They are critical software elements that significantly affect design quality and productivity. Given the typical lifecycle of chipsets being only 12 to 24 months‚ system designers have to redesign the hardware and software regularly to keep up with the pace of new product releases. This requires constant updates of the device drivers. Design and verification of device drivers is very complicated due to necessity of thorough knowledge about chips and boards‚ processors‚ peripherals‚ operating systems‚ compilers‚ logic and timing requirements; each of which is considered to be tedious. For example‚ Motorola MPC860 PowerQUICC is an SoC micro-controller used in communications and networking applications. Its board support package (BSP) (essentially drivers) has 25000 lines of C code [6] – an indication of its complexity. With timeto-market requirements being pushed below one year‚ driver development is quickly becoming a bottleneck in IP-based embedded system design. Automation methods‚ software reusability and other approaches are badly needed to improve productivity and are the subject of this paper. The design and implementation of reliable device drivers is notoriously 69 A Jerraya et al. (eds.)‚ Embedded Software for SOC‚ 69–82‚ 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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difficult and constitutes the main portion of system failures. As an example‚ a recent report on Microsoft Windows XP crash data [7] shows that 61% of XP crashes are caused by driver problems. The proposed approach addresses reliability in two ways. Formal specification models provide for the ability to validate the specification using formal analysis techniques. For example‚ the event-driven state machine models used in our approach are amenable to model checking techniques. Correct by construction synthesis attempts to eliminate implementation bugs. Further‚ the formal specifications can be used as manuals for reusing this component‚ and inputs for automating the composition with other components. Another key concern in driver development is portability. Device drivers are highly platform (processor‚ operating system and other hardware) dependent. This is especially a problem when design space exploration involves selecting from multiple platforms. Significant effort is required to port the drivers to different platforms. Universal specifications that can be rapidly mapped to a diverse range of platforms‚ such as provided by our approach‚ are required to shorten the design exploration time. The approach presented in this paper addresses the complexity and portability issues raised above by proposing a methodology and a tool for driver development. This methodology is based on a careful analysis of devices‚ device drivers and best practices of expert device driver writers. Our approach codifies these by clearly defining a device behavior specification‚ as well as a driver development flow with an associated tool. We formally specify device behaviors by describing clearly demarcated behavior components and their interactions. This enables a designer to easily specify the relevant aspects of the behavior in a clearly specified manner. A driver is synthesized from this specification for a virtual environment that is platform (processor‚ operating system and other hardware) independent. The virtual environment is then mapped to a specific platform to complete the driver implementation. The remainder of this paper is organized as follows: Section 2 reviews related work; Section 3 describes the framework for our methodology; Section 4 presents the formal specification of device behavior using the Universal Serial Bus (USB) as an example; Section 5 discusses driver synthesis; Section 6 describes our case study; and finally Section 7 discusses future work and directions. 2. RELATED WORKS



Recent years have seen some attention devoted to this issue in both academia and industry. Devil [3] defines an interface definition language (IDL) to abstract device register accesses‚ including complex bit-level operations. From the IDL specification‚ it generates a library of register access functions and supports partial analysis for these functions. While Devil provides some abstraction for the developer by hiding the low-level details of bit-level
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programming‚ its approach is limited to register accesses and it does not address the other issues in device driver development outlined above. In the context of co-design automation‚ O’Nils and Jantsch [4] propose a regular language called ProGram to specify hardware/software communication protocols‚ which can be compiled to software code. While there are some interesting features‚ this does not completely address the device driver problems as described here‚ particularly due to its inability to include an external OS. Other efforts in the co-design area [1‚ 2] are limited to the mapping of the communications between hardware and software to interrupt routines that are a small fraction of a real device driver. I2O (Intelligent Input Output) [8] defines a standard architecture for intelligent I/O that is independent of both the specific device being controlled and the host operating system. The device driver portability problem is handled by specifying a communication protocol between the host system and the device. Because of the large overhead of the implementation of the communication protocol‚ this approach is limited to high-performance markets. Like I2O‚ UDI [9] (Uniform Driver Interface) is an attempt to address portability. It defines a set of Application Programming Interfaces (APIs) between the driver and the platform. Divers and operating systems are developed independently. UDI API’s are OS and platform neutral and thus source-code level reuse of driver code is achieved. Although UDI and our methodology share the common feature of platform and OS neutral service abstraction‚ our methodology is based on a formal model that enables verification and synthesis. 3. METHODOLOGY FRAMEWORK



Devices are function extensions of processors. They exchange data with processors‚ respond to processor requests and actively interact with processors‚ typically through interrupts. Processors control and observe devices through the device-programming interface‚ which defines I/O registers and mapped memories. Figure 6-1 sketches the relationship between devices‚ processors‚ the operating system and device drivers. Processors access devices through memory mapped I/O‚ programmed I/O or DMA. A data path (or communication channel) is a specific path for exchanging data between the processor and the device as illustrated in Figure 6-1. To hide the details of device accesses‚ device drivers are designed to be a layer between the high-level software and low-level device. In most cases‚ a device driver is part of the kernel. Application software‚ which resides in user space‚ uses system calls to access the kernel driver. System calls use traps to enter kernel mode and dispatch requests to a specific driver. Hence we can partition a device driver into three parts as illustrated in Figure 6-1 and explained below:
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Core functions‚ which trace the states of devices‚ enforce device state transitions required for certain operations‚ and operate data paths. Because such actions depend on the current states of the device‚ synchronization with the device is necessary. Common synchronization approaches are interrupts‚ polling and timer delay. In our approach‚ core functions are synthesized from a device specification. They interact with a platform independent framework called virtual environment. The device specification itself is explained in Section 4‚ and synthesis of core functions in Section 5. Platform functions that glue the core functions to the hardware and OS platform. The virtual environment abstracts architectural behaviors such as big or little endian‚ programmed I/O‚ memory mapped I/O. It also specifies OS services and OS requirements such as memory management‚ DMA/bus controllers‚ synchronization mechanisms etc. This virtual environment is then mapped to a particular platform (hardware and OS) by providing the platform functions that have platform specific code for the above details. Registry functions that export driver services into the kernel or application name space. For example‚ the interface can register a driver class to the NT I/O manager (IOM) or fill one entry of the VFS (Virtual File System) structure of the Linux kernel. Figure 6-2 outlines our framework and illustrates how the three parts of the driver come together. It takes as input (1) the device specification‚ which is platform neutral and (2) the driver configuration‚ which specifies the device
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instance and environment; and outputs the device driver (C program) for a particular device in a particular environment. The device specification provides all the information about the device required by the driver core function synthesis process (Core Gen). Core functions are implemented in the virtual environment. The mapper maps core functions in the virtual environment to the target environment. This mapping process does (1) platform mapping‚ by binding virtual OS service functions to the targeted OS‚ and virtual hardware functions to the targeted hardware; (2) registry mapping by translating core functions to the OS specific registry functions. It does this using the developer specified driver configuration. The driver configuration defines the target platform and necessary parameters. It includes the OS name‚ processor name‚ bus name‚ device instance parameters (such as interrupt vector number‚ base address)‚ driver type (such as char device‚ network device)‚ driver type specific parameters (such as maximum transfer unit for a network device) etc. These configurations are specified by keywords. Figure 6-3 shows the sketch of an example. This direct specification is sufficient for the mapper to target the core functions to a specific platform. While this requires the specification writer to have specific knowl-
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edge of the various elements of the configuration‚ information such as driver type and driver type specific parameters are encoded once and then reused across platform specifications. 4. DEVICE SPECIFICATION



In this section we describe the different parts of the device specification‚ which is the input to the generation of the core functions (see Figure 6-2). Based on our study of devices and device drivers‚ we partition this specification into the following parts: data path‚ device control (including event handlers and control functions) and device programming interface. Figure 6-1 provides some motivation for this division. The data path describes the transfer of data between the processor and the device. The device control describes the transitions between the states of the device using event driven finite state machines (EFSM) [5]. The processing of events in the event driven state machines is specified in event handlers. The core functions provide the device services to the upper layers of the software – the OS and the application. The device-programming interface provides the low-level access functions to the device registers. Eventually it is the core functions that need to be synthesized in C as the driver – however‚ this synthesis will need all the other parts of this specification to understand the complete device behavior. This partitioning of the specification allows for a separation of the various domains‚ which the device driver has to interact with‚ and is similar to the approach used by expert device driver writers. 4.1. Data path



A data unit is a data block moving between the device and the software by a primitive hardware operation. For example‚ we can define a DMA access as a primitive hardware operation. A data unit is modeled as a tuple of data unit size‚ the event enabling a new data unit operation‚ starter function‚ the event indicating the end of a data unit operation‚ stopper function‚ the events indicating errors and access operations. Starter functions are the operations performed before data accesses. Stopper functions are the cleanup operations performed when the hardware data access operations end. Figure 6-4 defines the DMA data unit of the transmit channel of the SA1100 USB device controller (UDC). While the details of the specification are beyond the scope of the paper‚ this illustrates the nature of the information required here. A data path is defined as a stream of data units. The last part of Figure 6-4 provides an example of a data path specification. It specifies data transfer direction and the data unit of the data path.
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4.2. Device control



The device control specifies the state changes of a device. Because a device may be composed of several sub-devices operating in parallel‚ we use a concurrency model‚ event driven finite state machines [5]‚ to formally model the device control. It has several synchronization properties: (1) the execution of event handlers and state transitions are free of race conditions‚ and (2) finite state machines do not share data and communicate through events if necessary. The synthesizer enforces the race condition free property by disabling the context switches appropriately. Figure 6-5 gives the sketch of an example of device control specification of a sub-component‚ USB setup protocol‚ of SA1100 UDC. Again‚ detailed syntax and semantics of the specification are beyond the scope of this paper‚ we will focus on illustrating the salient features of the specification. There are four types of events: hardware events‚ input events‚ output events and internal events. Devices generate hardware events to indicate changes of hardware states. A typical hardware event is an interrupt. Higher layer modules send input events (also called service requests) to the driver. Events sent to higher-layer modules are called output events. As an example‚ USB host assigns a USB address to the UDC. The driver can emit an output event that carries the address information when the host assigns the address. The upperlayer software observes the USB address of the device through the output event. All other events are internal. Events can be considered as messages conveying information. In addition to the event name‚ an event may convey information by carrying a parameter. Events are stored in a global event queue. As shown in Figure 6-5‚ an event handler handles a particular event for a particular state of a state machine. The event handlers of a finite state machine



Chapter 6



76



may share data. Event handlers are non-blocking. As a result‚ blocking behaviors are explicitly specified by states. To remove a blocking operation from an event handler‚ the specification writer can restructure the state machine by splitting the handler at the operation and inserting a new state. Thus‚ we describe synchronization behaviors declaratively using states‚ rather than procedurally‚ which enables better checking. Specifically‚ interrupt processing is modeled as a couple of hardware event handlers. 4.3.



Control function specification



A core function is responsible for providing the device services to the upper layers of software. As illustrated in Figure 6-1‚ core functions are responsible for managing data accesses and manipulating device states. Data accesses follow well-defined semantics‚ which specify‚ for example‚ that a block of data has to be transferred between the processor and device. Control functions are responsible for changing the control state of the device according to the state machines. As illustrated in the lower part of Figure 6-5‚ a core control function has an input event and a final state set. It accomplishes specific functions by triggering a sequence of transitions. Because a transition may emit multiple output events‚ multiple transitions can be enabled at one time.
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The core control function selectively fires eligible transitions‚ i.e. finds a transition path from the current state to the final state set. For example‚ the start function of SA1100 UDC is defined as the union of start event and a set of states‚ as shown in Figure 6-5. When the application calls the start function‚ it generates the input event (service request) start. It then finds a transition path to states (usb_protocol‚ ZombieSuspend)‚ (ep1‚ idle)‚ (ep2‚ idle) and completes. If the current state does not accept the start event‚ the function returns abnormally. Timeout is optionally defined to avoid infinite waiting. Although a data flow does not have an explicit control state machine specified‚ a state machine is implicitly generated for it to manage the control states such as reset and blocking. 4.4. Device programming interface specification



To model device register accesses‚ we use the concepts of register and variable (see Figure 6-6) – similar definitions can be found in Devil [3]. Event handlers and core functions access the device registers through a set of APIs such as IUDC_REG_name_READ and IUDC_REG_name_WRITE that use these registers and variables. These API’s are synthesized from the register and variable specifications‚ and extend the virtual environment. In addition to a basic programming interface‚ we provide additional features that enable common access mechanisms to be described succinctly. For example‚ FIFO is a common device-programming interface. It is always accessed through a register. Different devices use different mechanisms to indicate the number of data in the FIFO. To enable the synthesis of FIFO access routines‚ we have defined the concept of a hardware FIFO mapped register that is not illustrated in detail here because of limited space.
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Given all the parts of the specification‚ the synthesis process synthesizes the C code for the entire driver. The functions that need to be provided are the core functions that provide the device services to the upper layers of software. In synthesizing these functions‚ all parts of the specification are used. This section outlines the synthesis process. 5.1. Platform function and registry function mapping



The platform interface includes fundamental virtual data types and a basic virtual API for the following categories:



a) b) c) d) e) f) g)



Synchronization functions; Timer management functions; Memory management functions; DMA and bus access functions; Interrupt handling (setup‚ enable‚ disable‚ etc.); Tracing functions; Register/memory access functions.



All virtual data types and API are mapped into platform specific types and API by implementing them on the platform. This part is done manually based on an understanding of the platform. Note that while this is not synthesized‚ this approach provides for significant reuse as this needs to be done only once for each platform (or part of a platform). We adopt a template-based approach to map the registry function interface to a specific platform by c creating a library of platform specific templates. The synthesizer generates appropriate code to tailor the template for a particular device. Although the registry function generation is platform specific‚ it is reused for drivers for different devices. 5.2. Device core function synthesis



As illustrated in Figure 6-1‚ device driver core functions are either data access functions or control functions. We synthesize data access functions from the data path specification‚ and control functions from the device control specification. Section 3 mentioned that driver core functions synchronize with the device through one of the 3 synchronization mechanisms: interrupt‚ poll and timer delay. As a result‚ our driver core function synthesizer synthesizes both the driver functions and the synchronization routines that are sufficient to completely define the platform independent part of the driver.
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5.2.1. Synchronization mechanism



Let us consider the synchronization mechanisms first. An interrupt is essentially an asynchronous communication mechanism whereby the interrupt handler is called when the interrupt occurs. Both polling and timer delay are either asynchronous or blocking. For example‚ a timer delay can be a busy wait that is blocking. On the other hand‚ we can register a routine that is executed by the system when the timer expires which is an asynchronous behavior. For brevity‚ we only describe the synthesis of asynchronous communication routines (e.g.‚ interrupt handlers for interrupts)‚ which are critical to synchronization mechanism synthesis. 5.2.2. Data access function



A data access function in our framework is asynchronous: it does not wait for the completion of data access but returns right after the data access is enabled. This asynchronous behavior enables the overlap of data transfer and computation. A callback function can be registered to notify the completion of a data transfer. Synchronous communication is achieved by synchronizing the caller and the callback function. A data path is modeled as a stream of data units. Hence‚ the data access function is implemented by iterating data unit accesses until the entire data block is transferred. If an error occurs‚ the whole data path access aborts. The device control can block or reset a data path. 5.2.3. Control function



A control function moves the device to a particular state. The execution of application software depends on such a state change. Hence‚ a control function is blocking (synchronous) in our framework‚ i.e.‚ it will not return unless the final state set is reached. The control functions do not return values. The device is observed through output events‚ as illustrated in Section 4. We declare a variable for each output event. Device status is observed by reading such variables. A control function involves a series of state transitions. It completes when the final state set is reached. Since our model is based on event driven finite state machines‚ a control function essentially consists of a sequence of event firings. The state machines are checked to see if the final state set of the control function is reached. If the control function is not time out and the final state set is reached‚ it returns successfully. Figure 6-7 shows the sketches of control functions. 5.2.4. Execution of EFSM



We schedule the finite state machines using a round-robin scheduling policy. The events are consumed in a First Come First Served manner. A multi-
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processor safe‚ non-preemptive queue is implemented. Driver functions are executed in the context of a process/thread. We view the execution of interrupt handlers as a special kernel thread. Hence‚ the essence of the core function synthesis is to distribute the event handler executions and state transitions to the interrupt handlers and driver functions. We dynamically make this decision by checking whether there is a blocked process/thread. If yes‚ the driver function does the work; otherwise‚ the interrupt handler does it. Figure 6-8 shows the sketches of interrupt handlers.



6. CASE STUDY



The Intel StrongArm SA1100 [10] is one of the more popular microprocessors used in embedded systems. Its peripheral control module contains a universal serial bus (USB) endpoint controller. This USB device controller (UDC) operates at half-duplex with a baud rate of 12 Mbps. It supports three
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endpoints: endpoint 0 (ep0) through which a USB host controls the UDC‚ endpoint 1 (ep1) which is the transmit FIFO and end point 2 (ep2) which is the receive FIFO. The Linux UDC (USB device controller) driver (ported to Strong-Arm SA1100) implements USB device protocol [11] (data transfer and USB connection setup) through coordination with the UDC hardware. An Ethernet device driver interface has been implemented on top of the USB data flow. To evaluate our methodology‚ we modeled UDC and synthesized a UDC Linux device driver that has an Ethernet driver interface and manages data transfer and USB connection setup. UDC ep1 is modeled as an OUT data path. Its data unit is a data packet of no more than 64 bytes transferred via DMA. Similarly UDC ep2 is modeled as an IN data path. The UDC control has 4 state machines: one state machine for each endpoint and one state machine managing the USB protocol state of the device. The state machines for data flow ep1 and ep2 are implicitly generated. Table 6-1 shows a comparison of code sizes for the original Linux driver‚ the specification in our framework and the final synthesized driver. The reduction in code size is one measure of increased productivity. More importantly‚ the format and definition of the specification enables less experienced designers to relatively easily specify the device behavior. The declarative feature of our specification also enables easy synthesis of drivers of different styles. For example‚ the original UDC character device driver interface (without comments and blank lines) has 498 lines of code while our specification only requires a few extra lines. Furthermore‚ the code synthesized is only slightly bigger than the original code. The correctness of the synthesized UDC driver is tested on a HP iPaq3600 handheld‚ a SA1100 based device. We setup a USB connection between the handheld and a 686 based desktop through a USB cradle. Familiar v0.5.3 of Linux kernel 2.4.17 is installed on the iPaq and RedHat 7.2 of Linux kernel 2.4.9 is installed on the desktop. We compiled the synthesized code to a loadable kernel module with a cross-compiler for ARM‚ loaded the newly created module on the iPaq‚ bound IP socket layer over our module and successfully tested the correctness with the standard TCP/IP command ping. 7. CONCLUSIONS



Device driver development has traditionally been cumbersome and error prone. This trend is only worsening with IP based embedded system design where Table 6-1. Comparison of code size.
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different devices need to be used with different platforms. The paper presents a methodology and a tool for the development of device drivers that addresses the complexity and portability issues. A platform independent specification is used to synthesize platform independent driver code‚ which is then mapped to a specific platform using platform specific library functions. The latter need to be developed only once for each component of the platform and can be heavily reused between different drivers. We believe this methodology greatly simplifies driver development as it makes it possible for developers to provide this specification and then leverage the synthesis procedures as well as the library code reuse to derive significant productivity benefits. REFERENCES 1. F. Balarin‚ M. Chiodo‚ P. Giusto‚ H. Hsieh‚ A. Jurecska‚ L. Lavagno‚ C. Passerone‚ A. Sangiovanni-Vincentelli‚ E. Sentovich‚ K. Suzuki‚ and B. Tabbara. Hardware-Software CoDesign of Embedded Systems: The Polis Approach‚ Kluwer Academic Press‚ June 1997. 2. I. Bolsen‚ H. J. De Man‚ B. Lin‚ K. van Rompaey‚ S. Vercauteren‚ and D. Verkest. “Hardware/Software Co-design of Digital Telecommunication Systems”‚ Proceeding of the IEEE‚ Vol. 85‚ No. 3‚ pp. 391–418‚ 1997. 3. F. Merillon‚ L. Reveillere‚ C. Consel‚ R. Marlet‚ and G. Muller. “Devil: An IDL for Hardware Programming.” 4th Symposium on Operating Systems Design and Implementation‚ San Diego‚ October 2000‚ pp. 17–30. 4. M. O’Bils and A. Jantsch. “Device Driver and DMA Controller Synthesis from HW/SW Communication Protocol Specifications.” Design Automation for Embedded Systems‚ Vol. 6‚ No. 2‚ pp. 177–205‚ Kluwer Academic Publishers‚ April 2001. 5. E. A. Lee. “Embedded Software‚” to appear in Advances in Computers (M. Zelkowitz‚ editor)‚ Vol. 56‚ Academic Press‚ London‚ 2002. 6. http://www.aisysinc.com‚ November 200. 7. http://www.microsoft.com/winhec/sessions2001/DriverDev.htm‚ March 2002. 8. http://www.intelligent-io.com‚ July 2002. 9. http://www.projectudi.org‚ July 2002. 10. http://www.intel.com/design/strong/manuals/27828806.pdf‚ October 2002. 11. http://www.usb.org/developers/docs.html‚ July 2002.
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Abstract. The embedded software design cost represents an important percentage of the embedded-system development costs [1]. This paper presents a method for systematic embedded software generation that reduces the software generation cost in a platform-based HW/SW codesign methodology for embedded systems based on SystemC. The goal is that the same SystemC code allows system-level specification and verification, and, after SW/HW partition, SW/HW co-simulation and embedded software generation. The C++ code for the SW partition (processes and process communication including HW/SW interfaces) is systematically generated including the user-selected embedded OS (e.g.: the eCos open source OS). Key words: Embedded Software generation, SystemC, system-level design, platform based design



1. INTRODUCTION



The evolution of technological processes maintains its exponential growth; 810 Mtrans/chip in 2003 will become 2041 Mtrans/chip in 2007. This obliges an increase in the designer productivity, from 2.6 Mtrans/py in 2004 to 5.9 Mtrans/py in 2007, that is, a productivity increase of 236% in three years [2]. Most of these new products will be embedded System-on-Chip (SoC) [3] and include embedded software. In fact, embedded software now routinely accounts for 80% of embedded system development costs [1]. Today, most embedded systems are designed from a RT level description for the HW part and the embedded software code separately. Using a classical top-down methodology (synthesis and compilation) the implementation is obtained. The 2001 International Technology Roadmap for Semiconductors (ITRS) predicts the substitution (during the coming years) of that waterfall methodology by an integrated framework where codesign, logical, physical and analysis tools operate together. The design step being where the designer envisages the whole set of intended characteristics of the system to be implemented, system-level specification acquires a key importance in this new This work has been partially supported by the Spanish MCYT through the TIC-2002-00660 project.
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design process since it is taken as the starting point of all the integrated tools and procedures that lead to an optimal implementation [1, 2]. The lack of a unifying system specification language has been identified as one of the main obstacles bedeviling SoC designers [4]. Among the different possibilities proposed, languages based on C/C++ are gaining a widerconsensus among the designer community [5], SystemC being one of the most promising proposals. Although, the first versions of SystemC were focused on HW design, the latest versions (SystemC2.x [6]) include some system-level oriented constructs such as communication channels or process synchronization primitives that facilitate the system specification independently of the final module implementation in the HW or SW partition. Embedded SW generation and interface synthesis are still open problems requiring further research [7]. In order to become a practical system-level specification language, efficient SW generation and interface synthesis from SystemC should be provided. Several approaches for embedded SW design have been proposed [8–10]. Some of them are application-oriented (DSP, control, systems, etc.), where others utilise input language of limited use. SoCOS [11, 12] is a C++ based system-level design environment where emphasis is placed on the inclusion of typical SW dynamic elements and concurrency. Nevertheless, SoCOS is only used for system modeling, analysis and simulation. A different alternative is based on the synthesis of an application-specific RTOS [13–15] that supports the embedded software. The specificity of the generated RTOS gives efficiency [16] at the expense of a loss of verification and debugging capability, platform portability and support for application software (non firmware). Only very recently, the first HW/SW co-design tools based on C/C++-like input language have appeared in the marketplace [17]. Nevertheless, their system level modeling capability is very limited. In this paper, an efficient embedded software and interface generation methodology from SystemC is presented. HW generation and cosimulation are not the subject of this paper. The proposed methodology is based on the redefinition and overloading of SystemC class library elements. The original code of these elements calls the SystemC kernel functions to support process concurrency and communication. The new code (defined in an implementation library) calls the embedded RTOS functions that implement the equivalent functionality. Thus, SystemC kernel functions are replaced by typical RTOS functions in the generated software. The embedded system description is not modified during the software and interface generation process. The proposed approach is independent of the embedded RTOS. This allows the designer to select the commercial or open source OS that best matches the system requirements. In fact, the proposed methodology even supports the use of an application-specific OS. The contents of the paper are as follows. In this section, the state of the art, motivation and objectives of the work have been presented. In section 2, the system-level specification methodology is briefly explained in order to
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show the input description style of the proposed method. In section 3, the embedded SW generation and communication channel implementation methodology will be described. In section 4, some experimental results will be provided. Finally, the conclusions will be drawn in section 5. 2. SPECIFICATION METHODOLOGY



Our design methodology follows the ITRS predictions toward the integration of the system-level specification in the design process. SystemC has been chosen as a suitable language supporting the fundamental features required for system-level specification (concurrency, reactiveness, . . .). The main elements of the proposed system specification are processes, interfaces, channels, modules and ports. The system is composed of a set of asynchronous, reactive processes that concurrently perform the system functionality. Inside the process code no event object is supported. As a consequence, the notify or wait primitives are not allowed except for the “timing” wait, wait(sc_time). No signal can be used and processes lack a sensitivity list. Therefore, a process will only block when it reaches a “timing” wait or a wait on event statement inside a communication channel access. All the processes start execution with the sentence sc_start() in the function sc_main(). A process will terminate execution when it reaches its associated end of function. The orthogonality between communication and process functionality is a key concept in order to obtain a feasible and efficient implementation. To achieve this, processes communicate among themselves by means of channels. The channels are the implementation of the behavior of communication interfaces (a set of methods that the process can access to communicate with other processes). The behavior determines the synchronization and data transfer procedures when the access method is executed. For the channel description at the specification level it is possible to use wait and notify primitives. In addition, it is necessary to provide platform implementations of each channel. The platform supplier and occasionally the specifier should provide this code. The greater the number of appropriate implementations for these communication channels on the platform, the greater the number of partition possibilities, thus improving the resulting system implementation. Figure 7-1 shows a process representation graph composed of four kinds of nodes. The process will resume in a start node and will eventually terminate in a finish node. The third kind of node is an internal node containing timing wait statements. The fourth kind of node is the channel method access node. The segments are simply those code paths where the process executes without blocking. Hierarchy is supported since processes can be grouped within modules. Following the IP reuse-oriented design recommendations for intermodule communications, port objects are also included. Therefore, communication
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among processes of different module instances passes through ports. Port and module generation is static. Granularity is established at the module level and a module may contain as many processes as needed. Communication inside the inner modules must also be performed through channels. The previously commented set of restrictions on how SystemC can be used as a system specification language do not constrain the designer in the specification of the structure and functionality of any complex system. Moreover, as the specification methodology imposes a clear separation between computation and communication, it greatly facilitates the capture of the behavior and structure of any complex system ensuring a reliable and efficient co-design flow. 3. SOFTWARE GENERATION



Today, most industrial embedded software is manually generated from the system specification, after SW/HW partition. This software code includes several RTOS function calls in order to support process concurrency and synchronization. If this code is compared with the equivalent SystemC description of the module a very high correlation between them is observed. There is a very close relationship between the RTOS and the SystemC kernel functions that support concurrency. Concerning interface implementation, the relationship is not so direct. SystemC channels normally use notify and wait constructions to synchronize the data transfer and process execution while the RTOS normally supports several different mechanisms for these tasks (interruption, mutex, flags, . . .). Thus, every SystemC channel can be implemented with different RTOS functions [18]. The proposed software generation method is based on that correlation. Thus, the main idea is that the embedded software can be systematically generated by simply replacing some SystemC library elements by behaviourally equivalent procedures based on RTOS functions. It is a responsibility of the platform designer to ensure the required equivalence between the SystemC
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functions and their implementation. Figure 7-2 shows the proposed software generation flow. The design process begins from a SystemC specification. This description verifies the specification methodology proposed in the previous section. At this level (“Specification”) SW/HW partition has not been performed yet. In order to simulate the “Specification level” description, the code has to include the SystemC class library (“systemc.h” file) that describes the SystemC simulation kernel. After partition, the system is described in terms of SW and HW algorithms (“Algorithmic level”). At this level, the code that supports some SystemC constructions in the SW part has to be modified. This replacement is performed at library level, also so it is totally hidden from the designer who sees these libraries as black boxes. Thus, the SystemC user code (now pure C/C++ code) is not modified during the software generation flow, constituting one of the most important advantages of this approach. A new library SC2RTOS (SystemC to RTOS) redefines the SystemC constructions whose definition has to be modified in the SW part. It is very important to highlight that the number of SystemC elements that have to be redefined is very small. Table 7-1 shows these elements. They are classified in terms of the element functionality. The table also shows the type of RTOS function that replaces the SystemC elements. The specific function depends on the selected RTOS. The library could be made independent of the RTOS by using a generic API (e.g.: EL/IX [19]). At algorithmic level, the system can be co-simulated. In order to do that, an RTOS-to-SystemC kernel interface is needed. This interface models the relation between the RTOS and the underlying HW platform (running both over the same host).
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88 Table 7-1. SystemC elements replaced.



SystemC Elements



RTOS Functions



Hierarchy



Concurrency



Communication



SC_MODULE SC_CTOR sc_module sc_module_name



SC_THREAD SC_HAS_PROCESS sc_start



wait (sc_time) sc_time sc_time_unit sc_interface sc_channel sc_port



Thread management



Synchronization management Timer management Interruption management Memory access



Another application of the partitioned description is the objective of this paper: software generation. In this case (“Generation” level in Figure 7-2), only the code of the SW part has to be included in the generated software. Thus, the code of the SystemC constructions of the HW part has to be redefined in such a way that the compiler easily and efficiently eliminates them. The analysis of the proposed SW generation flow concludes that the SystemC constructions have to be replaced by different elements depending on the former levels (Specification, Algorithm or Generation) and the partition (SW or HW) in which the SystemC code is implemented. This idea is presented in Figure 7-3:



Thus, there are 6 possible implementations of the SystemC constructions. In the proposed approach all these implementations are included in a file (SC2RTOS.h) whose content depends on the values of the LEVEL and IMPLEMENTATION variables. For example, at SPECIFICATION level only the LEVEL variable is taken into account (options 1 and 4 are equal) and the SC2RTOS file only includes the SystemC standard include file (systemc.h).
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However, in option 3, for example, the SC2RTOS file redefines the SystemC constructions in order to insert the RTOS. Figure 7-4 presents an example (a SystemC description) that shows these concepts. The “#define” preprocessing directives will be introduced by the partitioning tool. These directives are ignored at specification level. In this paper, it is assumed that the platform has only one processor, the partition is performed at module level in this top hierarchical module and every module is assigned to only one partition. Thus, only the modules instantiated in the top module are assigned to the hardware or software partition. Hierarchical modules are assigned to the same parent-module partition. Only the channels instantiated in the top hierarchical module can communicate processes assigned to different partitions. The channels instantiated inside the hierarchy will communicate processes that are assigned to the same partition. This is a consequence of the assignment of the hierarchical modules. In Figure 7-4, the top hierarchical module (described in file top.cc) and one of the hierarchical modules (described in file ModuleN.h) are presented. All the statements that introduce partition information in these descriptions have been highlighted with bold fonts. The LEVEL and IMPLEMENTATION variables are specified with pre-processor statements. With a little code modification, these variables could be defined, for example, with the compiler command line options. In this case, the partition decisions will only affect the compiler options and the SystemC user code will not be modified during the software generation process.
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Before a module is declared, the library “SC2RTOS.h” has to be included. This allows the compiler to use the correct implementation of the SystemC constructions in every module declaration. Concerning the channels, an additional argument has been introduced in the channel declaration. This argument specifies the type of communication (HW_SW, SW_HW, SW or HW) of a particular instance of the channel. This parameter is used to determine the correct channel implementation. The current version of the proposed software generation method is not able to determine automatically the partitions of the processes that a particular instance of a channel communicates, thus this information must be explicitly provided. 4. APPLICATION EXAMPLE



In order to evaluate the proposed technique a simple design, a car Anti-lock Braking System (ABS) [17] example, is presented in this section. The system description has about 200 SystemC code lines and it includes 5 modules with 6 concurrent processes. The system has been implemented in an ARM-based platform that includes an ARM7TDMI processor, 1 Mb RAM, 1 Mb Flash, two 200 Kgate FPGAs, a little configuration CPLD and an AMBA bus. The open source eCos operating system has been selected as embedded RTOS. In order to generate software for this platform-OS pair, a SystemC-to-eCos Library has to be defined. This library is application independent and it will allow the generation of the embedded software for that platform with the eCos RTOS. The SC2ECOS (SystemC-to-eCos) Library has about 800 C++ code lines and it basically includes the concurrency and communication support classes that replace the SystemC kernel. This library can be easily adapted to a different RTOS. The main non-visible elements of the concurrency support are the uc_thread and exec_context classes. The uc_thread class maintains the set of elements that an eCos thread needs for its declaration and execution. The exec_context class replaces the SystemC sc_simcontext class during software generation. It manages the list of declared processes and its resumption. These elements call only 4 functions of eCos (see Table 7-2): Table 7-2. eCos functions called by the SC2eCos library.



eCos Functions



Thread management



Synchronization managament



Interruption managament



cyg_thread_create cyg_thread_resume cyg_user_start cyg_thread_delay



cyg_flag_mask_bits cyg_flag_set_bits cyg_flag_wait



cyg_interrupt_create cyg_interrupt_attach cyg_interrupt_acknowledge cyg_interrupt_unmask
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In order to allow communication among processes, several channel models have been defined in the SC2ECOS library. The ABS application example uses two of them; a blocking channel (one element sc_fifo channel) and an extended channel (that enables blocking, non-blocking and polling accesses). The same channel type could communicate SW processes, HW processes or a HW and a SW process (or vice versa). Thus, the proposed channel models have different implementations depending on the HW/SW partition. In order to implement these channel models only 7 eCos functions have been called (center and right columns of Table 7-2). These eCos functions control the synchronization and data transfer between processes. The ABS system has 5 modules: the top (“Abs_system”), 2 modules that compute the speed and the acceleration (“Compute Speed” and “Compute Acceleration”), another (“Take decision”) that decides the braking, and the last one (“Multiple Reader”) that provides speed data to the “Compute Acceleration” and “Take Decision” modules. Several experiments, with different partitions have been performed. Several conclusions have been obtained from the analysis of the experimental results shown in Figure 7-5: There is a minimum memory size of 53.2 Kb that can be considered constant (independent of the application). This fixed component is divided in two parts: a 31 K contribution due to the default configuration of the eCos kernel, that includes the scheduler, interruptions, timer, priorities, monitor and debugging capabilities and a 22.2 Kb contribution, necessary to support dynamic memory management, as the C++ library makes use of it. There is a variable component of the memory size that can be divided into two different contributions. One of them is due to the channel implementation and asymptotically increases to a limit. This growth is non-linear due to the compiler optimizing the overlap of necessary resources among the
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new channel implementations. It reaches a limit depending on the number of channel implementations given for the platform. Thus, each platform enables a different limit. The channel implementation of the ABS system requires 11.4 Kb. The other component depends on the functionality and module specification code. This growth can be considered linear (at a rate of approximately 1 Kb per 50–70 source code lines in the example), as can be deduced from Table 7-3. The total software code generated is limited to 68.7 Kb. Table 7-3 shows in more detail how the functionality size component in the ABS system is distributed in each module: Table 7-3. Code size introduced by each module. SC_MODULE



Abs System



Compute Speed



Compute Acceleration



Take Decision



Multiple Readers



C++ Code lines Blocking channels Extended channels Generated SW



30 3 1 1130 bytes



44 0 0 700 bytes



46 0 0 704 bytes



110 1 0 3510 bytes



12 0 0 140 bytes



The addition of module memory sizes gives the value of 6.2 Kb. This exceeds by 2.1 Kb the 4.2 Kb shown in Figure 7-5. This is due to the shared code of instanced channels that appears in modules including structural description (Take Decision and ABS System). The overall overhead introduced by the method respect to manual development is negligible because the SystemC code is not included but substituted by a C++ equivalent implementation that uses eCos. In terms of memory, only the 22.2 Kbytes could be reduced if an alternative C code avoiding dynamic memory management is written. 5. CONCLUSIONS



This paper presents an efficient embedded software generation method based on SystemC. This technique reduces the embedded system design cost in a platform based HW/SW codesign methodology. One of its main advantages is that the same SystemC code is used for the system-level specification and, after SW/HW partition, for the embedded SW generation. The proposed methodology is based on the redefinition and overloading of SystemC class library construction elements. In the software generated, those elements are replaced by typical RTOS functions. Another advantage is that this method is independent of the selected RTOS and any of them can be supported by simply writing the corresponding library for that replacement. Experimental results demonstrate that the minimum memory footprint is 53.2 Kb when the
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Chapter 8 EXPLORING SW PERFORMANCE USING SOC TRANSACTION-LEVEL MODELING



Imed Moussa, Thierry Grellier and Giang Nguyen Abstract. This paper presents a Virtual Instrumentation for System Transaction (VISTA), a new methodology and tool dedicated to analyse system level performance by executing full-scale SW application code on a transaction-level model of the SoC platform. The SoC provider provides a cycle-accurate functional model of the SoC architecture using the basic SystemC Transaction Level Modeling (TLM) components provided by VISTA : bus models, memories, IPs, CPUs, and RTOS generic services. These components have been carefully designed to be integrated into a SoC design flow with an implementation path for automatic generation of IP HW interfaces and SW device drivers. The application developer can then integrate the application code onto the SoC architecture as a set of SystemC modules. VISTA supports cross-compilation on the target processor and back annotation, therefore bypassing the use of an ISS. We illustrate the features of VISTA through the design and simulation of an MPEG video decoder application. Key words: Transaction Level Modeling, SoC, SystemC, performance analysis



1. INTRODUCTION



One of the reasons for the focus on SW is the lagging SW design productivity compared to rising complexity. Although SoCs and board-level designs share the general trend toward using software for flexibility, the criticality of the software reuse problem is much worse with SoCs. The functions required of these embedded systems have increased markedly in complexity, and the number of functions is growing just as fast. Coupled with quickly changing design specifications, these trends have made it very difficult to predict development cycle time. Meanwhile, the traditional embedded systems software industry has so far not addressed issues of “hard constraints,” such as reaction speed, memory footprint and power consumption, because they are relatively unimportant for traditional, board-level development systems [1–4]. But, these issues are critical for embedded software running on SoCs. VISTA is targeted to address the system-level design needs and the SW design reuse needs for SoC design.
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2. VISTA METHODOLOGY APPROACH



System level architects and application SW developers look for performance analysis and overall behavior of the system. They do not necessarily need and cannot make use of a cycle-accurate model of the SoC platform. However, a pure un-timed C model is not satisfactory either since some timing notions will still be required for performance analysis or power estimation. The capability of VISTA to bring HW/SW SoC modeling and characterization to the fore is key as it is shown in Figure 8-1. VISTA can be decomposed into at least two major use paradigms:



1. Creation of the SoC virtual platform for system analysis and architecture exploration. 2. Use of the SoC virtual platform for SW development and system analysis by the systems houses SW or system designers. Before system performance analysis, the designer has to leverage the existing HW library delivered with VISTA library to create the appropriate SoC platform architecture. The generic VISTA elements delivered in the library include: Bus (STBus, AHB/APB), Memories, Peripherals (timers, DMA, IOs, etc.) and RTOS elements. Using the provided virtual model of the SoC, including the hardware abstraction layer and the RTOS layer, system designers and application SW designers can use VISTA to simulate and analyze system performance in terms
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of latency, bus loading, memory accesses, arbitration policy, tasks activity. These parameters allow for exploring SW performance as it can be seen for the video decoder application presented in the next section. The first step during the design flow is to create the application tasks in C language. Next, using VISTA graphical front-end, the applications tasks and RTOS resources can be allocated on the “black-box”. Preliminary simulation can now be performed by executing the application code on the virtual platform to ensure that the code is functionally correct. Then, the code is crosscompiled on the target processor. VISTA will process the output from the cross-compilation phase in order to create timing information, which can be back annotated on the original application code to reflect in situ execution of the code on the target platform. Finally, timed simulation can be performed to analyze for system performance and power consumption. The information extracted from this phase can enable the SW developer to further develop and refine the application code. VISTA’s simulator is a compiled C++ program that takes advantage of the SystemC2.0 kernel, modified so as to get proper debugging and tracing information. The simulator is launched either as a stand-alone process or as a dynamic library loaded into the process of the GUI. Ideally both options should be available as option one is easier to debug and option two is faster. Several simulation modes are possible. First, interactive simulation: the user can set graphical input devices on ports of the diagram, like sliders, knobs, etc. Outputs can be monitored similarly by setting waveform viewers like the one shown in Figure 8-2, which gathers in one single window the functionality of an oscilloscope (continuous traces) and of a logic analyzer (discrete traces). Interactive simulation is essential in the prototyping phases of a software development. Secondly, batch simulation will also be possible. 2.1. Abstract communication



The accesses are a mechanism to abstract the communication between the modules and allow a seamless refinement of the communication into the IP modules from the functional level to the transactional level. SystemC2.0 already provides ports and channels for this purpose. We have enriched the channel notion with introducing a pattern of three related modules: 2.1.1. Channels models



1. The slave access first publishes the operations to the channel. It is notified the channel transactions corresponding to these operation invocations, and accepts or rejects them. For example, the amba slave access notifies the amba bus channel whether a transaction is ok, fails or needs to be split. Note that the publishing mechanism makes that a slave access doesn’t need to reproduce the slave module interfaces. A slave access can be shared by several modules, but can only be bound to a single channel.
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2. The channel is a pure transactional model of the communication. It guards the actual invocation of the slave operation until the communication transactions are completed. Data are not circulating through the channel, so far they are transmitted within the parameters of the operation. So only the relevant information for an arbitration are given, such as the amount of bytes to transmit, and the word size. If we refer to the simple bus transactional interface defined in [5], a vista channel interface is quite similar, only the parameters regarding the data transmission are discarded. The channel can also contain a runtime modifiable configuration to analyse a system performance. For example a bus channel can have a configurable cycle rate, a FIFO channel may have a configurable depth. It may also contain some measures from which reveling statistics can be extracted or computed within the channel model. 3. The master access is used to encapsulate the invocation of a slave
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operation through a channel. Each encapsulated operation is called in two steps, the first step is the decode phase to identify the serving slave operation, and then the invocation of the operation through the channel. This invocation adds new parameters to the slave operation which configures the channel transactions to be generated. Note that a master access only addresses a single channel, and that it can invocate a subset of the operations of several slaves, so that it has its own interface which may differ from the union of the slaves interfaces and doesn’t require to be an explicit sc_interface. 2.1.2. Communication refinement



Defining the accesses module is very straight forward. They follow a simple pattern. This is why our tool is able of generating the accesses code with very little configuration information once the communication channel is chosen. Figure 8-3 shows the example of accesses to a bus communication channel. It combines UML class diagrams to describe modules and SystemC2.0 [6] graphical notation for ports and interfaces. Furthermore a graphical notation has been introduced to stereotype the accesses modules. It can be used as a full replacement to the class diagram. Both the master and the slave accesses can be customized by a policy. In the case of the master access, this policy indicates whether the two concurrent operation calls by the master IP are serialized or have interlaced transactions within the access. The channel is indeed only capable of managing the concurrency between master accesses, but remains a concurrency between the threads of the modules sharing a master access. The slave access policy determines the concurrency on the operations provided by the slave IP. Several masters can generate several interleaved transactions to the same slave, especially when the slave splits the transactions, requiring the slave to have a customizable concurrency policy. At last, one may think of composing channels. For example, a slave IP can be first attached to a FIFO channel which master access could then become
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the slave access of a bus channel as show on Figure 8-4. These compositions can be the beginning of a methodology to refine the communication of a system and progressively going from a purely functional model to an architectural timed model. A first step would be to detach some functions of the sequential algorithm into modules that prefigures the architecture. Then regarding the iteration on the data, between the functions, one may start ahead the detached function as soon as it has enough data to start with, for example a subset of a picture. This is quite the same idea of setting a pipeline communication, so one may then prepare a communication through a FIFO channel to synchronize the execution flow of the detached functions. Note that the FIFO can also store control so far these a operation calls which are stacked. At this stage we a system level model very similar to what we can have with SDL. We can introduce timing at this stage to analyze the parallelism of the all system. Then one may decide the partitioning of the system and thus share the communication resources. Hence a bus can refine the FIFO communications, some data passing can be referring a shared memory. This is generally the impact of hardware level resource sharing which is ignored by the other specification languages which stops their analysis at the FIFO level. 2.1.3. Dynamic pattern



The Figure 8.5 shows how the protocol between the channel and its master and slave accesses is played. A slave registers, at the end of elaboration phase, its provided operations to the channel through the slave access. These operations are identified with a key made of an address, and an optional qualifier, if the address is overloaded by the slave. Then a master can initiate a slave operation by invocating the sibling operation of its master access. The master access retrieves first the operation in the decoding step and then notify the channel to execute the pre-transactions, before the channel allows it to effectively reach the slave operation. Once the guarded operation is done, the master access notifies the posttransaction transactions.
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The channel may use a subsequent protocol with the slave to play the pre and post transactions. In the case of the AMBA bus, the pre() and post() are respectively corresponding to management of the write transactions giving the in parameters of the operations and the read transactions to retrieve the out parameters of the operations. Figure 8-6 shows how the pattern has been applied for the AMBA-bus. The write_txs() and read_txs give the user provided data describing the transaction configuration to the channel. These data notably contains the number of bytes to be transmitted, and the width of the words. They do no contain the actual data transmitted to the slave, these are given by the parameters on the function call. These are macro transactions are then decomposed accordingly to the bus specification (burst are bound to 1 Ko address space) and the arbitration policy selected for the bus. The bus notifies the slave access that some bytes must be written to its buffer. The slave access will provide a delayed answer to the bus write transaction query. This is the slave access that count the number of cycles used to complete the bus transaction. The slave access can give several replies accordingly to the amba bus specifications:
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Split: to stop the current transaction. The bus will memorize the state of the bus write transaction. Retry: the slave access notifies the bus that it can resume the transaction. Thus a new write query is done which deduces the already transmitted bytes. Error: notifies the bus that the transaction can not be accepted. It will have to retry it. Ok notifies the bus that the transaction is completed. When the last the bus write transaction of the macro transaction has completed, the bus returns from write_txs, allowing the master access to call the slave IP operation. The same schema applies to the macro read transaction called once the operation of the slave IP has completed. One may derive the slave access class to use a specific statistical model for the consumption of the data by the slave.
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2.2. Timing annotation



Providing timing annotations is a complex task. The camera module example shows the limited underlying systemc 2.0 mechanisms. Mainly we rely on an event which is never notified but this event has a timeout to resume the execution. This is satisfying for the hardware models, not for the software models. These models shall distinguish active wait from passive wait. The approach is very similar to SystemC 3.0 direction [8], with the wait and consume functions, though some other aspects are also taken into consideration which leads to have several consume-like functions. The goal is to avoid annotating and recompiling anew the system each time a new cpu is selected, or each time a cpu frequency changes. Hence the annotation doesn’t contain a timing, but a timing table index. The table indexes are the cpu index and the code chunk index. The cpu index is maintained by the simulation engine. void consume(int cycle_idx, int ad_idx = 0); vs_timing_table_t consume(vs_timing_table_t, int cycle_idx, vs_address_table_t = 0, int ad_idx);



Because of the function inlining, preserving the modularity of the compilation requires to have a separate consume function that allows to change the current timing table and thus using the inline function tables. The timing in the table doesn’t include absolute time, but a number of CPU cycles so that the elapsed time can be calculated accordingly to the CPU frequency. The last parameter is for a future version: the idea is to use a code offset to take into account the effect of an instruction cache. The consume functions shall be regarded as transaction calls to the operating system which guards the execution of the code. Consume suspends the execution of the code until the cycles required to execute this code have been allocated to that particular segment. Then one have to decide of the good tradeoffs for the simulation speed and the granularity of the annotations.



3. MPEG VIDEO DECODER CASE STUDY



The MPEG video decoder, illustrated in Figure 8-7, is a application built to show the way of modeling a system at transaction level with the access mechanism. Its purpose was to get a hint on how fast a simulation of this level could, and which details are necessary to build an analysis. The first step was to design the platform architecture. The edit mode of the tool allows to draw the hierarchical blocks of the design with their operations. We can either define new modules or reuse existing ones that are already included into a component library. Some components are provided with the tool such as the AMBA AHB bus.
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We made a simplified system with 8 modules having one to two sc_threads: A control unit (SW) organizing all the data flows between the modules. It contains 2 threads, one to control the reception and the other to control the emission. The CPU has not been modeled. A memory, present uniquely to model the transactions to it. A camera (HW), getting the speaker video sequence, and writing video frames to memory. An extract of the code is shown in Figure 8-8 and
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Figure 8-9. The module define an operation start_capture following the access pattern. It also contains a sc_thread that repesents the filming action. A sc_event is used to trigger the sc_thread within start_capture. Once the camera is filming the sc_thread has a timed execution with a wait. This wait is not triggered by the start_capture but by a timeout. SystemC 2.0 currently enforces the usage of an event here though. A graphic card (HW), reading and composing the in and out images to print them. A codec which emulates the memory transactions to encode and decode the images. One would have prefer reusing an IP which hasn’t been delivered in time, so we have made it a transaction generator.
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A modem (HW) which emulates the transaction to emit the encoded picture and receive a picture accordingly to a baud rate. A video card which combines both pictures and synchronize with a GUI posix thread tracing the images. A keyboard to activate the flows and switch between simple and double display. The tool generates code for the accesses to the bus and a skeleton of module to be completed with the operation implementation. Then everything is compiled and linked to obtain a simulator of the platform. The simulator can be launched as a self standing simulator like a classical SystemC2.0 program, or one may use the VISTA tool to control and monitor the execution of the simulation (step by step, continuous, pause, resume). The tool also allows to drag observable variables to an oscilloscope which displays their states. These variables are figured like kind of output ports in the tool. The tool can interact with the simulation to change some settings of the system for analysis purpose. Some configuration variables can be introduced in a system model. They are figured like kind of inputs ports. These observable and configuration variables are provided with the vista library: there are no signals at the transactional level of abstraction. VISTA embeds a protocol which allows to run the monitoring and the simulator tools on two different hosts. It even allows to monitor SystemC programs without having modeled them with the tool. Using these vista variables allows to drive an analysis session illustrated in Figure 8-10. For example, one may think of increasing or decreasing the baud rate of the
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modem or its buffer size. One may also maintain a an observable Boolean variable, true as long as a percentile of missed frame occurs. 4. CONCLUSION



We have presented a new methodology and tool for modeling SoC virtual platform for SW development and system level performance analysis and exploration. Using our VISTA methodology approach, we have been able to simulate the performances of a limited Visio phone system by generating 10,000 bus transactions per second, and running 0.5 second real time simulation in 20s while having the traces activated. This environment is not primary intended for debugging a system. Some defects may be rather difficult to be shown with the tool, and the assertions may hardly be used for other purposes than performance and parallelism analysis due to the computational model. But we think that such a level of modelling can allow to extract a formal specification of the system, if the communication channels are previously formalized [8, 9]. REFERENCES 1. Kanishka Lahiri, Anand Raghunathan, Sujit Dey , “Fast Performance Analysis of Bus-Based System-On-Chip Communication Architectures”. Proceedings of the IEEE/ACM International Conference on Computer-Aided Design (ICCAD),November 1999. 2. Frederic Doucet, Rajesh K. Gupta, “Microelectronic System-on-Chip Modeling using Objects and their Relationships”; in IEEE D&T of Computer 2000. 3. A. Clouard, G. Mastrorocco, F. Carbognani, A. Perrin, F, Ghenassia. “Towards Bridging the Precision Gap between SoC Transactional and Cycle Accurate Levels”, DATE 2002. 4. A. Ferrari and A. Sangiovanni-Vincentelli, System Design. “Traditional Concepts and New Paradigms”. Proceedings of the 1999 Int. Conf. On Comp. Des, Oct 1999, Austin. 5. Jon Connell and Bruce Johnson, “Early Hardware/Software Integration Using SystemC2.0”; in Class 552, ESC San Francisco 2002. 6. “Functional Specification for SystemC 2.0”, Version 2.0-P, Oct 2001 7. Thorsten Grotker. “Modeling Software with SystemC3.0”. 6th European SystemC User Group Meeting, Italy October 2002. 8. Fabrice Baray. “Contribution à l’intÈgration de la vÈrification de modËle dans le processus de conception Codesign”. Thesis, University of Clermont Ferrand 2001. 9. S. Dellacherie, S. Devulder, J-L. Lamber. “Software verification based on linear programming”. Formal Verification Conference 1999.
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Chapter 9 A FLEXIBLE OBJECT-ORIENTED SOFTWARE ARCHITECTURE FOR SMART WIRELESS COMMUNICATION DEVICES



Marco Götze Institut für Mikroelektronik- und Mechatronik-Systeme (IMMS) gGmbH, Ilmenau, Germany



Abstract. This chapter describes the design considerations of and conclusions drawn from a project dealing with the design of a software architecture for a family of so-called smart wireless communication devices (SWCDs). More specifically, based on an existing hardware platform, the software architecture was modeled using UML in conjunction with suitable framework and product line approaches to achieve a high degree of flexibility with respect to variability at both the hardware and application software end of the spectrum. To this effect, the overall design was split into a middleware framework encapsulating specifics of the underlying hardware platform and OS, and product line modeling of applications on top of it. Key words: communications, frameworks, product lines, UML, SWCDs



1. INTRODUCTION



As is the case in about all areas of IT, the communications industry is in the firm grip of a trend towards growing complexity of products while components are being miniaturized. This is reflected by complex products of often astonishingly small dimensions, such as cell phones or PDAs. Yet besides these consumer-oriented gadgets, there is a class of devices of similar functionality and complexity: the class of so-called smart wireless communication devices, short SWCDs. As the name implies, a common, defining aspect of these devices consists in their ability to communicate with their environment by wireless means. Furthermore, they expose a certain “intelligence,” i.e., they are characterized by a certain complexity on the one hand and autonomy with respect to their functionality on the other hand. Areas of application of SWCDs are many and diverse, ranging from pure telematics to security applications to remote diagnosis and monitoring. A typical application example consists in fleet management, as will be dealt with in more detail later on. Despite the vastly different fields of application, all SWCDs share a number of specific characteristics and resulting design challenges: their ability to communicate with their environment, their autonomous functionality, their 111 A Jerraya et al. (eds.), Embedded Software for SOC, 111–124, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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inherent internal concurrency, a low cost threshold, a high degree of expected robustness, and continuous innovation. Coping with all of these demands represents an enormous challenge for manufacturers of SWCDs. Consequently, a trend promising a better handling of most of the above requirements has established itself: a continuing shift of complex functionality from hardware to software [1]. However, continuous technological progress often requires switching from one hardware platform to another, possibly even during the life time of a single product. Induced by changing platforms, the operating system or even the programming language underlying the development of a specific application may change. A flexible software architecture should anticipate such changes in its design and provide means of abstraction from underlying specifics while allowing for even complex applications to be realized efficiently. A facilitating factor in conjunction with this is that despite the generally limited resources, technological progress causes the resources available to applications running on SWCD platforms to increase continually. In fact, the use of full-featured real-time operating systems in SWCDs has only recently become viable, which is one of the reasons why the state of the art of software development for this class of devices is still commonly sub-standard compared to, e.g., business software development. These considerations formed the basis of the project summarized in this chapter, the subject of which consisted in developing a software architecture for an existing hardware platform, a first member of a hardware product family, using object-oriented design methods. More specifically, the software architecture and application to be developed were meant to replace an existing C library and application. In order to account for variabilities of the specific SWCD platform family, adequate approaches to modeling frameworks and software product lines were evaluated and applied. By applying state-of-the-art object-oriented design techniques – specifically, UML-based modeling – we hoped to achieve benefits regarding the quality of the overall design and documentation, leading to improved maintainability, flexibility, and productivity. Moreover, by employing UML modeling tools supporting code generation, we expected a further increase in productivity and adaptability [2]. In contrast to mere case studies, the project aimed to apply design techniques feasible with tools that were available at the time to accomplish a functional design, thus taking different approaches’ practicability at that time into consideration. The sections following this introduction will introduce the SWCD platform in more detail and then discuss the choice and realization of a split overall design of a middleware framework and application product line development in the course of the project. 1 In a final section, conclusions will be drawn.
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2. PLATFORM AND APPLICATION SPECIFICS



The development of the software architecture and application were to be based on an initial member of a product family of SWCDs, requiring support of that particular platform while being open to future extensions. The resource-constrained, cost-optimized SWCD hardware platform (for details, see [3]) was resembled by a core module comprising a NEC-type processor operating at 20 MHz, a variable amount of on-board RAM (up to 2 MB), and a number of optional components, such as a GPS module, a GSM/GPRS modem, UARTs, a real-time clock (RTC), Flash memory, etc. This core module was meant to be supplemented by a power supply, additional interface circuitry, and any of a number of additional components, such as USB, Ethernet, or Bluetooth interfaces. As can be concluded from this brief description, the hardware platform was characterized by a high degree of variability with respect to incorporated components. This variability is shown in more detail in the feature diagram of Figure 9-1. Furthermore, rather than assuming just a single specific component per component type, components could vary as well with respect to their exact model or even manufacturer. The basis for software development on this SWCD platform was formed by eCos™, a real-time operating system (RTOS) originally developed by Red Hat, Inc. eCos™ is open-source and license-cost-free, contributing to a reduction in overall costs. It offers both a native and a number of standardized (though limitedly-implemented) APIs. Building upon both the hardware’s capabilities and the RTOS, there is a prototypical application for this kind of platform which is able to make use of the entire range of (optional and mandatory) components the hardware
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platform consists of: the so-called tracker application (for an illustration, see Figure 9-2; a use case diagram is given in Figure 9-5 on page 10). The SWCD hardware platform in a suitable configuration, combined with the tracking application, is meant to resemble a tracking device to be deployed in fleets of trucks or other vehicles. There, they gather and relay (via, e.g., GSM) positional (GPS-determined) and auxiliary (from general-purpose I/Os, GPIOs) data to a remote administrative center, allowing it to optimize operations. Considered in conjunction with the fact that the underlying hardware platform was engineered to be variable with respect to its assortment of components, this implied the same degree of variability for the tracker application. Other than offering a full-fledged tracking functionality for the purposes of fleet management, the tracker application had to be easily extensible or otherwise customizable to fit varying areas of application. If distributed as open-source software, customers would be able to adapt the device to their specific requirements, relieving them of the effort of developing a completely custom application from scratch. 3. THE OVERALL SOFTWARE ARCHITECTURE



To maximize flexibility, an overall software architecture consisting of a middleware framework and application product line development was found to be the most promising approach. Examining this layered architecture, depicted in Figure 9-3, from bottom to top, different hardware platforms as a whole form the basis for a product family of SWCDs.
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Building upon these hardware platforms, a set of operating systems resembles a first abstraction layer. This abstraction is meant to provide flexibility with respect to the OS: while currently, eCos™ is used, future platforms of the family may promote a switch to a different operating system (for reasons of support, efficiency, etc.). By considering this possibility right from the start on, the flexibility of the entire design is increased. The central element is a middleware platform, implemented as a framework architecture. Correspondingly, it resembles the glue between (variable) operating systems on different hardware platforms on the one hand and a number of product lines on the other hand. The purpose of this middleware is to abstract from the underlying hardware and operating systems and offer a well-defined (UML-modeled) API for application development. Consequently, product line modeling builds upon the middleware. Assuming an efficient, well-defined API, product lines can be designed without the need of individual adaptations to specifics of the hardware and OS, which reduces development time should further product lines have to be added. On the other hand, modeling product lines instead of concrete applications reduces the development time required if further product variants are defined. As the UML modeling tool of choice, we selected ARTiSAN Real-Time Studio™, primarily because of its UML 1.4 support and its customizable, template-based code generator.
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The following two sub-sections will discuss the design of the middleware framework and the product line architecture in detail. These elements of the overall architecture, the actual subject of the project, are designated by gray boxes in the diagram of Figure 9-3. 4. THE MIDDLEWARE FRAMEWORK



As stated in the previous section, the primary design goal of the middleware framework was an abstraction from specifics of the underlying OS, hardware, and – if possible – implementation language. To achieve this, a standardized, object-oriented API needed to be designed, encapsulating OS and hardware specifics. This API had to be sufficiently generic to support different product lines and yet sufficiently specific to significantly facilitate application development. The most reasonable-seeming approach to the design of the middleware framework consisted in mapping elements of the SWCD platform’s feature model (see Figure 9-1) to classes (a small portion of the model is shown in Figure 9-4) and packages. Generally, atomic features were turned into classes, composite features into packages. Additional packages and classes were created for elements not covered by the hardware feature model but for which abstractions had to be provided, such as means for handling concurrency. Classes were interrelated using refinement/abstraction, implementation, and generic dependency relations. Relations were defined in such a fashion that hardware/OS dependencies were kept within as few classes as possible, reducing the effort posed by adding support for a new platform later on. Common base and dedicated interface classes were used to capture commonalities among components of a kind, such as stream- or message-based communications components/classes. We furthermore tried to follow a number of framework (and software architecture in general) design guidelines [5, 6], reduced dependencies among packages to improve the ability to develop packages separately from each other, and applied various design patterns [7, 8]. As for abstraction from hardware and OS specifics, besides differences in the way, e.g., components are accessed, the OS-level support for specific components might vary or even be missing. Furthermore, there were components (such as GSM modems or GPS modules) which are only rudimentarily supported at OS level (via generic drivers) – for these, the middleware framework should provide a uniform, higher-level API, also abstracting from specific models of a given type of component. To this end, the framework design had to accommodate three dimensions of variability: varying operating systems;
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varying hardware platforms; and varying implementation languages. The approach chosen to reflect and provide support for these variabilities at the UML level consisted in defining stereotypes and associated tagged values – the UML’s primary means of extension. Using «OS-specific», «platform–specific», and «language–specific» stereotypes, model elements were marked as specific with respect to one (or more) of these dimensions (for an example of their usage, see class SerialIO in the class diagram of Figure 9-4). Even though adding a different implementation language to the framework obviously represents an immense effort, and C++ has been the only intended language, the framework was designed so as to reduce dependencies on a specific language’s capabilities. More precisely, the set of OO features used was limited to that of the Java programming language wherever viable because the latter’s set of supported OO notions was considered a common denominator among current OO languages. Inevitable C++ specifics were accounted for by using dedicated Real-Time-Studio™ -provided stereotypes, avoiding pollution of the actual model with language specifics. In order to provide for the extensibility demanded from a framework, some of the mechanisms suggested in the UML-F profile [9] were applied. These consisted in the use of specific stereotypes to designate hot spots of (explicitly) expected extensions. These stereotypes, in contrast to the ones introduced above, however, are of a mere documentary nature. Since the framework resembles, in first regard, a mapping from a constant high-level API to a set of native APIs of different operating systems and hardware platforms, only few interactions were sufficiently complex to warrant dynamic modeling. Methods were implemented manually within the UML tool, and sequence diagrams were used to illustrate the behavior of more complex implementations. The manually-implemented dynamic code was complemented by Real-Time Studio™’s code generator, effectively realizing the vision of “single-click” code generation. A mapping from modeled to code-level variabilities with respect to OS and platform was achieved by adapting Real-Time Studio™’s code generation templates to surround the respective model elements’ source code artifacts by pre-processor statements, reducing the problem to conditional implementation. Likewise, dependent fragments of methods’ bodies implemented within the UML tool accounted for such variabilities through the explicit use of conditional pre-processor statements. The resulting code can be configured and compiled for a given hardware platform by defining appropriate preprocessor constants. This static management of variabilities (as opposed to run-time dependencies) is sufficient since OS, platform, and language dependencies can all be resolved at build time. This still allows for later variability with respect to the features used in an application since the latter will only include those
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portions of the framework that are actually required and included in a given hardware configuration. 5. THE TRACKER PRODUCT LINE



The functional scope of the application as modeled and implemented in the course of the project was limited to basic requirements, aiming to prove the flexibility of both the overall architectural concept and the middleware framework rather than create a full-fledged alternative model and implementation at that point in time. The modeled and implemented functionality is described by the use case diagram of Figure 9-5. As has been detailed before, the tracker application product line was meant to (finally) be both a full-fledged tracking application and a basis for customizations by customers. As such, modeling it in UML offered immediate benefits regarding documentation and thus maintainability on the manufacturer’s as well as adaptability on the customer’s side. A product line approach was chosen because the actual platform on which
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the tracker application was to be deployed should be allowed to vary significantly, both with respect to core components (processor, OS) and dependency on specific auxiliary components. This means that the product line had to accommodate products ranging from, e.g., multiply-connected SWCDs (via GSM/GPRS and further means) to the extreme of isolated devices that only perform data logging. Since the handling of hardware specifics is delegated to the middleware, product line modeling can focus on merely using the components supported by the middleware framework and accounting for configurability rather than also having to cope with hardware and OS specifics. While UML lacks the means to natively deal with variability and configurability, an intuitive, stereotype-based notation was suggested by Clauß [10], which became the approach chosen to represent the product line’s variability in UML (for an example, see the use case diagram of Figure 9-5). A number of advanced techniques for achieving implementation-level configurability were considered and evaluated, including composition filters, aspect-oriented programming, subject-oriented programming, and generative programming. However, all of these approaches require either a particular implementation language or dedicated tools to be put into practice. The resulting lack in flexibility and the run-time overhead of some of these concepts made us take a simpler yet language- and tool-independent approach, exploiting specifics of the variabilities encountered in the tracker application’s specification. Compared to software product lines sold as stand-alone products, the tracker application’s variability was special in that available hardware features determined the software features to be provided – further arbitrary restrictions were neither planned nor required. This fact effectively reduced the complexity of the variability requirements by binding software features to hardware features – which were, for the most part, modeled as classes in the middleware framework. Based on these considerations, a number of techniques were selected and combined in our approach: specialization through inheritance (based on interfaces and base classes provided by the middleware) and the Factory pattern [6] instantiation and passing of objects conforming to certain interfaces and base classes – or lack thereof – were used to determine whether or not certain software features are to be present instantiation of thread classes associated with particular types of components with strict encapsulation of component-specific functionality, dependent on whether or not instances of the respective component classes were created and passed to the constructor of a central, coordinating thread class optimization by the compiler/linker, preventing unused classes’ code from being included in the application’s binary use of a configuration object [5] to handle parametric variabilities (such as timeouts, queue lengths, etc.)
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While lacking in flexibility compared to more sophisticated techniques (whose application was ruled out for reasons discussed above), this approach was feasible since the configuration of tracker products would happen entirely at build time. Furthermore, it represented an efficient choice in the context of embedded applications as it does not incur any (noteworthy) run-time overhead. The static model of the tracker product line comprises a number of concurrent threads, each encapsulated by a class, for handling GPS-based position tracking, the GSM modem, generic external serial ports, the watchdog, etc. An additional, central element is resembled by a dedicated thread responsible for instantiating and coordinating the other threads in correspondence with the hardware configuration. Figure 9-6 gives an overview of the basic application structure. As for the dynamic model, behavior was modeled using activity, state, and sequence diagrams. Since the basic nature of the tracker application is dataprocessing rather than state-driven, state diagrams did not play a major role, ruling out the use of state-diagram-based code generation. Instead, implementation was done manually in C++. Since methods’ implementations were entered within the UML tool, a run of the code generator nevertheless yielded complete application code. The configuration of a concrete application of the tracker product line is achieved by adapting a source code file taking care of the instantiations described above. By commenting out instantiations or substituting other sub-classes, an application can be configured in correspondence with a given hardware configuration. Alternatively, to make things more comfortable, a GUI-driven configuration tool generating the instantiation code could be implemented easily.



6. CONCLUSIONS AND OUTLOOK



Thanks to the combination of framework and product line development, the flexibility of the software designed in the course of the project clearly surpasses that of the previous, conventional implementation. The approaches chosen to model variabilities in UML have proven suitable to accommodate the requirements of the software architecture. Thanks to the template-based code generation facility provided by Real-Time Studio™, the stereotypes used could be mapped to customizations of code generation templates, thus linking the modeled variability to the source code level. Combined with methods’ bodies implemented within the UML tool, “single-click” code generation has been shown to be feasible. This automation avoids the danger of introducing inconsistencies among model and code which are likely to result from the need to manually adapt characteristics at both levels while offering a high degree of flexibility with respect to variabilities at both the OS/hardware platform and application end of the spectrum.
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Moreover, the transition from structured (C) to object-oriented (C++) software development on the specific target platform has proven feasible in terms of both code size and run-time performance, although definite comparisons to the previous, C-based implementation will only be possible once the modeled tracker application’s functional scope has reached that of the previous implementation. Discussions have furthermore indicated significant enhancements in terms of documentation and comprehensibility achieved through modeling the software in UML, suggesting that secondary benefits, such as improved maintainability and adaptability of the tracker application by customers, have in fact been achieved as well. Of course, the precise degree to which a UML-based middleware framework architecture and a product-line-based application development approach help further maintainability and extensibility will only become evident once the architecture is being employed in practice – and so will the overall quality and flexibility of the design in comparison to the previous, conventional approach.



NOTE 1 Due to the limited scope of this chapter, the included diagrams offer only a superficial glance at selected aspects of the model. A much more detailed discussion of the project is provided in German in the author’s diploma thesis [4].
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Abstract. On-chip communication design includes designing software parts (operating system, device drivers, interrupt service routines, etc.) as well as hardware parts (on-chip communicatackle two problemunication interfaces of processor/IP/memory, etc.). For an efficient tion network, commign space, we need fast scheduling and timing analysis. In this work, we exploration of its dess. One is to incorporate the dynamic behavior of software (interrupt processing and context switching) into on-chip communication scheduling. The other is to reduce on-chip data storage required for on-chip communication, by making different communications to share a physical communication buffer. To solve the problems, we present both integer linear programming formulation and heuristic algorithm. Key words: MP SoC, on-chip communication, design space exploration, communication scheduling



1.



INTRODUCTION



In multiprocessor system on chip (MP-SoC) design, on-chip communication design is one of crucial design steps. By on-chip communication design, we mean (1) mapping and scheduling of on-chip communications and (2) the design of both the hardware (HW) part of communication architecture (communication network, communication interfaces, etc.) and the software (SW) part (operating system, device drivers, interrupt service routines (ISRs), etc.). We call the two parts HW communication architecture and SW communication architecture, respectively. In our work, we tackle two problems (one for SW and the other for HW) in on-chip communication design. First, we present a method of incorporating, into on-chip communication scheduling, the dynamic behavior of SW (interrupt processing and context switching) related to on-chip communication. Second, to reduce on-chip data storage (in our terms, physical communication buffer) required for on-chip communication, we tackle the problem of making different communications to share a physical communication buffer in on-chip communication scheduling. 125 A Jerraya et al. (eds.), Embedded Software for SOC, 125–136, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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On-chip communication design considering both SW and HW communication architectures Most of previous on-chip communication design methods focus on HW communication architecture design, such as bus topology design, determining bus priorities, and DMA size optimization [3–7]. A few studies consider the SW communication architecture in on-chip communication design [5, 8]. In [5], Ortega and Borriello presented a method of SW architecture implementation. In [8], Knudsen and Madsen considered device driver runtime (which depends statically on the size of transferred data) to estimate on-chip communication runtime. However, the behavior of SW communication architecture is dynamic. The dynamism includes interrupt processing, context switching, etc. Since the overhead of interrupt and that of context switching can often dominate embedded SW runtime, they can significantly affect the total performance of HW/SW on-chip communication. In this work, we take into account the dynamic behavior of SW communication architecture in scheduling on-chip communication (Problem 1). Physical communication data storage: a physical communication buffer sharing problem In MP SoCs, multiple processors, other IPs and memory components communicate with each other requiring a data storage, i.e. physical communication buffer, to enable the communication. It is often the case that the physical communication buffer can take a significant portion of chip area. Especially, in the case of multimedia systems such as MPEG 2 and 4, the overhead of physical communication buffer can be significant due to the requirement of large-size data communication between components on the chip. Therefore, to reduce the chip area, we need to reduce the size of the physical communication buffers of on-chip communication architecture. In our work, for the reduction, we take into account the sharing of the physical communication buffers by different communications in scheduling on-chip communication (Problem 2). 2. MOTIVATION



Figure 10-1 shows a simple task graph and its mapping on a target architecture. The three tasks in the graph are mapped on a microprocessor and a DSP. The two edges (communication buffers) are mapped on a shared memory in the target architecture. Figure 10-1(b), (c), and (d) shows Gantt charts for three cases of scheduling task execution and communication. In Figure 10-1(b), we assume that the two edges mapped on the shared memory do not share their physical buffers with each other. Thus, two physical buffers on the shared memory occupy separate regions of the shared memory. Figure 10-1(b) exemplifies the execution of the system in this case. First, task T1 executes and writes its output on its output physical buffer on the
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shared memory by a write operation (W1). Task T2 runs and writes its output on its output physical buffer (W2). After task T3 completes its previous computation at time t1, it reads from two input buffers (R1 and R2). In Figure 10-1(c), we assume that the two edges of the task graph share the same physical buffer to reduce the physical buffer overhead. In this case, compared to the case of Figure 10-1(b), after the execution of task T2, the task cannot write its output data on the shared physical buffer, since the shared physical buffer is filled by task T1. Thus, the write operation of task T2 waits until task T3 reads from its input buffer. When the shared physical buffer becomes empty after the read of task T3, we assume that there is an interrupt to task T2 to invoke its write operation (W2). Note that, in this case, the dynamic behavior of SW architecture is not modeled. That is, the execution delay of interrupt service routine and that of context switching are not modeled in this case. In Figure 10-1(d), the dynamic behavior of SW architecture is modeled. Compared to the case of Figure 10-1(c), when the interrupt occurs to invoke the write operation of task T2, first, it accounts for the execution delay of ISR. Then, it accounts for the delay of context switching (CS). As this example shows, compared to the case of Figure 10-1(c), when we model the dynamic behavior of SW, we can obtain more accurate system runtime in scheduling on-chip communication and task execution.
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3. ON-CHIP COMMUNICATION SCHEDULING AND TIMING ANALYSIS



For an accurate timing estimation of on-chip communication for design space exploration, we actually perform optimal scheduling of the communication. For the accuracy, we consider the dynamic behavior of SW. We also consider the effect of buffer sharing on the communication scheduling. 3.1. Problem definition and notations



Problem Given a task graph, a target architecture (with its parameters, e.g. maximum physical buffer sizes on shared memory components), and a mapping of tasks and communications on the target architecture (including physical buffer sharing), the problem is to find a scheduling of task execution and communication which yields the minimum execution time of the task graph on the target architecture. To solve the problem, we extend the task graph to an extended task graph that contains detailed communication operations (in our terms, communication nodes). Then we apply an ILP formulation or heuristic algorithm to schedule tasks and communications. For the on-chip communication, we assume on-chip buses and/or point-to-point interconnections. Extended task graph To solve the problem, we extend the input task graph (TG) to an extended task graph (ETG). Figure 10-2(a) shows a TG of H.263 encoder system and Figure 10-2(b) shows an ETG extended from the TG. As shown in Figure 10-2(b), we replace an edge of the TG into two communication nodes representing write and read data transactions. For instance, the edge between Source and MB_Enc of Figure 10-2(a) is transformed to one communication node for the write operation, and another communication node for read operation, in Figure 10-2(b). 3.2. ILP formulation



Before explaining our ILP formulation, we explain our notations used in it. 3.2.1. ILP for dynamic software behavior



The delay of the communication nodes in the ETG can be modeled in the ILP formulation as follows: communication time of communication node of communication data start time of node finish time of node



where n is the size
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boolean variable representing the state of node



constant boolean value representing the access type of communication node



Communication delay is caused by both SW and HW communication architectures. We decompose the delay into three parts as follows.



where n is the communication data size and and are the delays of SW communication architecture, HW communication interface, and on-chip communication network, respectively. The delay of software communication architecture is given by



where is ISR delay, is CS delay and is device driver delay. If the software task is running on a processor, ISR delay and CS delay are zero. Else, the task is blocked and is in a wait state and the communication interface interrupts the processor to wake up the task. Thus, the ISR and CS delay should be counted into the communication time.
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The delay of communication interface is given as a function of data size [14]. The delay of on-chip communication network is where is a constant delay of transferring a single data item and is a delay caused by the contention of access to the communication network (e.g. bus contention). and can be calculated during task/communication scheduling, which is explained in the next subsection. 3.2.2. ILP for scheduling communication nodes and tasks



In scheduling tasks and communication transactions, we need to respect data dependency between tasks and to resolve resource contention on the target architecture. In the target architecture, there are three types of resource that are shared by tasks and communications: processors, communication networks (e.g. on-chip buses), and physical buffers. Therefore, we model the scheduling problem with (1) data dependency constraints between tasks, (2) constraints that represent resource contention and (3) an objective function that aims to yield the minimum execution time of the task graph. 3.2.2.1. Data dependency constraints



In the ETG, data and communication dependency is represented by directed edges. For every edge from node to node the following inequalities are satisfied.



3.2.2.2. Resource contention constraints



Processor and on-chip communication network. Processor contention and on-chip communication network contention are similar in that the contentions occur when two or more components are trying to access the same resource (processor or on-chip communication network) at the same time. To formulate the processor contention constraints in the ILP, first we find a set of task nodes that are mapped on the same processor. For the task set, the processor contention occurs when two tasks, and try to use the same processor simultaneously. To prevent such a processor contention, we need to satisfy or The same concept applies to the on-chip communication networks such as on-chip buses and point-to-point interconnections. Physical buffer contention constraints. Physical buffer contention constraints are different from those of processor and on-chip communication network
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since simultaneous accesses to the physical buffer are possible. For instance, if the physical buffer size is 2, two communication transactions with data size of one can use the same physical buffer. The number of communication transactions is not limited unless the buffer is full. In terms of physical buffer implementation, we assume the number of memory ports of physical buffer as the maximum number of simultaneous accesses to the physical buffer. Our future work includes ILP formulation for the case where the number of memory ports of physical buffer is less than the maximum number of simultaneous accesses to the physical buffer. For the ILP formulation of this constraint, we use a Boolean variable is 1 if the physical buffer is used by a communication node and 0 otherwise. In our physical buffer model, we assume for safety that the data is pushed to a buffer at the start time of write operation and popped at the finish time of read operation. Thus, if the access type of a node is read, the value of is determined as follows:



or if the access type of a communication node



is write,



However, since is a non-linear function of another variable or it cannot be a variable in the ILP formulation as it is. To resolve this, the condition for is formulated as follows (for the case of write access type):



where TimeMax is a big integer constant and is a dummy variable. If time the right hand side of the equation is negative. For the left hand side of the equation to be negative, is 0 because is equal to or smaller than TimeMax. If the right hand side is zero or positive. should be 1 because is bigger than 1. The physical buffer contention constraints are modeled as follows. for all physical buffer for all communication notes



using



where is a communication node using n is the number of communication nodes that use physical buffer is the maximum size of physical buffer and is the data size of communication node
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We need to check every time step to see if the physical buffer contention constraints are satisfied. But the physical buffer status changes only at the start or finish time of communication. Thus, we can reduce the number of inequalities by checking buffer status only at the start or finish time of communication. 3.3. Heuristic algorithm



Considering that ILP belongs to the class of NP-complete problems, we devise a heuristic algorithm based on list scheduling, which is one of the most popular scheduling algorithms. The scheduling is a function of ETG = G(V, E) and a, where a is a set of resource constraints. Just like the ILP formulation, it considers physical buffers as one of the shared resources. The algorithm consists of four steps. 1) For each shared resource, a set of the candidate nodes (that can run on the resource) and a set of unfinished nodes (that are using the resource) are determined. 2) For each shared resource, if there is available resource capacity (e.g. idle processor or when the shared physical buffer is not full), the algorithm selects a node with the highest priority among the candidate nodes, where the priority of a node is determined by the longest path from the candidate node to the sink node. 3) It schedules the nodes selected in step 2. 4) It repeats steps 1 to 3 until all the nodes are scheduled. Figure 10-3 shows the scheduling algorithm.



4. EXPERIMENTAL RESULTS



This section consists of two parts. In the first part we show the effectiveness of the proposed approach in terms of runtime and accuracy for the H.263 example by comparing it with the simulation approach. In the second part, we show the effect of buffer size on the execution cycles and the accuracy of
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the timing analysis using the JPEG and IS-95 CDMA examples. Since these examples require prohibitively long simulation runtime, we exclude simulation. First we performed experiments with an H.263 video encoder system as depicted in Figure 10-4(a). It has seven tasks including Source, DCT, Quantizer (Q), De-Quantizer IDCT, Motion Predictor, and Variable Length Coder (VLC). Input stream is a sequence of qcif (176 × 144 pixels). We clustered four tasks (DCT, Q, and IDCT) into a single unit, which we call Macro Block (MB) Encoder (see Figure 10-4(b)). In the experiment we used two target architectures: one with point-to-point interconnection (Figure 10-4(c)) and the other with an on-chip shared bus (Figure 10-4(d)). In the target architecture, Source and VLC were mapped on ARM7TDMI microprocessor and MB Encoder and Motion Predictor were mapped on their own dedicated hardware components. On the ARM7TDMI processor, we ran an embedded configurable operating system (eCos) [15] of Redhat Inc. The execution delay of SW for tasks, operating systems, device driver, ISR, etc. was measured by instruction set simulator (ISS) execution. That of HW tasks was obtained by VHDL simulator execution. And the software communication architecture delay is measured by ISS. Table 10-1 shows the advantage of considering dynamic SW behavior in the scheduling of task execution and communication. The table presents the execution cycles of the system obtained by cosimulation, ILP without considering dynamic SW behavior, ILP with dynamic SW behavior, and heuristic with dynamic SW behavior, for the two architectures: point-to-point interconnection and on-chip shared-bus. By considering dynamic SW behavior, we



Chapter 10



134 Table 10-1. Execution time of H.263 encoder system. Architecture



Cosimulation ILP w/o dyn. SW w/ dyn. SW Heuristic



Point-to-point interconnection Execution cycle



Runtime (sec)



Accuracy (%)



5,031,708



4348



100



4,684,812 4,979,535 4,979,535



1.71 2.23 4.11



93.10 98.96 98.96



Shared bus Execution cycle



Runtime (sec)



Accuracy (%)



5,151,564



29412



100



4,804,668 5,099,391 5,099,391



10.17 14.37 4.23



93.27 98.98 98.98



could enhance the accuracy from 93.10% to 98.96% for the point-to-point interconnection architecture. Similar enhancement was obtained for the other architecture. We could not obtain 100% accuracy because we did not consider some dynamic behaviors of task VLC and OS scheduler. In this example, the schedule obtained by the heuristic algorithm was the same as that obtained by ILP. That is why we obtained the same accuracy. Table 11-1 shows also the runtimes of cosimulation, ILP, and heuristic algorithm in seconds. In case of point-to-point interconnection, heuristic runtime is larger than that of ILP. That is because the number of nodes in ETG is so small that the complexity depends on constants rather than the number of nodes. Note also that the cosimulation was performed for the schedule obtained by ILP and the runtime does not include the scheduling time. Then we experimented with larger examples including JPEG and IS-95 CDMA. Table 10-2 shows a comparison of system execution times for different sizes of physical buffers. The third column shows the numbers of nodes in ETG and the last column shows the errors obtained by comparing with ILP optimal scheduling. As Table 10-2 shows, as the size of physical buffer gets smaller, the system execution time increases. It is due to the synchronization delay caused by the conflicts in accessing the shared buffer. As the table shows, the ILP solutions without dynamic SW behavior give the same number of system execution cycles for three different sizes of shared buffer. This implies that without considering the dynamic SW behavior, such conflicts are not accounted for during the scheduling. As shown in the table, the ILP without the dynamic SW behavior yields up to 15.13% error compared to the ILP with the dynamic SW behavior. Thus, to achieve accurate scheduling of communication and task execution, the dynamic SW behavior needs to be incorporated into the scheduling.
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Table 10-2. Execution time and errors for JPEG and IS-95 CDMA modem example. Examples



Methods



Number of nodes



Buffer size



JPEG



ILP w/o dyn. SW ILP w/ dyn. SW Heuristic ILP w/o dyn. SW ILP w/ dyn. SW Heuristic ILP w/o dyn. SW ILP w/ dyn. SW Heuristic



30 30 30 30 30 30 30 30 30



64 64 64 32 32 32 16 16 16



ILP w/o dyn. SW ILP w/ dyn. SW Heuristic ILP w/o dyn. SW ILP w/ dyn. SW Heuristic



49 49 49 49 49 49



64 64 64 32 32 32



IS-95 CDMA modem



Execution cycles



Runtime (sec)



Errors (%)



141,249 147,203 147,203



200.29 11.43 0.47



141,249 153,157 153,157 141,249 165,065 165,065



194.30 70.04 0.51



–4.15 0 0 –7.78 0 0 –14.43 0 0



1,288,079 1,305,941 1,305,941



156.26 471.20 4.68



1,333,226 1,570,771 1,570,771



161.93 482.70 5.29



196.16 15.02 0.56



–1.37 0 0 –15.13 0 0



5. CONCLUSION



On-chip communication design needs SW part design (operating system, device driver, interrupt service routine, etc.) as well as HW part design (onchip communication network, communication interface of processor/IP/ memory, shared memory, etc.). In this work, we tackle the problems of onchip communication scheduling that includes SW dynamic behavior (interrupt processing and context switching) and HW buffer sharing. To resolve the problems, we present an ILP formulation that schedules task execution and communication on HW/SW on-chip communication architectures as well as a heuristic scheduling algorithm. We applied our method to H.263 encoder, JPEG encoder, and IS-95 CDMA systems. Our experiments show that by considering the dynamic SW behavior, we can obtain the accuracy of scheduling of about 99%, which is more than 5%~15% improvement over naive analysis without considering the dynamic SW behavior. REFERENCES 1. J. Brunel, W. Kruijtzer, H. Kenter, F. Petrot, L. Pasquier, and E. Kock. “COSY Communication IP’s.” In Proceedings of Design Automation Conference, pp. 406–409, 2000. 2. W. Cesario, A. Baghdadi, L. Gauthier, D. Lyonnard, G. Nicolescu, Y. Paviot, S. Yoo, A. Jerayya, and M. Diaz-Nava. “Component-based Design Approach for Multicore SoCs.” In Proceedings of Design Automation Conference, June 2002.
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Abstract. We are investigating an integrated design method for a device driver and a device in order to efficiently develop device drivers used in embedded systems. This paper evaluates whether SpecC, which is proposed as a system level description language, is applicable to integrated description language for the integrated design method. We use an SIO system to confirm the feasibility of using SpecC for integrating a device and description device driver. We manually convert the SpecC description to the device, the device driver and the interface in between and confirm that the conversion can be automated. We also confirm the feasibility of conversion when the partition point between the software and the hardware is changed. As a result, we show that SpecC could apply as a integrated design language of the design method. Key words: co-design, RTOS, device driver



1. INTRODUCTION



Embedded systems are becoming complicated and largely scaled. In addition to the increase in development time and costs, the degrading design quality and system reliability have been a major problem for developers. Since embedded systems are designed for specific target hardware mechanism, each system has different hardware configuration and peripheral devices. Therefore, a device driver that directly control devices needs to be developed for each system. Development of device drivers occupy a high proportion of software development in embedded system [1]. Developing a device driver is difficult and takes a long time regardless of the small code size. This can be mainly attributed to the lack of communication between hardware designers and software designers. Device manuals mainly focus on explanations of device registers and they lack explanations from a software viewpoint regarding control methods that are necessary for device driver development. The information provided by the device driver manual is not enough to design a device driver and in most cases, the device interface is designed without considering the device driver development situation, so the device driver development gets more difficult. 137 A Jerraya et al. (eds.), Embedded Software for SOC, 137–150, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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Another cause is that verification and debugging of a device driver is difficult since a device driver must operate under the timing determined by the device. In general, verification of time-dependent software takes a long time since the operation must be verified for every possible timing. Moreover, even though an error occurred in a software, finding the bug is difficult since the repetition of a bug is low. To solve this problem, we have conducted a research on an integrated design method of a device driver (Software) and a device (Hardware) for the efficient development of device drivers for embedded systems. This method uses system level design and co-design technologies to describe the device and the device driver as a unit in one language and generate the implementation descriptions from the integrated description. This method is expected to improve the communication between device designers and device driver designers and to increase the efficiency of device driver development. Also another merit that can be expected by applying co-design technology is that the border between the device and the device driver can be flexibly changed. In this paper, we evaluate whether SpecC [2] is applicable to the integrated description in the proposed design method. Applicability means the ability of SpecC to describe the device and the device driver as a unit and automatically generate implementation descriptions from the integrated description. SpecC is C language-based with additional concepts and statements for enabling hardware descriptions. It is proposed as a language to cover the range from system level description to implementation design. However, the semantics of the added concept and statements were mainly discussed from the viewpoint of hardware description and hardware generation and the method to generate the software using a real-time kernel was not considered. Since a real-time kernel is essential to construct software on a large scale system LSI, the device driver generated by the proposed design method is assumed to use a real-time kernel. Thus, evaluating whether SpecC is applicable to the proposed design method is necessary. To evaluate the applicability of SpecC, we use a serial I/O system (SIO system) that includes the Point-to-Point Protocol (PPP) function used in sending a TCP/IP packet on a serial line. We choose the SIO system in our evaluation because it has a simple but typical architecture used in communication systems which is important application of system LSI. The rest of the paper is organized as follows: Section 2 presents the proposed integrated design method of a device driver and a device. Section 3 describes evaluation points and methods to evaluate the applicability of SpecC to the integrated design method. Section 4 describes description of the SIO system in SpecC and SpecC description guidelines. Section 5 discusses the conversion of SpecC description to implementation description. In Section 6, we shows the conversion when partition point is changed.



Evaluation of Applying SpecC to the Integrated Design Method



139



2. INTEGRATED DESIGN METHOD



There are works being conducted for efficient development of device drivers for embedded systems, such as design guidelines for device driver design and research on generating device drivers automatically [3, 4]. However, design guidelines only solve the problem partially and in automatic generation, the description method of the device driver and device specifications is a problem. Moreover, these approaches only deal with existing device and since in most cases in embedded systems, a device is designed for each system, these approaches are ineffective. As a more effective approach for increasing the efficiency of the device driver development, we conduct a research on integrated design method that describes the device and the device driver as a unit and generate implementation descriptions from the integrated description. By describing the device and the device driver as a unit, the communication between device designers and device driver designers can be improved, and the device design in consideration of the device driver development situation is enhanced. Moreover if the integrated description is executable, it can be useful to verify the model at an early development stage. The design flow of the proposed method is shown in Figure 11-1.1 The first describes the device driver and the device using SpecC. This description is divided into the portion that is implemented in software and the portion that
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is implemented in hardware and generate interface between them. In the present condition, although the designer have to specify the partition point, the automation could be possible by development of co-design technology in the future. The part implemented through software is converted to C/C++ description. The generated description and the generated software interface (PDIC) become the description of the device driver. The statement for parallelism, synchronization and communication offered by SpecC are converted to tasks and system calls in real-time kernel. The part implemented through hardware are converted to HDL. The generated HDL and the generated hardware interface (the glue logic) become the description of the device. In this research, the conversion technique of SpecC to HDL is not considered as one of the main objectives and it is taken from the work of other researchers [5]. 3. EVALUATION POINTS AND EVALUATION METHODS



The points for evaluating the applicability of SpecC as the integrated description language for the proposed design method are shown below. 1. The feasibility of describing the device and the driver as a unit. 2. The feasibility of mechanically converting the description of parallelism, synchronization and communication offered by SpecC to a device driver or a software-hardware interface. 3. The feasibility of converting the integrated description to implement description when the partition point between the software and the hardware is changed. This research only evaluates the conversion technique from a SpecC description to a device driver and not the conversion technique from a SpecC description to a device. To evaluate point (1), we describe the device and the device driver that constitute the SIO system as a unit using SpecC. A conceptual figure of the SIO system is shown in Figure 11-2. In addition to the basic serial transmit and receive functions, the system also has generation and analysis functions
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for PPP packet. The serial communication method, baud rate, byte size and stop bit are: asynchronous, 19200 bps, 8 bits and 1, respectively. Parity is not used. To evaluate point (2), we manually convert the SpecC description to the device, the device driver and the interface according to the proposed design method. The real-time kernel used by the converted software is a specification kernel [6]. To evaluate point (3), we use the same method described in point (2) but we change the partition point between the software and the hardware of the SIO system described in SpecC. 4. SPECC DESCRIPTION



Figure 11-3 shows the transmitter part and receiver part of SIO system in SpecC. The rounded squares represent the behaviors while the ellipses represent the channels. The description of the behaviors and the functions of both the receiver and the transmitter, and the channel consist of 589 lines (17.2 kbyte). The transmitter consists of the PPP generation behavior (tx_ppp), the byte transmit behavior (tx_byte), the bit transmit behavior (tx_bit), the baud rate clock generator (tx_clk), and the 16-time baud rate clock generator (gen_clk16). These behaviors are executed parallel. The application, tx_ppp, tx_byte and tx_byte byte are connected by channels as shown in Figure 11 -4.
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At the start of the execution, the three behaviors (tx_ppp, tx_byte and tx_bit) waits for data from the upper layer. When tx_ppp receives an IP packet from the application, it generates and sends a PPP packet to tx_byte. Tx_byte sends the PPP packet one byte at a time to tx_bit. tx_bit then transmit the data bit by bit to a serial line(bit_out). The transmission to a serial line is synchronized with the event from tx_clk (bps_event). The above mentioned process is repeated infinitely. The receiver is also divided into behaviors which are executed parallel. The PPP analysis behavior(rx_ppp) and the byte receive behavior(rx_byte) wait for data from the lower layer. Detection of the falling edge of the serial line for start bit detection is performed by the receive clock generation behavior(rx_clk_gen). When rx_clk_gen detects the falling edge, it sends the event(bps_event) to the bit receive behavior(rx_bit) after a half cycle of the baud rate. The rx_clk_gen them continues sending the event at a cycle equal to the baud rate. When rx_bit receives the first event from rx_clk_gen, rx_bit, it determines whether the data on the serial line is a start bit. If the data is a start bit, rx_bit fetches the data on the serial line synchronized with the event from rx_clk_gen. If the data is not a start bit, tx_bit resets rx_clk_gen for further detection of a start bit. rx_bit also resets rx_clk_gen after receiving 1 byte of data. The reset functionality of rx_clk_gen was realized using try-trapinterrupt statement, wrapper behavior and dummy behavior. In the statement
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block in trap, a behavior needs to be described so the dummy behavior which does nothing is used. Three kinds of channels are used for each description of the transmitter part and the receiver part. Since data is passed one byte at a time between tx_byte and tx_bit, and rx_byte and rx_bit, raw data is directly copied between these behaviors. However, pointers are used to pass IP packet and PPP packet between the application and tx_ppp, tx_ppp and tx_byte to avoid the data copy. The SpecC code of a byte channel which delivers 1-byte data is shown in Figure 11-4. PPP packet channels (ppp_packet_channel) and IP packet channels (ip_packet_channel) also use same structure as a byte channel except for the type of data to be delivered. To confirm the SIO system description, the serial lines of the transmitter and the receiver are connected (loop back) and simulation is performed using the test bench where tx_ppp transmits an IP packet to rx_ppp. SpecC reference compiler (SCRC 1.1) is used for the simulation environment. The results of the simulation show that the SIO system description operates correctly. Despite the redundancy in the description of the reset function, the SIO system has been described using parallelism and synchronization and communication statements in SpecC. Thus, SpecC satisfies evaluation point (1) described in section 3. 4.1.



SpecC description guidelines



In the SIO system description, system functions with equal execution timing are included in the same behavior. The system functions are grouped into behaviors according to their activation frequencies. The point where the execution frequency changes is considered as a suitable point for software and hardware partitioning so the behaviors in Figure 11-3 are arranged according their activation frequency, with the right most behavior having the highest frequency. The main purpose of introducing channels to SpecC is to make the functional descriptions independent from the description of synchronization and communication by collecting synchronization and communication mechanism to a channel. In the SpecC description of the SIO system, the descriptiveness and readability of the behavior has improved since the behavior contains only its functionality. Describing the behaviors that needs to communicate with the upper and the lower layer, like tx_ppp and tx_byte, without using channels is difficult. Thus, synchronization and communication mechanism should be collected and described in a channel where possible. Collecting synchronization and communication functionalities to a channel also makes the conversion of a software from a SpecC description efficient. This is further described in Section 5.
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5. CONVERSION OF SPECC DESCRIPTION



This section discusses the conversion technique from a SpecC description to a device, a device driver and the interface in between. For the conversion of a device driver and interface, we use evaluation point (2) described in section 3. The partition of the software and the hardware is the byte channel. The description of the layer above the byte channel is converted into a device driver description in C-language program and the description of the layer below the byte channel is converted into a device description in VHDL and the byte channel is converted into an interface in between. The conversions are made mechanically where possible. The converted software part (device driver) in C-language is linked with specification real-time kernel. The converted hardware part (device) in VHDL is synthesized for FPGA. The behavior of the implementations are verified using a prototype system with processor and FPGA. The results show that the behaviors of the implementations are correct. 5.1. Device driver



In the SIO system, the object of device driver conversion is the description ranging from the PPP generation and analysis behavior to the byte transmit and receive behavior. The SpecC behaviors can be classified into two: parallel execution and used functionally. Behaviors executed in parallel are converted into tasks and the other behaviors are converted into functions. Specifically, behaviors that are executed in parallel according to the par statement, are converted to tasks. In order to suspend the behavior until all the other behaviors executed through the par statement have been completed, the parent task executing the par statement is moved to the waiting state until all child tasks have completed execution. The try-trap-interrupt statement is converted into a description that uses the task exception-handling function of The task corresponding to the behavior described in the try statement block is generated and an exception demand to a task realizes the event. The exception handling routine calls functions that are converted from the behavior described in the trap statement block and the interrupt statement block. Other behaviors such as behaviors executed sequentially and behaviors within the fsm statement used to describe FSM are converted into functions. In the SIO system, the PPP generation and analysis behavior and the byte transmit and receive behavior are each converted to one task since they are executed in parallel and do not call any other behavior. A channel can be mechanically converted into a software by realizing the atomic executions of methods encapsulated in channels, event triggers (notify statement) and suspension of execution (wait statement) using semaphores and eventflags provided in However, since the provides
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high-level synchronization and communication mechanisms, such as data queues, the channels in the SIO system should be converted into data queues in order to improve the execution speed. Hence, the PPP packet channel and the IP packet channel are realized as data queues. 5.2. Device and interface



The descriptions of layers lower than the bit transmit and receive behaviors are converted into the Finite State Machine in VHDL. The behaviors, together with the SpecC descriptions, in the layer lower than the bit transmit and receive behavior are clock-synchronized. As a result, a large part of the SpecC description can be mechanically converted into a VHDL description of the target device. However, the conversion of SpecC descriptions that are not synchronized with the clock is a difficult job. Since the SpecC description of the SIO system are written according to the description guidelines as described above, the partition point between hardware and software should be a channel. The channel between the behavior converted into software and behavior converted into hardware is considered as the interface between hardware and software. The details of interface conversion are described in [7]. 5.3. Conversion result and discussion



Figure 11-5 shows the relation between the transmitter of the SIO system in SpecC and the software and hardware obtained from the above mentioned conversion. Since the receiver has almost the same structure as the transmitter in the SpecC description, the resulting structures after conversion are similar with each other. The transmitter and the receiver are sharing a bus interface, an address decoder and an interrupt generator. The hardware part with the receiver uses 309 cells in FPGA and a maximum frequency of 44 MHz. The mechanical conversion of a behavior to a software consists of finding out whether the behavior should be converted to a task or a function. The conversion rule described in above can be realized by an analysis of SpecC description, therefore the mechanical conversion is feasible. A channel conversion is possible using synchronization and communication functions provided by However, judging that the code shown in Figure 11-4 can be realized using data queues is not possible mechanically. Hence, softwares generated by mechanical conversions are not always efficient. One efficient way of converting frequently used channels with similar functions to efficient softwares is to prepare a channel library. An efficient mechanical conversion is possible by preparing the conversion method which uses the synchronization and communication functions provided by for the channel in the library. The channels included in library should be able to handle arbitrary data types like C++ STL, since the data types that are passed through the channel differ with each situation.
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As described in [7], the interface on the software side can be converted mechanically. For the interface on the hardware side, mechanical conversion is possible by preparing a bus interface circuit for bus models. By preparing a channel library and an interface description for every channel included in library, the mechanical conversion can be made more efficient. Since we were able to show the mechanical conversion methods of SpecC description to softwares and interface, we conclude that evaluation point (2) is satisfied. 6. CHANGE OF PARTITION POINT



The optimal partition point between a software and a hardware changes with the demands and restrictions of a system. The advantage of the conversion from integrated description is that the partition point of the device and the device driver can be changed according to the need of the system. To be able to change the partition point, a single behavior description should be converted into both software and hardware. To evaluate point (3) described in section 3, the partition point of the software and the hardware is changed from a byte channel to a PPP packet channel previous conversion. The difference between the byte channel conversion and the PPP packet channel conversion is that the device that receives the pointer has to take out the data from the memory using direct memory access (DMA) because the PPP packet channel only passes the pointer to the PPP packet. 6.1. Device driver and interface



For the SIO system, the objects of the device driver conversion are descriptions of IP packet channels and PPP generation and analysis behaviors. As described in section 5, the conversion can be done mechanically. The PPP packet channels can be mechanically converted to an interface using the method done with a byte channel. The functions of the channel for PPP packet are equivalent to the functions of the byte channel. The only difference is that in the conversion of PPP packet channels, the type data_buffer is used so after the conversion the size of the device register used to hold the a data_buffer is different from that of the byte channel. 6.2. Conversion of the device



This section describes the conversion of the byte channel and the byte transmit behavior to the device. For description on the layer below the bit transmit/ receive behavior, conversion is the same as described in section 5. Since the PPP packet channel transmits and receives pointers to PPP packet, the byte transmit/receive behavior includes functions to access memory. To convert memory access with pointers, the memory access is done using DMA. The
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DMA circuit is realized by using intellectual property (IP). However, there are systems where the device cannot be the bus master or it cannot access a part of memory used by the processor. In these kinds of systems the DMA cannot be realized. Since the partition point is changed, the byte channel is converted into a hardware. The channel conversion rule to the hardware is described in [7]. 6.3. Conversion result and discussion



Figure 11-6 shows the relation between the transmitter part of SIO system in SpecC and the software and hardware obtained from the above conversion. The implementation behaves correctly on the prototype system. The hardware part with the receiver uses 951 cells in FPGA and a maximum frequency of 40 MHz. By using a DMA circuit, changing the partition point of the SIO system into a PPP packet channel is possible. The results show that the number of cells in the FPGA implementation of the conversion with PPP packet channel is 3 times that of the conversion with the byte channel. This is because a DMA is included and the functions realized as hardware increased. Furthermore, since the interface converted from PPP packet channel delivers 32 bit data while the interface converted from the byte channel delivers only 8 bit data, the data size handled in the glue logics increased 4 times compared with the previous conversion. In this conversion, the behavior and the channel are converted to hardware module one to one. However, the behavior and the channel can be merged into one module for optimization. One problem of realizing the hardware using DMA is that the head address of the structure may vary when it is accessed from the processor or from the device. This is because the connections of the memory, the processor and the DMA circuit vary or the processor performs a memory translation. This problem can be solved by translating the address passed by the software to the addressed seen by the device. 7. CONCLUSION



In this paper, we have presented an integrated design method of a device and a device driver and we have evaluated the applicability of SpecC to the proposed method using the SIO system. Evaluations have shown that the SIO system can be mechanically converted by following the description guidelines and preparing a library for channels. Since the SIO system can be described using parallelism, synchronization and communication statements in SpecC, we have verified that SpecC can be used as the description language for the proposed integrated design method of a device driver and a device. Furthermore, we have verified that the conversion by changing the parti-
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tion point of the software and the hardware from a single SpecC description is also possible. The conversion is possible by using a DMA circuit for realizing memory access with pointers. NOTE 1 PDIC (Primitive Device Interface Component) is minimum interface software handling a device. GDIC(General Device Interface Component) is upper layer software which handles a device depending on a real-time kernel [3].
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Abstract. MorphoSys is a reconfigurable SIMD architecture. In this paper, a BSP-based ray tracing is gracefully mapped onto MorphoSys. The mapping highly exploits ray-tracing parallelism. A straightforward mechanism is used to handle irregularity among parallel rays in BSP. To support this mechanism, a special data structure is established, in which no intermediate data has to be saved. Moreover, optimizations such as object reordering and merging are facilitated. Data starvation is avoided by overlapping data transfer with intensive computation so that applications with different complexity can be managed efficiently. Since MorphoSys is small in size and power efficient, we demonstrate that MorphoSys is an economic platform for 3D animation applications on portable devices. Key words: SIMD reconfigurable architecture, interactive ray tracing



1. INTRODUCTION



MorphoSys [1] is a reconfigurable SIMD processor targeted at portable devices, such as Cellular phone and PDAs. It combines coarse grain reconfigurable hardware with one general-purpose processor. Applications with a heterogeneous nature and different sub-tasks, such as MPEG, DVB-T, and CDMA, can be efficiently implemented on it. In this paper a 3D graphics algorithm, ray tracing, is mapped onto MorphoSys to achieve realistic illumination. We show that SIMD ray-tracing on MorphoSys is more efficient in power consumption and has a lower hardware cost than both multiprocessors and the single CPU approaches. Ray tracing [2] is a global illumination model. It is well known for its highly computation characteristic due to its recursive behavioral. Recent fast advancement of VLSI technology has helped achieving interactive ray tracing on a multiprocessor [3] and a cluster system [9, 10] for large scenes, and on a single PC with SIMD extensions [4] for small scenes. In [3], Parker achieves 15 frames/second for a 512 × 512 image by running ray tracing on a 60-node (MIPS R12000) SGI origin 2000 system. Each node has a clock faster than 151 A Jerraya et al. (eds.), Embedded Software for SOC, 151–163, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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250 MHz, 64-bit data paths, floating-point units, 64 K L1 cache, 8 MB L2 cache, and at least 64 MB main memory. Muuss [9, 10] worked on parallel and distributed ray tracing for over a decade. By using a cluster of SGI Power Challenge machines [10], a similar performance as Parker’s is reached. Their work is different in their task granularity, load balancing and synchronization mechanisms. The disadvantage of their work is that there are extra costs such as high clock frequency, floating-point support, large memory bandwidth, efficient communication and scheduling mechanisms. Usually, the sub-division structure (such as BSP tree-Binary Space Partitioning [7, 8]) is replicated in each processor during traversal. As will be seen, only one copy is saved in our implementation. Wald [4] used a single PC (Dual Pentium-III, 800 Mhz, 256 MB) to render images of 512 × 512, and got 3.6 frames/second. 4-way Ray coherence is exploited by using SIMD instructions. The hardware support for floating-point, as well as the advanced branch prediction and speculation mechanisms helps speed up ray tracing. The ray incoherence is handled using a scheme similar to multi-pass scheme [14], which requires saving intermediate data, thus causing some processors to idle. The migration from fixed-function pipeline to programmable processors also makes ray tracing feasible on graphics hardware [5, 6]. Purcell [6] proposes a ray-tracing mapping scheme on a pipelined graphics system with fragment stage programmable. The proposed processor requires floating-point support, and intends to exploit large parallelism. Multi-pass scheme is used to handle ray incoherence. As a result, the utilization of SIMD fragment processors is very low (less than 10%). Carr [5] mapped ray-object intersection onto a programmable shading hardware: Ray Engine. The Ray Engine is organized as a matrix, with vertical lines indexed by triangles, and horizontal lines by rays represented as pixels. Data is represented as 16-bit fixed-point value. Ray cache [5] is used to reorder the distribution of rays into collections of coherent rays. They got 4 frame/sec for 256 × 256 images but only for static scenes. Although still on its way to achieve interactivity, all these schemes represent one trend towards extending the generality of previous rasterization-oriented graphics processors [10]. In this paper, a novel scheme that maps ray tracing with BSP onto MorphoSys is discussed. Large parallelism is exploited such that 64 rays are traced together. To handle the problem that the traversal paths of these rays are not always the same, a simple and straightforward scheme is implemented. Two optimizations, object test reordering and merging, are utilized. The overhead caused by them is very small after being amortized in highly paralleled ray tracing. Compared with the other schemes, MorphoSys achieves 13.3 frames/second for 256 × 256 scenes under 300 MHz with a smaller chip size, with a simple architecture (SIMD, fixed-point, shared and small memory), with power efficient performance (low frequency), and highly parallel execution (64-way SIMD). This justifies MorphoSys as an economic platform for 3D game applications targeted at portable devices.
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The paper begins with an architecture overview of MorphoSys. Section 3 describes ray tracing pipeline process, followed by the SIMD BSP traversal in Section 4. Some design issues, such as data structure, emulated local stack, and memory utilization are detailed in Sections 5, 6, 7. Section 8 describes the global centralized control. We give the implementation and results in Section 9, followed by the conclusion in Section 10. 2. MORPHOSYS ARCHITECTURE



MorphoSys [1] is a reconfigurable SIMD architecture targeted for portable devices. It has been designed and intended for a better trade-off between generality and efficiency in today’s general-purpose processors and ASICs, respectively. It combines an array of 64 Reconfigurable Cells (RCs) and a central RISC processor (TinyRISC) so that applications with a mix of sequential tasks and coarse-grain parallelism, requiring computation intensive work and high throughput can be efficiently implemented on it. MorphoSys is more power efficient than general-purpose processors because it was designed with small size and low frequency yet to achieve higher performance through highly paralleled execution and minimum overhead in data and instruction transfers and reconfiguration time. The detailed design and implementation information of the MorphoSys chip are described in [16]. The general architecture is illustrated in Figure 12-1.
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The kernel of MorphoSys is an array of 8 by 8 RCs. The RC array executes the parallel part of an application, and is organized as SIMD style. 64 different sets of data are processed in parallel when one instruction is executed. Each RC is a 16-bit fixed-point processor, mainly consisting of an ALU, a 16-bit multiplier, a shifter, a register file with 16 registers, and a 1 KB internal RAM for storing intermediate values and local data. MorphoSys has very powerful interconnection between RCs to support communication between parallel sub-tasks. Each RC can communicate directly with its upper, below, left and right neighbors peer to peer. One horizontal and one vertical short lane extend one RC’s connection to the other 6 RCs in row wise and column wise in the same quadrant (4 by 4 RCs). And one horizontal and one vertical global express lane connect one RC to all the other 14 RCs along its row and column in the 8 by 8 RC array. The reconfiguration is done through loading and executing different instruction streams, called “contexts”, in 64 RCs. A stream of contexts accomplishes one task and is stored in Context Memory. Context Memory consists of two banks, which flexibly supports pre-fetch: while the context stream in one bank flows through RCs, the other bank can be loaded with a new context stream through DMA. Thus the task execution and loading are pipelined and context switch overhead is reduced. A specialized data cache memory, Frame Buffer (FB), lies between the external memory and the RC array. It broadcasts global and static data to 64 RCs in one clock cycle. The FB is organized as two sets, each with double banks. Two sets can supply up to two data in one clock cycle. While the contexts are executed over one bank, the DMA controller transfers new data to the other bank. A centralized RISC processor, called TinyRISC, is responsible for controlling RC array execution and DMA transfers. It also takes sequential portion of one application into its execution process. The first version of MorphoSys, called M1, was designed and fabricated in 1999 using a CMOS technology [16]. 3. RAY TRACING PIPELINE



Ray tracing [2] works by simulating how photons travel in real world. One eye ray is shot from the viewpoint (eye) backward through image plane into the scene. The objects that might intersect with the ray are tested. The closest intersection point is selected to spawn several types of rays. Shadow rays are generated by shooting rays from the point to all the light sources. When the point is in shadow relative to all of them, only the ambient portion of the color is counted. The reflection ray is also generated if the surface of the object is reflective (and refraction ray as well if the object is transparent). This reflection ray traverses some other objects, and more shadow and reflection rays may be spawned. Thus the ray tracing works in a recursive way. This
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recursive process terminates when the ray does not intersect with any object, and only background color is returned. This process is illustrated in Figure 12-2. Ray tracing is basically a pipelined process. The algorithm is separated into four steps. First, rays are generated. Then each ray traverses BSP tree to search for the object with the closest intersection point. This is an iterative process in term of programming model, where BSP tree nodes are checked in depthfirst-order [11]. Once a leaf is reached, the objects in this leaf are scanned. If no intersection in this leaf or the intersection point is not in the boundary of this leaf, BSP tree is traversed again. Finally, when the closest point is found, the shading is applied, which recursively generates more rays. This pipeline process is illustrated in Figure 12-3.



4. SIMD BSP TRAVERSAL



The ray object intersection occupies more than 95% of ray tracing time. Some techniques have been developed to accelerate it. BSP [7, 8] is one of them. It tries to prevent those objects lying far away from being tested. BSP recur-
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sively partitions a 3D cube into 2 sub-cubes, defined as left and right children. BSP works like a Binary-Search Tree [15]. When one ray intersects with one cube, it tests whether it intersects with only left, right, or both children. Then the ray continues to test these sub-cubes recursively. The traversal algorithm stops when the intersection is found or when the tree is fully traversed. The efficiency may be sacrificed in SIMD ray tracing. Each BSP-tree ray traversal involves many conditional branches, such as if-then-else structure. Program autonomous [12] is thus introduced to facilitate them in a SIMD. We implemented pseudo branch and applied guarded execution to support conditional branch execution [13]. During parallel BSP traversal different rays may traverse along the same BSP tree path (“ ray coherence [15]”) or along different BSP tree paths (“ray incoherence”). The coherence case is easily handled in a SIMD architecture. However, the incoherence case demands a high memory bandwidth because different object data and also different object contexts are required concurrently. It can be further observed that two types of ray incoherence exist: First type, the ray incoherence occurs in an internal tree node, and not all rays intersect with the same child of the current node. In this case, BSP traversals of all rays are stopped and all objects under this node are tested. Second type, the ray incoherence occurs in a leaf, where not all rays find the intersection points in that leaf. In this case the RCs that find the intersections are programmed to enter the sleep mode (no more computation), while the others continue the BSP traversal. Power is saved in such a way. Sometimes, some rays may terminate traversal earlier and may start rayobject intersection while others are still traversing. In this case, different context streams are required for different rays. In [6], the extended multipass [14] scheme is used to address this problem. In their scheme, if any ray takes a different path from the others, all the possible paths are traversed in turn. The disadvantage of this scheme is that the intermediate node information has to be saved for future use. In our design, SIMD BSP traversal is implemented in a simple and straightforward way. Whenever there is a ray taking a different path than the others (“ray incoherence”), the traversal is stopped and all the objects descended from the current node are tested. Thus, all the RCs process the same data and over the same contexts at the same time. This process is illustrated in Figure 12-4. The advantages of this scheme is that no intermediate node information needs to be saved, thus simplifying control and reducing memory accesses since fewer address pointers are followed. In this scheme, each ray may test more objects than necessary. Thus some overhead is introduced. However, simulations show that the amortized overhead is very small when 64 rays are processed in parallel, although each ray itself may take more time to finish than those with 4, 8, 16, or 32 parallel rays. To further remove this overhead, we applied object test reordering and
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object merging. We will discuss these optimizations in more details in the next section. 5. DATA STRUCTURE AND OPTIMIZATIONS



We have developed a special data structure to support BSP mapping. This structure reduces data and contexts reload, as we describe in this section. Our data structure is created so that for each node the objects under it are known immediately. The data structure is illustrated in Figure 12-5. In this figure, the item bit-length (e.g., 16 bits) is specified in parenthesis after each item. Child Address stands for the address of each child node in FB. The objects descending from this node are grouped by object type. Sphere, cylinder, rectangle and other objects stand for vectors where each bit indicates whether or not the object of this type specified by its positions belongs to this node. Figure 12-5 gives one example for sphere case. We order all spheres as sphere 0, sphere 1, sphere 2, and so on. If any of these spheres belongs to the node, the bit indexed by its order is set to ‘1’ in the sphere vector. In this example, sphere 1, 3, 4 belong to the current node. TinyRISC tests these vectors to know which geometrical data to operate on when incoherence happens. All the identified objects under this node are tested. In all the cases, the objects are tested only once. This is called “object merging”, or mailbox in [6]. If one object is tested, it is labeled as tested. The calculated value is retained in the FB. If one object to be tested has been labeled, this testing is cancelled, and the value is fetched from FB. This data structure automatically does “object test reordering”, which tests the same objects without context reload. For example, we check all the spheres before we continue with other object types. Moreover this data structure allows
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the object addresses in the FB to be easily calculated, as is shown in the algorithm in Figure 12-6. It also facilities pre-fetching since objects are known in advance.
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6. LOCAL STACK FOR PARALLEL SHADING



After all rays find the closest intersection points and intersected object, the ray-tracing algorithm calculates the color (using Phong-Shading model [2, 3]). The shadow and reflection rays are generated and again traverse the BSP tree, as described in Section 3. However, during this process, the intersection points and intersected objects can be different for different rays. This data cannot be saved to and later fetched from the FB. The reason is that they would have to be fetched one by one for different RCs due to limited bandwidth, which means all but one RC are idle and cycles are wasted. Local RC RAM is used to emulate a stack to address this problem. Besides stack, each RC has one vector to store the current intersection point and intersected object. During ray-object intersection process, when one object is found to be closer to the eye than the one already in the vector, the corresponding data replaces the data in the vector. Otherwise, the vector is kept unchanged. When new recursion starts, the vector is pushed into the stack. When recursion returns, the data is popped from the stack into the vector. In this way, the object data and intersection point required for shading are always available for different rays. The overhead due to these data saving and restoring is very small compared with the whole shading process. This process is illustrated in Figure 12-7.



7. MEMORY UTILIZATION



SIMD processing of 64 RCs demands high memory bandwidth. For example, up to 64 different data may be concurrently required in MorphoSys. Fortunately, this is not a problem in our design. Our implementation guaran-
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tees that all RCs always require the same global data for BSP traversal and intersection, such as BSP tree structure, static object data, etc. Thus, only one copy of this data is needed. The implementation of object merging is also simplified. Since all rays are always required to test the same set of objects, whether they are coherent or not, one copy of the object test history is kept for all RCs. One parameter that affects all ray tracing mapping schemes is the memory size. For a very large scene, the size of BSP tree structure or object data can be so large that not all of them can fit in the main memory or cache. The result is that processors have to wait for the data to be fetched from the external memory. Also, the context stream may be very large so that not all of them are available for execution. However, this can be easily solved by our doublebank organizations of the FB and Context Memory, as was described in Section 2.



8. CENTRALIZED TINYRISC CONTROL



Using our ray tracing mapping scheme, all the rays traverse along the same BSP tree path and find the intersection with the same set of objects. Thus one central controller is enough to broadcast data and contexts to all 64 RCs. TinyRISC in MorphoSys plays this role. The same context is loaded and broadcast to all 64 RCs. Traversal starts from the BSP tree root downward toward the leaves. At each internal node, the status of all rays is sent to TinyRISC. TinyRISC loads the corresponding tree node and also contexts and broadcast them to all 64 RCs. This interaction continues until leaves are reached, where the object data are broadcast. In case that the status information indicates incoherence, TinyRISC loads all the objects data descended from the current node and broadcast them for calculation.



9. SIMULATION AND EXPERIMENTAL RESULTS



MorphoSys is designed to be running at 300MHz. It has 512 × 16 internal RC RAM, 4 × 16 K × 16 F B , 8 × l K × 32 Context Memory, and 16 internal registers in each RC. The chip size is expected to be less than using CMOS technology. Thus MorphoSys is more power efficient than general-purpose processors. Our targeted applications are those running on portable devices with small images and small number of objects. In our experiments, applications are 256 × 256 in size. The BSP tree is constructed with maximum depth of 15, maximum 5 objects in each leaf. The recursive level is 2. Different from the other ray tracing mapping schemes [ 4–6], whose primitives are only triangles, the primitives mapped in our implementation can be any type, such as sphere, cylinder, box, rectangle, triangle, etc. The
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advantages are: (1) the object data size is small compared with pure triangle scheme. Much more data is needed to represent scenes using only triangles, and very small triangles are used to get good images. (2) No preprocessing time is needed to transform original models into triangles. However, using pure triangles can simplify BSP traversal since some conditional branches are removed, and also only one ray-object intersection code is needed. Thus, we decided to use a mix of different objects, to attain a better trade-off between algorithm complexity and memory performance. The algorithm was translated into MorphoSys Assembly and then into machine code. The Simulation is run on MorphoSys processor simulator “Mulate” [16]. We did simulation to get the frame rates for 4, 8, 16, 32, and 64 parallel rays, so that a view of ray tracing performance under different levels of parallel processing is seen. The result is shown in Figure 12-8. This figure shows that frame rates increase with more paralleled rays. However, the performance of 64-way ray tracing is not twice that of 32-way, but less than that. The reason is that overhead increases as well, although the amortized overhead is actually decreased. This can be formulated and explained as follows. Suppose the processing time for one ray without overhead is T, total number of rays is N, and number of rays processed in parallel is n, and the overhead in processing one ray is OV, the total processing time is:



Thus the frame rate is C*n*/(N(T + OV)), where C is a constant. If overhead is constant, the frame rate is O(n). However, OV increases as n increases. Thus frame rate is sub-linear with n, the number of parallel rays.
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10. CONCLUSION



This paper gives a complete view of how to utilize the simple SIMD MorphoSys to achieve real-time ray tracing with an efficient use of hardware resources. BSP traversal is mapped in a straightforward way such that no complicated decision and intermediate data saving are necessary. Optimizations, such as object reordering and merging, help simplify the SIMD mapping. The resulted overhead is amortized and is very small when large number of rays are traced in parallel, thus the performance can be very good. Memory is also flexibly utilized. Due to its small size and potential power efficiency, MorphoSys can be used as an economic platform for 3D games on portable devices. Right now, we are further optimizing the architecture so that better hardware supports, such as 32-bit data paths, more registers, etc, are included. Based on what we have achieved (more than 13 frames/second in 300 MHz), it is believed that obtaining real-time ray tracing on portable devices is practical soon. ACKNOWLEDGEMENTS
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Chapter 13 PORTING A NETWORK CRYPTOGRAPHIC SERVICE TO THE RMC2000 A Case Study in Embedded Software Development



Stephen Jan, Paolo de Dios, and Stephen A. Edwards Department of Computer Science, Columbia University



Abstract. This chapter describes our experience porting a transport-layer cryptography service to an embedded microcontroller. We describe some key development issues and techniques involved in porting networked software to a connected, limited resource device such as the Rabbit RMC2000 we chose for this case study. We examine the effectiveness of a few proposed porting strategies by examining important program and run-time characteristics. Key words: embedded systems, case study, microcontroller, TCP/IP, network, ethernet, C, assembly, porting



1. INTRODUCTION



Embedded systems present a different software engineering problem. These systems are unique in that the hardware and the software are tightly integrated. The limited nature of an embedded system’s operating environment requires a different approach to developing and porting software. In this paper, we discuss the key issues in developing and porting a Unix system-level transport-level security (TLS) service to an embedded microcontroller. We discuss our design decisions and experience porting this service using Dynamic C, a C variant, on the RMC2000 microcontroller from Rabbit Semiconductor. The main challenges came when APIs for operating-system services such as networking were either substantially different or simply absent. Porting software across platforms is such a common and varied software engineering exercise that much commercial and academic research has been dedicated to identifying pitfalls, techniques, and component analogues for it. Porting software has been addressed by high level languages [2, 12], modular programming [11], and component based abstraction, analysis and design techniques [17]. Despite the popularity of these techniques, they are of limited use when dealing with the limited and rather raw resources of a typical embedded system. In fact, these abstraction mechanisms tend to consume more resources, especially memory, making them impractical for microcontrollers. Though some have tried to migrate some of these abstractions to the world 165 A Jerraya et al. (eds.), Embedded Software for SOC, 165–176, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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of embedded systems [9], porting applications in a resource-constrained system still requires much reengineering. This paper presents our experiences porting a small networking service to an embedded microcontroller with an eye toward illustrating what the main problems actually are. Section 2 introduces the network cryptographic service we ported. Section 3 describes some relevant related work, and Section 4 describes the target of our porting efforts, the RMC 2000 development board. Section 5 describes issues we encountered while porting the cryptographic network service to the development board, Section 6 describes the performance experiments we conducted; we summarize our findings in Section 7. 2. NETWORK CRYPTOGRAPHIC SERVICES



For our case study, we ported iSSL, a public-domain implementation of the Secure Sockets Layer (SSL) protocol [6], a Transport-Layer Security (TLS) standard proposed by the IETF [5]. SSL is a protocol that layers on top of TCP/IP to provide secure communications, e.g., to encrypt web pages with sensitive information. Security, sadly, is not cheap. Establishing and maintaining a secure connection is a computationally-intensive task; negotiating an SSL session can degrade server performance. Goldberg et al. [10] observed SSL reducing throughput by an order of magnitude. iSSL is a cryptographic library that layers on top of the Unix sockets layer to provide secure point-to-point communications. After a normal unencrypted socket is created, the iSSL API allows a user to bind to the socket and then do secure read/writes on it. To gain experience using the library, we first implemented a simple Unix service that used the iSSL library to establish a secure redirector. Later, we ported to the RMC2000. Because SSL forms a layer above TCP, it is easily moved from the server to other hardware. For performance, many commercial systems use coprocessor cards that perform SSL functions. Our case study implements such a service. The iSSL package uses the RSA and AES cipher algorithms and can generate session keys and exchange public keys. Because the RSA algorithm uses a difficult-to-port bignum package, we only ported the AES cipher, which uses the Rijndael algorithm [3]. By default, iSSL supports key lengths of 128, 192, or 256 bits and block lengths of 128, 192, and 256 bits, but to keep our implementation simple, we only implemented 128-bit keys and blocks. During porting, we also referred to the AESCrypt implementation developed by Eric Green and Randy Kaelber.
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3. RELATED WORK



Cryptographic services for transport layer security (TLS) have long been available as operating system and application server services [15]. The concept of an embedded TLS service or custom ASIC for stream ciphering are commercially available as SSL/TLS accelerator products from vendors such as Sun Microsystems and Cisco. They operate as black boxes and the development issues to make these services available to embedded devices have been rarely discussed. Though the performance of various cryptographic algorithms such as AES and DES have been examined on many systems [16], including embedded devices [18], a discussion on the challenges of porting complete services to a device have not received such a treatment. The scope of embedded systems development has been covered in a number of books and articles [7, 8]. Optimization techniques at the hardware design level and at the pre-processor and compiler level are well-researched and benchmarked topics [8, 14, 19]. Guidelines for optimizing and improving the style and robustness of embedded programs have been proposed for specific languages such as ANSI C [1], Design patterns have also been proposed to increase portability and leverage reuse among device configurations for embedded software [4]. Overall, we found the issues involved in porting software to the embedded world have not been written about extensively, and are largely considered “just engineering” doomed to be periodically reinvented. Our hope is that this paper will help engineers be more prepared in the future. 4. THE RMC2000 ENVIRONMENT



Typical for a small embedded system, the RMC2000 TCP/IP Development Kit includes 512 K of flash RAM, 128 k SRAM, and runs a 30 MHz, 8-bit Z80-based microcontroller (a Rabbit 2000). While the Rabbit 2000, like the Z80, manipulates 16-bit addresses, it can access up to 1 MB through bank switching. The kit also includes a 10 Base-T network interface and comes with software implementing TCP/IP, UDP and ICMP. The development environment includes compilers and diagnostic tools, and the board has a 10-pin programming port to interface with the development environment. 4.1. Dynamic C



The Dynamic C language, developed along with the Rabbit microcontrollers, is an ANSI C variant with extensions that support the Rabbit 2000 in embedded system applications. For example, the language supports cooperative and preemptive multitasking, battery-backed variables, and atomicity guarantees for shared multibyte variables. Unlike ANSI C, local variables in
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Dynamic C are static by default. This can dramatically change program behavior, although it can be overridden by a directive. Dynamic C does not support the #include directive, using instead #use, which gathers precompiled function prototypes from libraries. Deciding which #use directives should replace the many #include directives in the source files took some effort. Dynamic C omits and modifies some ANSI C behavior. Bit fields and enumerated types are not supported. There are also minor differences in the extern and register keywords. As mentioned earlier, the default storage class for variables is static, not auto, which can dramatically change the behavior of recursively-called functions. Variables initialized in a declaration are stored in flash memory and cannot be changed. Dynamic C s support for inline assembly is more comprehensive than most C implementations, and it can also integrate C into assembly code, as in the following: #asm nodebug InitValues:: ld hl,0xa0; c start_time = 0; c counter = 256;



// Inline C // Inline C



ret



#endasm We used the inline assembly feature in the error handling routines that caught exceptions thrown by the hardware or libraries, such as divide-by-zero. We could not rely on an operating system to handle these errors, so instead we specified an error handler using the defineErrorHandler(void*errfcn) system call. Whenever the system encounters an error, the hardware passes information about the source and type of error on the stack and calls this userdefined error handler. In our implementation, we used (simple) inline assembly statements to retrieve this information. Because our application was not designed for high reliability, we simply ignored most errors. 4.2. Multitasking in Dynamic C



Dynamic C provides both cooperative multitasking, through costatements and cofunctions, and preemptive multitasking through either the slice statement or a port of Labrosse’s real-time operating system [13]. Dynamic C s costatements provide multiple threads of control through independent program counters that may be switched among explicitly, such as in this example:
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for (;;) { costate { waitfor( tcp_packet_port_21() ); // handle FTP connection yield; // Force context switch } costate { waitfor(tcp_packet_port_23() ); // handle telnet connection } }



The yield statement immediately passes control to another costatement. When control returns to the costatement that has yielded, it resumes at the statement following the yield. The statement waitfor(expr), which provides a convenient mechanism for waiting for a condition to hold, is equivalent to while (!expr) yield;. Cofunctions are similar, but also take arguments and may return a result. In our port, we used costatements to handle multiple connections with multiple processes. We did not use 4.3. Storage class specifiers



To avoid certain race conditions, Dynamic C generates code that disables interrupts while multibyte variables marked shared are being changed, guaranteeing atomic updates. For variables marked protected, Dynamic C generates extra code that copies their value to battery-backed RAM before every modification. Backup values are copied to main memory when when system is restarted or when _sysIsSoftReset() is called. We did not need this feature in this port. The Rabbit 2000 microcontroller has a 64 K address space but uses bankswitching to access 1 M of total memory. The lower 50 K is fixed, root memory, the middle 6 K is I/O, and the top 8 K is bank-switched access to the remaining memory. A user can explicitly request a function to be located in either root or extended memory using the storage class specifiers root and xmem (Figure 13-1). We explicitly located certain functions, such as the error handler, in root memory, but we let the compiler locate the others. 4.4. Function chaining



Dynamic C provides function chaining, which allows segments of code to be embedded within one or more functions. Invoking a named function chain causes all the segments belonging to that chain to execute. Such chains enable initialization, data recovery, or other kinds of tasks on request. Our port did not use this feature.
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// Create a chain named “recover” and add three functions #makechain #funcchain #funcchain #funcchain



recover recover free_memory recover declare_memory recover initialize



// Invoke all three functions in the chain in some sequence recover();



5. PORTING AND DEVELOPMENT ISSUES



A program rarely runs unchanged on a dramatically different platform; something always has to change. The fundamental question is, then, how much must be changed or rewritten, and how difficult these rewrites will be. We encountered three broad classes of porting problems that demanded code rewrites. The first, and most common, was the absence of certain libraries and operating system facilities. This ranged from fairly simple (e.g., Dynamic C does not provide the standard random function), to fairly difficult (e.g., the
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protocols include timeouts, but Dynamic C does not have a timer), to virtually impossible (e.g., the iSSL library makes some use of a filesystem, something not provided by the RMC2000 environment). Our solutions to these ranged from creating a new implementation of the library function (e.g., writing a random function) to working around the problem (e.g., changing the program logic so it no longer read a hash value from a file) to abandoning functionality altogether (e.g., our final port did not implement the RSA cipher because it relied on a fairly complex bignum library that we considered too complicated to rework). A second class of problem stemmed from differing APIs with similar functionality. For example, the protocol for accessing the RMC2000 s TCP/IP stack differs quite a bit from the BSD sockets used within iSSL. Figure 13-2 illustrates some of these differences. While solving such problems is generally much easier than, say, porting a whole library, reworking the code is tedious. A third class of problem required the most thought. Often, fundamental assumptions made in code designed to run on workstations or servers, such as the existence of a filesystem with nearly unlimited capacity (e.g., for keeping a log), are impractical in an embedded systems. Logging and somewhat sloppy memory management that assumes the program will be restarted occasionally to cure memory leaks are examples of this. The solutions to such problems are either to remove the offending functionality at the expense of features (e.g., remove logging altogether), or a serious reworking of the code (e.g., to make logging write to a circular buffer rather than a file). 5.1. Interrupts



We used the serial port on the RMC2000 board for debugging. We configured the serial interface to interrupt the processor when a character arrived. In response, the system either replied with a status messages or reset the application, possibly maintaining program state. A Unix environment provides a high-level mechanism for handling software interrupts: main() { signal(SIGINT, sigproc); // Register signal handler } void sigproc() { /* Handle the signal */ }



In Dynamic C, we had to handle the details ourselves. For example, to set up the interrupt from the serial port, we had to enable interrupts from the serial port, register the interrupt routine, and enable the interrupt receiver.
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main() { // Set serial port A as input interrupt WrPortI(SADR, &SADRShadow, 0x00); // Register interrupt service routine SetVectExtern2000(1, my_isr); // Enable external INT0 on SA4, rising edge WrPortI(I0CR, NULL, 0x2B); // Disable interrupt 0 WrPortI(I0CR, NULL, 0x00); }



nodebug root interrup void my_isr() { ... }



We could have avoided interrupts had we used another network connection for debugging, but this would have made it impossible to debug a system having network communication problems. 5.2. Memory



A significant difference between general platform development and embedded system development is memory. Most embedded devices have little memory compared to a typical modern workstation. Expecting to run into memory issues, we used a well-defined taxonomy [20] to plan out memory requirements. This proved unnecessary, however, because out application had very modest memory requirements. Dynamic C does not support the standard library functions malloc and free. Instead, it provides the xalloc function that allocates extended memory only (arithmetic, therefore, cannot be performed on the returned pointer). More seriously, there is no analogue to free; allocated memory cannot be returned to a pool. Instead of implementing our own memory management system (which would have been awkward given the Rabbit’s bank-switched memory map), we chose to remove all references to malloc and statically allocate all variables. This prompted us to drop support of multiple key and block sizes in the iSSL library. 5.3. Program structure



As we often found during the porting process, the original implementation made use of high-level operating system functions such as fork that were not provided by the RMC2000 environment. This forced us to restructure the program significantly. The original TLS implementation handles an arbitrary number of connections using the typical BSD sockets approach shown below. It first calls
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listen to begin listening for incoming connections, then calls accept to wait for a new incoming connection. Each request returns a new file descriptor passed to a newly forked process that handles the request. Meanwhile, the main loop immediately calls accept to get the next request. listen (listen_fd) for (;;) { accept_fd = accept(listen_fd); if ((childpid = fork()) == 0) { // process request on accept_fd exit(0); // terminate process } }



The Dynamic C environment provides neither the standard Unix fork nor an equivalent of accept. In the RMC 2000’s TCP implementation, the socket bound to the port also handles the request, so each connection is required to have a corresponding call to tcp_listen. Furthermore, Dynamic C effectively limits the number of simultaneous connections by limiting the number of costatements.
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Thus, to handle multiple connections and processes, we split the application into four processes: three processes to handle requests (allowing a maximum of three connections), and one to drive the TCP stack (Figure 13-3). We could easily increase the number of processes (and hence simultaneous connections) by adding more costatements, but the program would have to be re-compiled. 6. EXPERIMENTAL RESULTS



To gauge which optimization techniques were worthwhile, we compared the C implementation of the AES algorithm (Rijndael) included with the iSSL library with a hand-coded assembly version supplied by Rabbit Semiconductor. A testbench that pumped keys through the two implementations of the AES cipher showed the assembly implementation ran faster than the C port by a factor of 15-20. We tried a variety of optimizations on the C code, including moving data to root memory, unrolling loops, disabling debugging, and enabling compiler optimization, but this only improved run time by perhaps 20%. Code size appeared uncorrelated to execution speed. The assembly implementation was 9% smaller than the C, but ran more than an order of magnitude faster. Debugging and testing consumed the majority of the development time. Many of these problems came from our lack of experience with Dynamic C and the RMC2000 platform, but unexpected, undocumented, or simply contradictory behavior of the hardware or software and its specifications also presented challenges. 7. CONCLUSIONS



We described our experiences porting a library and server for transport-level security protocol – iSSL – onto a small embedded development board: the RMC 2000, based on the Z80-inspired Rabbit 2000 microcontroller. While the Dynamic C development environment supplied with the board gave useful, necessary support for some hardware idiosyncrasies (e.g., its bank-switched memory architecture) its concurrent programming model (cooperative multitasking with language-level support for costatements and cofunctions) and its API for TCP/IP both differed substantially from the Unix-like behavior the service originally used, making porting difficult. Different or missing APIs proved to be the biggest challenge, such as the substantial difference between BSD-like sockets and the provided TCP/IP implementation or the simple absence of a filesystem. Our solutions to these problems involved either writing substantial amounts of additional code to implement the missing library functions or reworking the original code to use or simply avoid the API.
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Chapter 14 INTRODUCTION TO HARDWARE ABSTRACTION LAYERS FOR SOC



Sungjoo Yoo and Ahmed A. Jerraya TIMA Laboratory, Grenoble, France



Abstract. In this paper, we explain hardware abstraction layer (HAL) and related issues in the context of SoC design. First, we give a HAL definition and examples of HAL function. HAL gives an abstraction of HW architecture to upper layer software (SW). It hides the implementation details of HW architecture, such as processor, memory management unit (MMU), cache, memory, DMA controller, timer, interrupt controller, bus/bus bridge/network interface, I/O devices, etc. HAL has been used in the conventional area of operating system to ease porting OSs on different boards. In the context of SoC design, HAL keeps still the original role of enabling the portability of upper layer SW. However, in SoC design, the portability impacts on the design productivity in two ways: SW reuse and concurrent HW and SW design. As in the case of HW interface standards, e.g. VCI, OCP-IP, etc., the HAL API needs also a standard. However, contrary to the case of HW interface, the standard of HAL API needs to be generic not only to support the common functionality of HAL, but also to support new HW architectures in application-specific SoC design with a guideline for HAL API extension. We present also three important issues of HAL for SoC design: HAL modelling, application-specific and automatic HAL design.1 Key words: SoC, hardware abstraction layer, hardware dependent software, software reuse, HAL standard, simulation model of HAL, automatic and application-specific design of HAL



1. INTRODUCTION



Standard on-chip bus interfaces have been developed to enable hardware (HW) component reuse and integration [1, 2]. Recently, VSIA is investigating the same analogy in software (SW) component reuse and integration with its hardware dependent software (HdS) application programming interface (API). It is one that is conventionally considered as hardware abstraction layer (HAL) or board support package (BSP). In this paper, we investigate the following questions related to HAL, especially, for system-on-chip (SoC).



(1) (2) (3) (4)



What What What What



is HAL? is the role of HAL for SoC design? does the HAL standard for SoC design need to look like? are the issues of HAL for SoC design?



179 A Jerraya et al. (eds.), Embedded Software for SOC, 179–186, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.



180



Chapter 14



2. WHAT IS HAL?



In this paper, we define HAL as all the software that is directly dependent on the underlying HW. The examples of HAL include boot code, context switch code, codes for configuration and access to HW resources, e.g. MMU, onchip bus, bus bridge, timer, etc. In real HAL usage, a practical definition of HAL can be done by the designer (for his/her HW architecture), by OS vendors, or by a standardization organization like VSIA. As Figure 14-1 shows, a HAL API gives to the upper layer SW, i.e. operating system (OS) and application SW an abstraction of underlying HW architecture, i.e. processor local architecture. Figure 14-2 shows an example of processor local architecture. It contains processor, memory management unit (MMU), cache, memory, DMA controller, timer, interrupt controller, bus/bus bridge/network interface, I/O devices, etc. To be more specific, as the abstraction of processor, HAL gives an abstraction of: data types, in the form of data structure, e.g. bit sizes of boolean, integer, float, double, etc. boot code context, in the form of data structure register save format (e.g. R0–R14 in ARM7 processor) context switch functions, e.g. context_switch, setjmp/longjmp processor mode change enable kernel/user_mode (un)mask processor interrupt interrupt_enable/disable get_interrupt_enabled etc.
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Figure 14-3 shows an example of HAL API function for context switch, _cxt_switch(cxt_type oldcxt, cxt_type newcxt). The function can be used for context switch on any processors. For a specific processor, we need to implement the body of the function. Figure 14-3 shows also the real code of the HAL API function for ARM7 processor. Since the HAL API gives an abstraction of underlying HW architecture, when the OS or application SW is designed using the HAL API, the SW code is portable as far as the HAL API can be implemented on the underlying HW architecture. Thus, conventionally, the HAL has been used to ease OS porting on new HW architectures.



3. RELATED WORK



There are similar concepts to HAL: nano-kernel and device driver. Nanokernel is usually defined to be an ensemble of interrupt service routines and task stacks [4]. It serves as a foundation where a micro-kernel can be built. In this definition, nano-kernel can be considered to be a part of HAL since it
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does not handle I/O. However, nano-kernel is often used exactly to represent HAL. In the case of OS, nano-kernel is equivalent to HAL [5]. A device driver gives an abstraction of I/O device. Compared to HAL, it is limited to I/O, not covers context switch, interrupt management, etc. To be more exact, the entire device driver does not belong to HAL. In the case of device driver, to identify the portion that depends on the underlying HW architecture, we need to separate the device driver into two parts: HW independent and HW dependent parts [6]. Then, the HW dependent part can belong to HAL. Though HAL is an abstraction of HW architecture, since it has been mostly used by OS vendors and each OS vendor defines its own HAL, most of HALs are also OS dependent. In the case of OS dependent HAL, it is often called board support package (BSP). Window CE provides for BSPs for many standard development boards (SDBs) [3]. The BSP consists of boot loader, OEM abstraction layer (OAL), device drivers, and configuration files. To enable to meet the designer’s HW architecture, the BSP can be configured with a configuration tool called Platform Builder. The device drivers are provided in a library which has three types of functions: chip support package (CSP) drivers, BSP or platformspecific drivers, and other common peripheral drivers. In other commercial OSs, we can find similar configuration tools and device driver libraries. 4. HAL FOR SOC DESIGN



4.1. HAL usage for SW reuse and concurrent HW and SW design



In the context of SoC design, HAL keeps still the original role of enabling the portability of upper layer SW. However, in SoC design, the portability impacts on the design productivity in two ways: SW reuse and concurrent HW and SW design. Portability enables to port the SW on different HW architectures. In terms of design reuse, the portability enables to reuse the SW from one SoC design to another. Easy porting of OS and application SW means easy reuse of OS and application SW over different HW architectures that support the same HAL API. Thus, it can reduce the design efforts otherwise necessary to adapt the SW on the new HW architecture. In many SoC designs, complete SW reuse may be infeasible (e.g. due to a new functionality or performance optimisation). Thus, in such cases, both SW and HW need to be designed. The conventional design flow is that the HW architecture is designed first, then the SW design is performed based on the designed HW architecture. In terms of design cycle, this practice takes a long design cycle since SW and HW design steps are sequential. HAL serves to enable the SW design early before finishing the HW architecture design. After fixing a HAL API, we can perform SW and HW design
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concurrently considering that it is a contract between SW and HW designers. The SW is designed using the HAL API without considering the details of HAL API implementation. Since the SW design can start as soon as the HAL API is defined, SW and HW design can be performed concurrently thereby reducing the design cycle. To understand better SW reuse by HAL usage, we will explain the correspondence between SW and HW reuse. Figure 14-4 exemplifies HW reuse. As shown in the figure, to reuse a HW IP that has been used before in a SoC design, we make it ready for reuse by designing its interface conforming to a HW interface standard (in Figure 14-4(a)), i.e. on-chip bus interface standards (e.g. VCI, OCP-IP, AMBA, STBus, CoreConnect, etc.). Then, we reuse it in a new SoC design (Figure 14-4(b)). Figure 14-5 shows the case of SW reuse. Figure 14-5(a) shows that a SW IP, MPEG4 code, is designed for a SoC design #1. The SoC design uses a HAL API (shaded rectangle in the figure). The SW IP is designed using the
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HAL API on a processor, Proc #1. When we design a new SoC #2 shown in Figure 14-5(b), if the new design uses the same HAL API, then, the same SW IP can be reused without changing the code. In this case, the target processor on the new SoC design (Proc #2) may be different from the one (Proc #1) for which the SW IP was developed initially. 4.2 HAL standard for SoC design



As in the case of HW interface standard, HAL needs also standards to enable easy SW reuse across industries as well as across in-house design groups. In VSIA, a development working group (DWG) for HdS (hardware dependent software) works to establish a standard of HAL API since September 2001 [1]. When we imagine a standard of HAL API, we may have a question: how can such a HAL standard support various and new hardware architectures? Compared with conventional board designs, one of characteristics in SoC design is application-specific HW architecture design. To design an optimal HW architecture, the designer can invent any new HW architectures that an existing, maybe, fixed HAL may not support. To support such new architectures, a fixed standard of HAL API will not be sufficient. Instead, the standard HAL API needs to be a generic HAL API that consists of common HAL API functions and a design guideline to extend HAL API functions according to new HW architectures. It will be also possible to prepare a set of common HAL APIs suited to several application domains (e.g. a HAL API for multimedia applications) together with the design guideline. The guideline to develop extensible HAL API functions needs to be a component-based construction of HAL, e.g. as in [5]. In this case, HAL consists of components, i.e. basic functional components. Components communicate via clear interface, e.g. C++ abstract class for the interface. To implement the standard of HAL API, their internal implementations may depend on HW architectures. 5. HAL ISSUES



In this section, we present the following three issues related with HAL for SoC design: HAL modelling, application-specific and automatic HAL design. 5.1. HAL modelling



When using a HAL API in SW reuse or in concurrent HW and SW design, the first problem that the designer encounters is how to validate the upper layer SW with the HW architecture that may not be designed yet. Figure 14-6 shows a case where the designer wants to reuse the upper layer SW including application SW, OS and a communication middleware, e.g. message passing interface library. At the first step of SoC design, the designer needs



Introduction to Hardware Abstraction Layers for SOC



185



to validate the correct operation of reused SW in the HW architecture. However, since the design of HW architecture may not yet be finished, the HAL may not be designed, either. In such a case, to enable the validation via simulation, we need a simulation model of HAL. The simulation model needs to simulate the functionality of HAL, i.e. context switch, interrupt processing, and processor I/O. The simulation model of HAL can be used together with transaction level or RTL models of on-chip bus and other HW modules. The simulation model needs also to support timing simulation of upper layer SW. More details of HAL simulation model can be found in [7]. 5.2. Application-specific and automatic HAL design



When a (standard) HAL API is generic (to support most of HW architectures) or platform-specific, it will provide for good portability to upper layer SW. However, we can have a heavy HAL implementation (up to ~10 k lines of code in the code library [3]). In such a case, the HAL implementation may cause an overhead of system resource (in terms of code size) and performance (execution delay of HAL). To reduce such an overhead of HAL implementation, application-specific HAL design is needed. In this case, HAL needs to be tailored to the upper layer SW and HW architecture. To design such a HAL, we need to be able to implement only the HAL API functions (and their dependent functions) used by the upper layer SW. To the best of our knowledge, there has been no research work to enable such an application-specific HAL design. Conventional HAL design is manually done for a give board, e.g. using a configuration tool such as Platform Builder for WindowCE. In the case of SoC design, we perform design space exploration of HW architectures to obtain optimal HW architecture(s). For each of HW architecture candidates, HAL needs to be designed. Due to the large number of HW architecture candidates, manual HAL design will be too time-consuming to enable fast
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evaluation of HW architecture candidates. Thus, in this case, automatic HAL design is needed to reduce the HAL design efforts. In terms of automatic design of device drivers, there have been presented some work [6]. However, general solutions to automatically generate the entire HAL need to be developed. The general solutions need also to support both application-specific and automatic design of HAL. 6. CONCLUSION



In this paper, we presented HAL definition, examples of HAL function, the role of HAL in SoC design, and related issues. HAL gives an abstraction of HW architecture to upper layer SW. In SoC design, the usage of HAL enables SW reuse and concurrent HW and SW design. The SW code designed using a HAL API can be reused, without code change, on different HW architectures that support the same HAL API. The HAL API works also as a contract between SW and HW designers to enable them to work concurrently without bothering themselves with the implementation details of the other parts (HW or SW). As in the case of HW interface standards, the HAL API needs also a standard. However, contrary to the case of HW interface standards, the standard of HAL API needs to support new HW architectures in applicationspecific SoC design as well as the common functionality of HAL. Thus, the standard needs to have a common HAL API(s) and a guideline to expand the generic one to support new HW architectures. To facilitate the early validation of reused SW, we need also the simulation model of HAL. To reduce the overhead of implementing HAL (i.e. design cycle) and that of HAL implementation itself (i.e. code size, execution time overhead), we need methods of automatic and application-specific HAL design. REFERENCES Virtual Socket Interface Alliance, http://www.vsi.org/ Open Core Protocol, http:// http://www.ocpip.org/home Windows CE, http://www.microsoft.com/windows/embedded/ D. Probert, et al. “SPACE: A New Approach to Operating System Abstraction.” Proceedings of International Workshop on Object Orientation in Operating Systems, pp. 133–137, October 1991. 5. S. M. Tan, D. K. Raila, and R. H. Campbell. “An Object-Oriented Nano-Kernel for Operating System Hardware Support.” In Fourth International Workshop on Object-Orientation in Operating Systems, Lund, Sweden, August 1995. 6. S. Wang, S. Malik, and R. A. Bergamaschi, “Modeling and Integration of Peripheral Devices in Embedded Systems.” Proceedings of DATE (Design, Automation, and Test in Europe), March 2003. 7. S. Yoo, A. Bouchhima, I. Bacivarov, and A. A. Jerraya. “Building Fast and Accurate SW Simulation Models based on SoC Hardware Abstraction Layer and Simulation Environment Abstraction Layer.” Proceedings of DATE, March 2003. 1. 2. 3. 4.



Chapter 15 HARDWARE/SOFTWARE PARTITIONING OF OPERATING SYSTEMS The Hardware/Software RTOS Generation Framework for SoC
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Abstract. We present a few specific hardware/software partitions for real-time operating systems and a framework able to automatically generate a large variety of such partitioned RTOSes. Starting from the traditional view of an operating system, we explore novel ways to partition the OS functionality between hardware and software. We show how such partitioning can result in large performance gains in specific cases involving multiprocessor System-on-a-Chip scenarios. Key words: hardware/software partitioning, operating systems



1. INTRODUCTION



Traditionally, an Operating System (OS) implements in software basic system functions such as task/process management and I/O. Furthermore, a Real-Time Operating Systems (RTOS) traditionally implements in software functionality to manage tasks in a predictable, real-time manner. However, with System-on-a-Chip (SoC) architectures similar to Figure 15-1 becoming more and more common, OS and RTOS functionality need not be imple-mented solely in software. Thus, partitioning the interface between hard-ware and software for an OS is a new idea that can have a significant impact. We present the hardware/software RTOS generation framework for System-on-a-Chip (SoC). We claim that current SoC designs tend to ignore the RTOS until late in the SoC design phase. In contrast, we propose RTOS/SoC codesign where both the multiprocessor SoC architecture and a custom RTOS (with part potentially in hardware) are designed together. In short, this paper introduces a hardware/software RTOS generation framework for customized design of an RTOS within specific predefined RTOS services and capabilities available in software and/or hardware (depending on the service or capability).
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2. RELATED WORK



In general, commercial RTOSes available for popular embedded processors provide significant reduction in design time. However, they have to be general and might not be efficient enough for specific applications. To overcome this disadvantage, some previous work has been done in the area of automatic RTOS generation [1, 2]. Using these proposed methodologies, the user can take advantage of many benefits such as a smaller RTOS for embedded systems, rapid generation of the RTOS, easy configuration of the RTOS and a more efficient and faster RTOS due to smaller size than commercial RTOSes. Also, some previous work about automated design of SoC architectures has been done [3, 4]. However, this previous work mainly focuses on one side or the other of automatic generation: either software or hardware. In the methodology proposed in this paper, we focus on the configuration of an RTOS which may include parts of the RTOS in hardware as well as software. Previous work in hardware/software partitioning focused on the more general problem of partitioning an application and typically assumed either a custom execution paradigm such as co-routines or else assumed a particular software RTOS [5–7]. In contrast, our work focuses exclusively on RTOS partitioning among a few pre-defined partitions. The approach presented here could fit into the prior approaches; specifically, our approach could partition the RTOS component of the system under consideration. 3. APPROACH



Our framework is designed to provide automatic hardware/software configurability to support user-directed hardware/software partitioning. A Graphical User Interface (GUI) (see Figure 15-2) allows the user to select
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desired RTOS features most suitable for the user’s needs [8–10]. Some RTOS features have both hardware and software versions available. Figure 15-2 is a snapshot of the “GUI tool” shown in the center of Figure 15-3. 3.1. Methodology



Figure 15-3 shows a novel approach to automating the partitioning of a hardware/software RTOS between a few pre-designed partitions. The hardware/software RTOS generation framework takes as input the following four items: Hardware RTOS Library This hardware RTOS library currently consists of SoCLC, SoCDDU and SoCDMMU [11–16]. Base System Library The base system library consists of basic elements such as bus arbiters and memory elements such as various caches (L1, L2, etc.). Furthermore,
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we also need in the base system library I/O pin descriptions of all processors supported in our system. Software RTOS Library In our case, the software RTOS library consists of Atalanta [17]. User Input Currently the user can select number of processors, type of each processor (e.g., PowerPC 750 or ARM9TDMI), deadlock detection in hardware (SoCDDU) or software, dynamic memory management in hardware (SoCDMMU) or software, a lock cache in hardware (SoCLC), and different Inter-Procedure Call (IPC) methods. (Note that while all the IPC methods are partly implemented in software, the IPC methods might also depend on hardware support – specifically, if SoCLC is chosen, then lock variables will be memory mapped to the SoCLC.) The three files on the right-hand-side of Figure 15-3 (the Makefile, User.h and Verilog files) show the configuration files output to glue together the hardware/software RTOS Intellectual Property (IP) library components chosen in the multiprocessor SoC specified by the user. 3.2. Target SoC



The target system for the Framework is an SoC consisting of custom logic, reconfigurable logic and multiple PEs sharing a common memory, as shown in Figure 15-1. Note that all of the hardware RTOS components (SoCDMMU, SoCLC and SoCDDU) have well-defined interfaces to which any PE – including a hardware PE (i.e., a non Von-Neumann or non-instruc-tion-set processing element) – can connect and thus use the hardware RTOS component’s features. In other words, both the custom logic and reconfig-urable logic can contain specialized PEs which interface to the hardware RTOS components.
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Figure 15-4 shows the generation of five different hardware/software RTOSes based on five different user specifications (specified using Figure 15-2). Rather than discussing the details of the overview of Figure 15-4, we instead focus on specific comparisons, such as RTOS1 versus RTOS2, in the following section. After the specific comparisons, we will return to the overview of Figure 15-4 and then conclude. 4. CUSTOM HARDWARE RTOS COMPONENTS



4.1. The SoCDMMU (RTOS1 vs. RTOS2)



In a multiprocessor SoC such as the one shown in Figure 15-1, current state-of-the-art dynamic memory management typically relies on optimized libraries. In fact, in the case of real-time systems, most commercial RTOSes
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do not support dynamic memory management in the kernel due to the large overheads and unpredictable timing behavior of the code needed to implement, for example, the malloc() function in C. For example, eCOS does not currently support dynamic memory allocation in its kernel but instead provides such allocation as a user-level function. A review of prior work in software and hardware RTOS support for dynamic memory management is contained in [14], [15] and [18]. Figure 15-5 shows the SoC Dynamic Memory Management Unit (SoCDMMU) used in an SoC with four ARM processors. The SoCDMMU dynamically allocates Level 2 (L2) memory – “Global Memory” in Figure 15-5 – as requested by a Processing Element (PE), e.g., an ARM processor. Each PE handles the local dynamic memory allocation of the L2 memory among the processes/threads running on the PE. The SoCDMMU assumes that the SoC L2 memory is divided into blocks or pages. For example, a 16 MB L2 memory could be divided into 256 equally sized blocks each of size 64 KB. The SoCDMMU supports four types of allocations of Global Memory (L2): (i) exclusive allocation G_alloc_ex where the PE allocating the memory will be the only user of the memory; (ii) readwrite allocation G_alloc_rw where the PE allocating the memory may read from or write to the memory; (iii) read-only allocation G_alloc_ro where the PE allocating the memory will only read from (and never write to) the memory; and (iv) deallocation G_dealloc_ex. Figure 15-6 shows the worstcase execution time (WCET) of each of these four instructions of the SoCDMMU when implemented in semi-custom VLSI using a TSMC library from LEDA Systems and a 200MHz clock [14].
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Example 5-1: Consider the multiprocessor SoC shown in Figure 15-5. Each ARM processor runs at 200 MHz and has instruction and data L1 caches each of size 64 MB. The global memory is 16 MB and requires five cycles of latency to access the first word. A handheld device utilizing this SoC can be used for Orthogonal Frequency Division Multiplexing (OFDM) communication as well as other applications such as MPEG2. Initially the device runs an MPEG2 video player. When the device detects an incoming signal it switches to the OFDM receiver. The switching time (which includes the time for memory management) should be short or the device might lose the incoming message. The following table shows the sequence of memory deallocations by the MPEG2 player and then the sequence of memory allocations for the OFDM application.



MPEG-2 Player



OFDM Receiver



2 Kbytes



34 Kbytes



500 Kbytes



32 Kbytes



5 Kbytes



1 Kbytes



1500 Kbytes



1.5 Kbytes



1.5 Kbytes



32 Kbytes



0.5 Kbytes



8 Kbytes 32 Kbytes



We measure the execution time for the memory (de)allocations from the application programming interface (API) level, e.g., from malloc(). In the case where the SoCDMMU is used, the API makes special calls via memory-mapped I/O locations to request and receive global memory from the SoCDMMU. Thus, Figure 15-7 shows execution times which compare software API plus hardware execution time (using the SoCDMMU) versus only software (using optimized ARM software). Please note that the
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speedups shown exceed 10× when compared to GCC libc memory management functions [14, 15, 18]. An area estimate for Figure 15-5 indicates that, excluding the SoCDMMU, 154.75 million transistors are used [18]. Since the hardware area used by the SoCDMMU logic is approximately 7,500 transistors, 30 K transistors are needed for a four processor configuration such as Figure 15-5. An additional 270 K transistors are needed for memory used by the SoCDMMU (mainly for virtual to physical address translation) for the example above [18]. Thus, for 300 K (0.19%) extra chip area in this 154.75 million transistor chip, a 4–10× speedup in dynamic memory allocation times is achieved. 4.2.



The SoCLC (RTOS1 vs. RTOS3)



The System-on-a-Chip Lock Cache (SoCLC) removes lock variables from the memory system and instead places them in a special on-chip “lock cache.” Figure 15-8 shows a sample use of the SoCLC in a 4-processor system. The right-hand-side of Figure 15-8 shows that the SoCLC keeps track of lock requestors through and generates interrupts to wake up the next in line (in FIFO or priority order) when a lock becomes available [11–13]. The core idea of the SoCLC is to implement atomic test-and-set in an SoC without requiring any changes to the processor cores used.
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Example 5-2: The following picture shows a database example [28]. Each database access requires a lock so that no other process can acci-dently alter the database object at the same time. Note that a “short” re-quest indicates that no context switch is allowed to occur since all access-es to the object are very short (e.g., less than the time it takes to switch context). A “long” request, on the other hand, requires a significant amount of time holding the database object (and hence the lock); thus, for a “long” request, if the lock is not available then the requesting process is context switched out by the RTOS running on the processor.



We ran this example with 40 tasks – 10 server tasks and 30 client tasks – on the four-MPC750 SoC architecture shown in Figure 15-8 with 10 task on each MPC750. The results are shown in the following table. Please note that lock latency is the time required to access a lock in the absence of contention (i.e., the lock is free); also, please note that the 908 cycles shown in the following table for lock latency in the “With SoCLC” is measured from before to after the software application level API call. Thus, in the “With SoCLC” case, part of the 908 cycles reported are spent executing API software including specialized assembly instructions which * Without SoCLC



With SoCLC



Speedup



Lock Latency 1200 908 1.32x (clock cycles) Lock Delay 47264 2.00x 23590 (clock cycles) Execution Time 36.9M 29M 1.27x (clock cycles) * Semaphores for long CSes and spin-locks for short CSes are used instead of SoCLC.
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interact with the SoCLC hardware via memory-mapped I/O reads and writes. Furthermore, please note that lock delay is the average time taken to acquire a lock, including contention. Thus, part of the 2× speedup in lock delay when using the SoCLC is achieved due to faster lock access time, and part is due to reduced contention and thus reduced bottlenecks on the bus. The overall speedup for this example is 27%. Since each lock variable requires only one bit, the hardware cost is very low. Table 15-4 (see the end of this chapter) reports an example where 128 lock variables (which are enough for many real-time applications) cost approximately 7,400 logic gates of area. 5. THE HARDWARE/SOFTWARE RTOS GENERATION FRAMEWORK FOR SOC



5.1. Hardware and Software RTOS Library Components



The Framework implements a novel approach for automating the partitioning of a hardware/software RTOS between a few pre-designed partitions. The flow of automatic generation of configuration files is shown in Figure 15-9. Specifically, our framework, given the intellectual property (IP) library of processors and RTOS components, translates the user choices into a hardware/ software RTOS for an SoC. The GUI tool generates configuration files: header files for C pre-processing, a Makefile and some domain specific code files such as Verilog files to glue the system together. To test our tool, we execute our different RTOS configurations in the Mentor Graphics Seamless CoVerification Environment (CVE) [19]. The Seamless framework provides Processor Support Packages (PSPs) and Instruction Set Simulators (ISSes) for processors, e.g., for ARM920T and MPC750.
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For RTOS hardware IP, we start with an IP library of hardware components consisting of the SoCDMMU, SoCLC, System-on-a-Chip Deadlock Detection Unit (SoCDDU) [16] and Real-Time Unit (RTU) [20–24]. The SoCDMMU and SoCLC were already described in the previous section; IP-generators for the SoCDMMU and SoCLC can generate RTL Verilog code for almost any configuration of the SoCDMMU and/or SoCLC desired [26, 27]. The SoCDDU performs a novel parallel hardware deadlock detection based on implementing deadlock searches on the resource allocation graph in hardware [16]. It provides a very fast and very low area way of checking deadlock at run-time with dedicated hardware. The SoCDDU reduces deadlock detection time by 99% as compared to software. Figure 15-10 shows a hardware RTOS unit called RTU [20–24]. The RTU is a hardware operating system that moves the scheduling, inter-process communication (IPC) such as semaphores as well as time management control such as time ticks and delays from the software OS-kernel to hardware. The RTU decreases the system overhead and can improve predictability and response time by an order of magnitude. (This increased performance is due to the reduced CPU load when the RTOS functionality is placed into hardware.) The RTU also dramatically reduces the memory footprint of the OS to consist of only a driver that communicates with the RTU. Thus, less cache misses are seen when the RTU RTOS is used. The RTU also supports task and semaphore creation and deletion, even dynamically at run time. For RTOS software IP, we use the Atalanta RTOS, a shared-memory multiprocessor real-time operating system developed at the Georgia Institute of Technology [17]. This RTOS is specifically designed for supporting multiple processors with large shared memory in which the RTOS is located and is similar to many other small RTOSes. All PEs (currently supported are either all MPC750 processors or all ARM9 processors) execute the same RTOS code and share kernel structures, data and states of all tasks. Each PE, however, runs its own task(s) designated by the user. Almost all software modules are
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pre-compiled and stored into the Atalanta library. However, some modules have to be linked to the final executable file from the object module itself because some function names have to be the same in order to provide the same API to the user. For example, if the deadlock detection function could be implemented in the RTOS either in software or in hardware, then the function name that is called by an application should be the same even though the application could use, depending on the particular RTOS instantiated in the SoC, either the software deadlock detection function or a device driver for the SoCDDU. By having the same API, the user application does not need modification whichever method – either software or hardware – is actually implemented in the RTOS and the SoC. 5.2. Implementation



In this section, we describe which configuration files are generated and how these files are used to make a custom hardware/software RTOS. To ease the user effort required to manually configure the hardware/ software RTOS, we made the GUI tool shown in Figure 15-2 for user inputs. With the GUI tool, the user can select necessary RTOS components that are most suitable for his application. Currently, the user may select the following items in software: IPC methods such as semaphores, mailboxes and queues; schedulers such as priority or round-robin scheduler; and/or a deadlock detection module. The user may also select the following items in hardware: SoCDMMU, SoCLC, SoCDDU and/or RTU. With the Framework, the hardware/software RTOS configuration process is easily scalable according to the number of PEs and IPC methods. One example of scalability is that if the user selects the number of PEs, the tool can adaptively generate an appropriate configuration that contains the given number of PE wrappers and the interfaces gluing PEs to the target system. For pre-fabrication design space exploration, different PEs and the number of PEs can be selected. For post-fabrication customization of a platform SoC with reconfigurable logic (e.g., a specific fabricated version of Figure 15-1), the user can decide whether or not to put parts of the RTOS into the reconfigurable logic. The tool is written in the Tcl/Tk language [9]. Example 5-3: Makefile generation. After the input data shown in Figure 15-2 is entered by the user in the GUI, the clicks the Generate button shown on the bottom right of Figure 15-2. This causes the tool to generate a Makefile containing assignments saying software deadlock detection object module and device driver for SoCLC are included.
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5.2.1. The linking process of specialized software components for a function with a different implementation



To generate a smaller RTOS from the given library, only the needed components are included in the final executable file. One of the methods to achieve this is very straightforward. For example, when the user selects the software deadlock detection component, then the tool generates a Makefile that includes the software deadlock detection object. On the other hand, when the user selects the hardware deadlock detection unit, then the tool generates a different Makefile that includes only the software device driver object containing APIs that manipulate the hardware deadlock detection unit. Therefore, the final executable file will have either the software module or the device driver module. 5.2.2. IPC module linking process



On the other hand, when the user selects IPC methods, the inclusion process is more complicated than the linking process of specialized software components. IPC modules that implement IPC methods (such as queue, mailbox, semaphore and event) are provided as separate files. The linking process for IPC modules is shown in Figure 15-11. From the GUI of the tool, the user can choose one or more IPC methods according to his application requirements. For example, as shown in Figure 15-3, when the user selects only the semaphore component among IPC methods, the tool generates a user.h file which has a semaphore definition and is used by the C pre-processor. Without automation, user.h must be written by hand. This user.h file will then be
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included into user.c, which contains all the call routines of IPC creation functions. Each of the call routines is enclosed by a #if~#endif compiler directive and also corresponds to a C source file. During C pre-processing, the compiler will include the semaphore call routine. Thus, during linking, the linker will include the semaphore module from the Atalanta library in the final executable file because the semaphore creation function is needed (the creation and management functions for semaphores are contained in semaphore.c in Atalanta [17]). Please note that, as described earlier, we use PSPs from Mentor Graphics; therefore, we only generate PE wrappers instead of IP cores themselves. 5.2.3. The configuration of the hardware modules of an RTOS



In this section, we describe how a user-selected hardware RTOS component is integrated to the target architecture. The final output of the tool is a Verilog hardware description language (HDL) header file that contains hardware IP modules such as PE wrapper, memory, bus, SoCLC and/or SoCDDU. Here, we define the “Base” system as an SoC architecture that contains only essential components (needed for almost all systems) such as PE wrappers, an arbiter, an address decoder, a memory and a clock, which are stored in the Base Architecture Library shown in Figure 15-2. Optional hardware RTOS components such as SoCLC and SOCDDU are stored in the Hardware RTOS Library. Optional hardware RTOS components chosen by the user are integrated together with the Base system. The generation of a target SoC Verilog header file (which contains the Base architecture together with configured hardware RTOS components, if any) starts with an architecture description that is a data structure describing one of the target SoC architectures. From the tool, if the user does not select any hardware RTOS components, a Verilog header file containing only the Base system will be generated. On the other hand, if the user wants to use SoCLC to support fast synchronization among PEs (e.g., to meet hard timing deadlines of an application), he can select SoCLC in the hardware component selection. Then the tool will automatically generate an application specific hardware file containing SoCLC. This hardware file generation is performed by a C program, Archi_gen, which is compiled with a TCL wrapper. Example 5-4: Verilog file generation. Here we describe in more detail the generation process of a top-level Verilog file for an SoCLC system (see Figure 15-8) step by step. When the user selects ‘SoCLC’ in the tool, as shown in Figure 15-2, and clicks the ‘Generate’ button, the tool calls a hardware generation program, Archi_gen (written in C), with architecture parameters. Then the tool makes a compile script for compiling the generated Verilog file. Next, Archi_gen makes the hardware Verilog file as follows (see Figure 15-12). First, Archi_gen extracts (i) all needed modules according to the SoCLC system description of Figure 15-8.
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Second, Archi_gen generates (ii) the code for wiring up the SoCLC system (including all buses). Third, Archi_gen generates (iii, see Figure 15-12) the instantiation code according to the instantiation type of the hardware modules chosen. In this step, Archi_gen also generates instantiation code for the appropriate number of PEs according to the user selection of the number of PEs in the tool. In this example, Archi_gen generates code for MPC750 instantiation four times (since the architecture has four MPC750s). Fourth, Archi_gen extracts the initialization code (needed for test) for necessary signals according to the SoCLC initialization description. Finally, a Verilog header file containing an SoCLC system hardware architecture is made. 6. EXPERIMENTAL RESULTS



Figure 15-4 showed six possible hardware/software RTOS configurations generated by the Framework. Here, we use the word “system” to refer to an SoC architecture with an RTOS. Each SoC architecture has four PEs and additional hardware modules – for example, the modules shown in Figure 15-8 (and described in Section 5.2.3). The first configuration (RTOS1) in Figure 15-4, marked as “SW RTOS w/ sem, dmm” (with semaphores and dynamic memory management software), was used in Sections 4.1 and 4.2 for comparisons with the second configuration (RTOS2) and the third (RTOS3), namely, systems containing the SoCDMMU and SoCLC, respectively. Comparisons involved the fourth configuration (RTOS4), “SW RTOS + SoCDDU” which is a system utilizing SoCDDU, and the fifth configura-
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tion (RTOS5) are available in references [9] and [16]. In this section, we will focus our attention on a comparison of the first configuration (RTOS1), the third configuration (RTOS3) and the last configuration (RTOS6). To compare RTOS1, RTOS3 and RTOS6, we decided to use the database example described in Example 5-2. The base architecture for all three systems is the same: three MPC755 processors connected via a single bus to 16 MB of L2 memory and to reconfigurable logic. This architecture can be seen in Figure 15-13 with the RTU instantiated in the reconfigurable logic. Each MPC755 has separate instruction and data caches each of size 32 KB. Our first system configuration of Figure 15-13 uses RTOS1; therefore, with a pure software RTOS, synchronization is performed with software semaphores and spin-locks in the system. Note that in this first system, all of the reconfigurable logic is available for other uses as needed. The second system uses RTOS3 and thus instantiates an SoCLC in the reconfigurable logic block of Figure 15-13. Finally, as shown in Figure 15-13, our third system includes the RTU (see Figure 15-10 in Section 5), exploiting the reconfigurable logic for scheduling, synchronization and even time-related services. In short, the hardware RTU in Figure 15-13 handles most of the RTOS services. Simulations of two database examples were carried out on each of these three systems using Seamless CVE [15], as illustrated on the far right-hand side of Figure 15-9. We used Modelsim from Mentor Graphics for mixed VHDL/Verilog simulation and XRAY™ debugger from Mentor Graphics for application code debugging. To simulate each configured system, both the software part including application and the hardware part of the Verilog top module were compiled. Then the executable application and the multiprocessor hardware setup consisting of three MPC755’s were connected in Seamless CVE. Experimental results in Table 15-1 present the total execution time of (i) simulation with software semaphores, (ii) simulation with SoCLC (hardwaresupported semaphores) and (iii) simulation with RTU. As seen in the table,
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Table 15-1. Average-case simulation results of the example. Total execution time



Pure SW*



With SoCLC



With RTU



6 tasks



(in cycles) Reduction



100398 0%



71365 29%



67038 33%



30 tasks



(in cycles) Reduction



379400 0%



317916 16%



279480 26%



* Semaphores are used in pure software while a hardware mechanism is used in SoCLC and RTU.



the RTU system achieves a 33% reduction over case (i) in the total execution time of the 6-task database application. On the other hand, the SoCLC system showed a 29% reduction over case (i). We also simulated these systems with a 30-task database application, where the RTU system and the SoCLC system showed 26% and 16% reductions, respectively, compared to the pure software RTOS system of case (i). The reason why smaller execution time reductions are seen when comparing to the pure software system in the 30-task case is that, when compared to the 6-task case, software for the 30-task case was able to take much more advantage of the caches. In order to gain some insight to explain the performance differences observed, we looked in more detail at the different scenarios and RTOS interactions. Table 15-2 shows the total number of interactions including sema-phore interactions and context switches while executing the applications. Table 15-3 shows in which of three broad areas – communication using the bus, context switching and computation – PEs have spent their clock cycles. The numbers for communication shown in Table 15-3 indicate the time period between just before posting a semaphore and just after acquiring the semaphore in a task that waits the semaphore and has the highest priority for the semaphore. For example, if Task 1 in PE1 releases a semaphore for Table 15-2. Number of interactions. Times



6 tasks



30 tasks



Number of semaphore interactions Number of context switches Number of short locks



12 3 10



60 30 58



Table 15-3. Average time spent on (6 task case). Cycles



Pure SW



With SoCLC



With RTU



Communication Context switch Computation



18944 3218 8523



3730 3231 8577



2075 2835 8421
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Task 2 in PE2 (which is waiting for the semaphore), the communication time period would be between just before a post_semaphore statement (sema-phore release call) of Task 1 in PE1 and just after a pend_semaphore statement (semaphore acquisition call) of Task 2 in PE2. In a similar way, the numbers for context switch were measured. The time spent on communication in the pure software RTOS case is prominent because the pure software RTOS does not have any hardware notifying mechanism for semaphores, while the RTU and the SoCLC system exploit an interrupt notification mechanism for emaphores. We also noted that the context switch time when using the RTU is not much less than others. To explain why, recall that a context switch consists of three steps: (i) pushing all PE registers to the current task stack, (ii) selecting (scheduling) the next task to be run, and (iii) popping all PE registers from the stack of the next task. While Step (ii) can be done by hardware, steps (i) and (iii) cannot be done by hardware in general PEs because all registers inside a PE must be stored to or restored from the memory by the PE itself. That is why the context switch time of the RTU cannot be reduced significantly (as evidenced in Table 15-3). We synthesized and measured the hardware area of the SoCLC and RTU with TSMC 0.25um standard cell library from LEDA [19]. The number of total gates for the SoCLC was 7435 and the number of total gates for the RTU was approximately 250,000 as shown in Table 15-4. Table 15-4. Hardware area in total gates. Total area



SoCLC (64 short CS locks + 64 long CS locks)



RTU for 3 processors



TSMC 0.25 mm library from LEDA



7435 gates



About 250000 gates



In conclusion, from the information about (i) the size of a specific hardware RTOS component, (ii) the simulation results and (iii) available reconfigurable logic, the user can choose which configuration is most suitable for his or her application or set of applications. 7. CONCLUSION



We have presented some of the issues involved in partitioning an OS between hardware and software. Specific examples involved hardware/software RTOS partitions show up to l0× speedups in dynamic memory allocation and 16% to 33% reductions in execution time for a database example where parts of the RTOS are placed in hardware. We have shown how the Framework can automatically configure a specific hardware/software RTOS specified by the user. Our claim is that SoC architectures can only benefit from early codesign with a software/hardware RTOS to be run on the SoC.
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Abstract. DRM, the new standard for digital radio broadcasting in AM band requires integrated devices for radio receivers at low cost and very low power consumption. A chipset is currently designed based upon an ARM9 multi-core architecture. This paper introduces the application itself, the HW architecture of the SoC and the SW architecture which includes physical layer, receiver management, the application layer and the global scheduler based on a real-time OS. Then, the paper presents the HW/SW partitioning and SW breakdown between the various processing cores. The methodology used in the project to develop, validate and integrate the SW covering various methods such as simulation, emulation and co-validation is described. Key points and critical issues are also addressed. One of the challenges is to integrate the whole receiver in the mono-chip with respect to the real-time constraints linked to the audio services. Key words: HW/SW co-design, ARM core, physical layer, AHB multi-layers, network-onchip



1. DRM APPLICATION



DRM (Digital Radio Mondiale) is a new standard promoted by the major broadcasters and receiver manufacturers. The physical layer is based upon an OFDM modulation and includes multiple configurations (channel width, code rate, protection, . . .) to cope with various propagation schemes within the short and medium waves (0 to 30 MHz). The physical layer provides up to 78kbits/s of useful data rate. The service layers are mainly composed by enhanced MP3 audio decoder and data services. The standard also introduces complementary services like Automatic Frequency Switching (AFS) and several data services. Figure 16-1 presents the main improvements proposed in this new standard. The receiver signal processing reference requires about 500 Mips to handle the whole treatment. 2. DIAM SOC ARCHITECTURE



A full software implementation will not meet the specific constraints of the radio receivers in term of die size and power consumption. The first step is the HW/SW partitioning based upon the existing full-software reference 207 A Jerraya et al. (eds.), Embedded Software for SOC, 207–212, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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receiver. Profiling tools have been used to extract the memory and the CPU requirements for each sub function. Dedicated modules have been identified as candidates for a wired implementation. A Viterbi decoder including depuncturing and a digital down converter (wide band conversion) have been selected. The remaining CPU requirements decrease then below 200 Mips which are achievable using state of the art technology. Due to the characteristics of the channel coder, standard embedded DSP processors are not compatible with the addressing requirements. The selected solution is based on two ARM9 core plugged on a multi-layer AHB matrix. The challenge is then to size the architecture in term of CPU, memory but also the throughput according to the targeted algorithms. For this purpose, a simulation tool from ARM has been used (ADS 1.2) to run quickly the code and to measure the impact of the core instructions. However, the simulation does not take into account the real architecture of the platform in term of code execution. Main points are the impact of the cache, of the tightly coupled memory and the impact of the communication network during the execution. The variation of the estimations performed during the progress of the development highlights the difficulty to size the global architecture. Figure 16-2 shows the main evolutions of the CPU/Memory requirements. Margin has been set to avoid any real-time issue with the first version of the platform. For flexibility purpose, each resource is also visible by each core
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thrue the communication network structure but no arbiter has been integrated within the chip. The software has to manage this constraint and to properly allocate each resource. This flexible approach allows to change the software partitioning when required. Figure 16-3 presents an overview of the platform architecture of the DIAM base band. The interconnection network is based on an AHB matrix and an APB bus for the low data rate peripherals. Two external memories (one associated with each core) are introduced to suppress potential bottlenecks between the two cores. The first version of the platform is processed in an ATMEL CMOS technology. 3. SW ARCHITECTURE



Basically, the software has been split according to the data flow and the available CPU. The physical layer has been mapped to one core and the application layers are mapped onto the second core. Cache and TCM sizes have been tuned to the specific requirements of the most demanding function. TCM are assigned to the audio coder which presents the strongest constraint regarding the real-time. Figure 16-4 presents an overview of the software architecture. The platform boot is not shown although its definition is quite tricky. This dedicated SW is in charge of the initial configuration of each core and is closely linked to the platform itself. By structure, each core starts executing its SW at the same address (generally @0). Without any precaution both cores will execute the same code. The retained solution for the DIAM platform is based upon a hierarchical approach and a remap technique which allows to translate the base of the slave core. This translation is performed during the boot of the master core which then allows the boot of the slave core.
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4. SOFTWARE INTEGRATION



One of the challenges of such a development is the concurrence of the HW design and the SW coding. Main issues are related to SW validation without the final platform and on the other hand to assess the performances of the architecture. To manage these issues, an heterogeneous strategy has been set-up driven by the capacity of the tools and the system characteristics. The low-level SW (drivers and boot) has been jointly developed by the HW and SW team. As they are closely linked to the platform their validation has been performed using VHDL/Verilog simulation including a C model for the cores. For the upper layer, a standard approach has been adopted with the exception of the MLC. Basic modules have been identified and optimised directly in ASM instead of C approach to obtain a library (ex: Filtering, FFT, . . .). This library has been validated using the ARM tools (ADS V1.2) and reference patterns provided by the signal processing algorithm. Then, the
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application is developed using the critical functions of the library. The results are validated using the Integrator board from ARM. The MLC coding scheme (Multi-Level coding) is based upon a convolutional code combined with a complex modulation scheme. The decoding function is based on a classical Viterbi decoding algorithm (including depuncturing features). The complete function is implemented in HW and SW. Due to the complexity and the flexibility of the MLC a complete simulation of HW and SW is not achievable. A prototype on Excalibur platform from Altera has been developed. The Viterbi decoder with the de-puncturing model has been integrated in the PLD part of the devices and the SW has been mapped onto the ARM9 core. 36 sequences have been defined to obtain sufficient validation coverage and achieve a high level of confidence. These tests have highlighted one mismatch between the real implementation and the bit true model on the post processing metrics engine. The prototyping board allows to run the complete validation plan in less than 1 hour instead of 300 hours using classical HDL simulations. Previous steps perform unitary validation without any exchange between SW modules. The next challenge is to validate the global software covering exchanges, memory mapping strategy, cache strategy, signalling protocol and the global performances of the platform. The foreseen solution is to develop a prototyping board integrating both cores and the relevant modules. Alternative solutions such as Seamless have been investigated but the execution time is too slow regarding the minimum set of simulations to be
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done (at least few seconds). Based upon the current figures, 3 seconds of simulation (synchronisation and preliminary receiving phase) will take approximately 40 days (assumption: 1 Million instruction per hour). This validation will be the next step of our design. 5. CONCLUSIONS



The methodology applied during this HW/SW co-design allows us to cover efficiently the platform requirements. Several remaining points are still open and will be validated during the integration phase directly on the physical platform (mainly the OS, scheduler and real-time issue). However, all the open points are related to the SW and do not impact the HW definition of the platform. Nevertheless new solution has to be built to allow complete validation of SoC including HW modules and all the SW layer including scheduler and operating system.
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Abstract. This article presents a novel source code transformation for control flow optimization called loop nest splitting which minimizes the number of executed if-statements in loop nests of embedded multimedia applications. The goal of the optimization is to reduce runtimes and energy consumption. The analysis techniques are based on precise mathematical models combined with genetic algorithms. The application of our implemented algorithms to three reallife multimedia benchmarks using 10 different processors leads to average speed-ups by 23.6%–62.1% and energy savings by 19.6%–57.7%. Furthermore, our optimization also leads to advantageous pipeline and cache performance. Key words: cache, code size, energy, genetic algorithm, loop splitting, loop unswitching, multimedia, pipeline, polytope, runtime, source code transformation



1.



INTRODUCTION



In recent years, the power efficiency of embedded multimedia applications (e.g. medical image processing, video compression) with simultaneous consideration of timing constraints has become a crucial issue. Many of these applications are data-dominated using large amounts of data memory. Typically, such applications consist of deeply nested for-loops. Using the loops’ index variables, addresses are calculated for data manipulation. The main algorithm is usually located in the innermost loop. Often, such an algorithm treats particular parts of its data specifically, e.g. an image border requires other manipulations than its center. This boundary checking is implemented using if-statements in the innermost loop (see e.g. Figure 17-1). Although common subexpression elimination and loop-invariant code motion [19] are already applied, this code is sub-optimal w.r.t. runtime and energy consumption for several reasons. First, the if-statements lead to a very irregular control flow. Any jump instruction in a machine program causes a control hazard for pipelined processors [19]. This means that the pipeline needs to be stalled for some instruction cycles, so as to prevent the execution of incorrectly prefetched instructions. Second, the pipeline is also influenced by data references, since it can also be stalled during data memory accesses. In loop nests, the index variables are accessed very frequently resulting in pipeline stalls if they can not be 215 A Jerraya et al. (eds.), Embedded Software for SOC, 215–229, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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kept in processor registers. Since it has been shown that 50%–75% of the power consumption in embedded multimedia systems is caused by memory accesses [20, 25], frequent transfers of index variables across memory hierarchies contribute negatively to the total energy balance. Finally, many instructions are required to evaluate the if-statements, also leading to higher runtimes and power consumption. For the MPEG4 code above, all shown operations are in total as complex as the computations performed in the then- and else-blocks of the if-statements. In this article, a new formalized method for the analysis of if-statements occurring in loop nests is presented solving a particular class of the NPcomplete problem of the satisfiability of integer linear constraints. Considering the example shown in Figure 17-1, our techniques are able to detect that the conditions x3=10. The formulas above imply a total execution of 12,701,020 if -statements 3.3.



Global search space construction



After the execution of the first GA, a set of if-statements consisting of affine conditions and their associated optimized polytopes are given. For determining index variable values where all if-statements in a program are satisfied, a polytope G modeling the global search space has to be created out of all In a first step, a polytope is built for every if-statement In order to reach this goal, the conditions of are traversed in their natural execution order which is defined by the precedence rules of the operators && and ||. is initialized with While traversing the conditions of if-statement i, and are connected either with the intersection or union operators for polytopes: with



models those ranges of the index variables where one if-statement is satisfied. Since all if -statements need to be satisfied, the global search space G is built by intersecting all Since polyhedra are not closed under the union operator, the defined above are no real polytopes. Instead, we use finite unions of polytopes for which the union and intersection operators are closed [23].
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3.4. Global search space exploration



Since all are finite unions of polytopes, the global search space G also is a finite union of polytopes. Each polytope of G defines a region where all if -statements in a loop nest are satisfied. After the construction of G, appropriate regions of G have to be selected so that once again the total number of executed if-statements is minimized after loop nest splitting. Since unions of polytopes (i.e. logical OR of constraints) cannot be modeled using ILP, a second GA is used here. For a given global search space each individual I consists of a bit-vector where bit determines whether region of G is selected or not: with region is selected.



Definition 4:



1. For an individual I, is the global search space G reduced to those regions selected by with 2. The innermost loop is the index of the loop where the loop nest has to be split when considering is used in 3. denotes the number of if-statements located in the body of loop but not in any other loop nested in For Figure 17-1, is equal to 2, all other are zero. denotes the number of executed if -statements when the loop nest 4. would be executed:



The fitness of an individual I represents the number of if -statements that are executed when splitting using the regions selected by I. is incremented by one for every execution of the splitting-if. If the splitting-if is true, the counter remains unchanged. If not, is incremented by the number of executed original if-statements (see Figure 17-3). After the GA has terminated, the innermost loop of the best individual defines where to insert the splitting-if. The regions selected by this indi-
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vidual serve for the generation of the conditions of the splitting-if and lead to the minimization of if-statement executions. 4. BENCHMARKING RESULTS



All techniques presented here are fully implemented using the SUIF [24], Polylib [23] and PGAPack [14] libraries. Both GA’s use the default parameters provided by [14] (population size 100, replacement fraction 50%, 1,000 iterations). Our tool was applied to three multimedia programs. First, a cavity detector for medical imaging (CAV [3]) having passed the DTSE methodology [9] is used. We apply loop nest splitting to this transformed application for showing that we are able to remove the overhead introduced by DTSE without undoing the effects of DTSE. The other benchmarks are the MPEG4 full search motion estimation (ME [8], see Figure 17-1) and the QSDPCM algorithm [22] for scene adaptive coding. Since all polyhedral operations [23] have exponential worst case complexity, loop nest splitting also is exponential overall. Yet, the effective runtimes of our tool are very low, between 0.41 (QSDPCM) and 1.58 (CAV) CPU seconds are required for optimization on an AMD Athlon (1.3 GHz). For obtaining the results presented in the following, the benchmarks are compiled and executed before and after loop nest splitting. Compilers are always invoked with all optimizations enabled so that highly optimized code is generated. Section 4.1 illustrates the impacts of loop nest splitting on CPU pipeline and cache behavior. Section 4.2 shows how the runtimes of the benchmarks are affected by loop nest splitting for ten different processors. Section 4.3 shows in how far code sizes increase and demonstrates that our techniques are able to reduce the energy consumption of the benchmarks considerably. 4.1. Pipeline and Cache Behavior



Figure 17-4 shows the effects of loop nest splitting observed on an Intel Pentium III, Sun UltraSPARC III and a MIPS R10000 processor. All CPUs have a single main memory but separate level 1 instruction and data caches. The off-chip L2 cache is a unified cache for both data and instructions in all cases. To obtain these results, the benchmarks were compiled and executed on the processors while monitoring performance-measuring counters available in the CPU hardware. This way, reliable values are generated without using erroneous cache simulators. The figure shows the performance values for the optimized benchmarks as a percentage of the un-optimized versions denoted as 100%. The columns Branch Taken and Pipe stalls show that we are able to generate a more regular control flow for all benchmarks. The number of taken
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branch instructions is reduced between 8.1% (CAV Pentium) and 88.3% (ME Sun) thus leading to similar reductions of pipeline stalls (10.4%–73.1%). For the MIPS, a reduction of executed branch instructions by 66.3% (QSDPCM) – 91.8% (CAV) was observed. The very high gains for the Sun CPU are due to its complex 14-stage pipeline which is very sensitive to stalls. The results clearly show that the L1 I-cache performance is improved significantly. I-fetches are reduced by 26.7% (QSDPCM Pentium) – 82.7% (ME Sun), and I-cache misses are decreased largely for Pentium and MIPS (14.7%–68.5%). Almost no changes were observed for the Sun. Due to less index variable accesses, the L1 D-caches also benefit. D-cache fetches are reduced by 1.7% (ME Sun) – 85.4% (ME Pentium); only for QSDPCM, D-fetches increase by 3.9% due to spill code insertion. D-cache misses drop by 2.9% (ME Sun) – 51.4% (CAV Sun). The very large register file of the Sun CPU (160 integer registers) is the reason for the slight improvements of the L1 D-cache behavior for ME and QSDPCM. Since these programs only use very few local variables, they can be stored entirely in registers even before loop nest splitting. Furthermore, the columns L2 Fetch and L2 Miss show that the unified L2 caches also benefit significantly, since reductions of accesses (0.2%–53.8%) and misses (1.1%–86.9%) are reported in most cases. 4.2. Execution Times



All in all, the factors mentioned above lead to speed-ups between 17.5% (CAV Pentium) and 75.8% (ME Sun) for the processors considered in the previous section (see Figure 17-5). To demonstrate that these improvements not only occur on these CPUs, additional runtime measurements were performed for an HP-9000, PowerPC G3, DEC Alpha, TriMedia TM-1000, TI C6x and an ARM7TDMI, the latter both in 16-bit thumb- and 32-bit arm-mode. Figure 17-5 shows that all CPUs benefit from loop nest splitting. CAV is sped up by 7.7% (TI) – 35.7% (HP) with mean improvements of 23.6%. Since loop nest splitting generates very regular control flow for ME, huge gains
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appear here. ME is accelerated by 62.1% on average with minimum and maximum speed-ups of 36.5% (TriMedia) and 75.8% (Sun). For QSDPCM, the improvements range from 3% (PowerPC) – 63.4% (MIPS) (average: 29.3%). Variations among different CPUs depend on several factors. As already stated previously, the layout of register files and pipelines are important parameters. Also, different compiler optimizations and register allocators influence the runtimes. Due to lack of space, a detailed study can not be given here. 4.3. Code Sizes and Energy Consumption



Since code is replicated, loop nest splitting entails larger code sizes (see Figure 17-6a). On average, the CAV benchmark’s code size increases by 60.9%, ranging from 34.7% (MIPS) – 82.8% (DEC). Though ME is sped up most, its code enlarges least. Increases by 9.2% (MIPS) – 51.4% (HP) lead to a mean growth of only 28%. Finally, the code of QSDPCM enlarges between 8.7% (MIPS) – 101.6% (TI) leading to an average increase of 61.6%.
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These increases are not serious, since the added energy required for storing these instructions is compensated by the savings achieved by loop nest splitting. Figure 17-6b shows the evolution of memory accesses and energy consumption using an instruction-level energy model [21] for the ARM7 core considering bit-toggles and offchip-memories and having an accuracy of 1.7%. Column Instr Read shows reductions of instruction memory reads of 23.5% (CAV) – 56.9% (ME). Moreover, our optimization reduces data memory accesses significantly. Data reads are reduced up to 65.3% (ME). For QSDPCM, the removal of spill code reduces data writes by 95.4%. In contrast, the insertion of spill code for CAV leads to an increase of 24.5%. The sum of all memory accesses (Mem accesses) drops by 20.8% (CAV) – 57.2% (ME). Our optimization leads to large energy savings in both the CPU and its memory. The energy consumed by the ARM core is reduced by 18.4% (CAV) – 57.4% (ME), the memory consumes between 19.6% and 57.7% less energy. Total energy savings by 19.6% – 57.7% are measured. These results demonstrate that loop nest splitting optimizes the locality of instructions and data accesses simultaneously as desired by Kim, Irwin et al. [11] Anyhow, if code size increases (up to a rough theoretical bound of 100%) are critical, our algorithms can be changed so that the splitting-if is placed in some inner loop. This way, code duplication is reduced at the expense of lower speed-ups, so that trade-offs between code size and speed-up can be realized. 5. CONCLUSIONS



We present a novel source code optimization called loop nest splitting which removes redundancies in the control flow of embedded multimedia applications. Using polytope models, code without effect on the control flow is removed. Genetic algorithms identify ranges of the iteration space where all if-statements are provably satisfied. The source code of an application is rewritten in such a way that the total number of executed if-statements is minimized. A careful study of 3 benchmarks shows significant improvements of branching and pipeline behavior. Also, caches benefit from our optimization since I- and D-cache misses are reduced heavily (up to 68.5%). Since accesses to instruction and data memory are reduced largely, loop nest splitting thus leads to large power savings (19.6%–57.7%). An extended benchmarking using 10 different CPUs shows mean speed-ups of the benchmarks by 23.6%–62.1%. The selection of benchmarks used in this article illustrates that our optimization is a general and powerful technique. Not only typical real-life embedded code is improved, but also negative effects of other source code transformations introducing control flow overheads into an application are eliminated. In the future, our analytical models are extended for treating more
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Abstract. With the widespread use of embedded devices such as PDAs, printers, game machines, cellular telephones, achieving high performance demands an optimized operating system (OS) that can take full advantage of the underlying hardware components. We present a locality conscious process scheduling strategy for embedded environments. The objective of our scheduling strategy is to maximize reuse in the data cache. It achieves this by restructuring the process codes based on data sharing patterns between processes.Our experimentation with five large array-intensive embedded applications demonstrate the effectiveness of our strategy. Key words: Embedded OS, process scheduling, data locality



1. INTRODUCTION As embedded designs become more complex, so does the process of embedded software development. In particular, with the added sophistication of Operating System (OS) based designs, developers require strong system support. A variety of sophisticated techniques maybe required to analyze and optimize embedded applications. One of the most striking differences between traditional process schedulers used in general purpose operating systems and those used in embedded operating systems is that it is possible to customize the scheduler in the latter [7]. In other words, by taking into account the specific characteristics of the application(s), we can have a scheduler tailored to the needs of the workload. While previous research used compiler support (e.g., loop and data transformations for array-intensive applications) and OS optimizations (e.g., different process scheduling strategies) in an isolated manner, in an embedded system, we can achieve better results by considering the interaction between the OS and the compiler. For example, the compiler can analyze the application code statically (i.e., at compile time) and pass some useful information to the OS scheduler so that it can achieve a better performance at runtime. This work is a step in this direction. We use compiler to analyze the process codes and determine the portions of each process that will be executed in each time quanta in a pre-emptive scheduler. This can help the scheduler in circumstances where the compiler can derive information from that code that 231 A Jerraya et al. (eds.), Embedded Software for SOC, 231–243, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.



232



Chapter 18



would not be easily obtained during execution. While one might think of different types of information that can be passed from the compiler to the OS, in this work, we focus on information that helps improve data cache performance. Specifically, we use the compiler to analyze and restructure the process codes so that the data reuse in the cache is maximized. Such a strategy is expected to be viable in the embedded environments where process codes are extracted from the same application and have significant data reuse between them. In many cases, it is more preferable to code an embedded application as a set of co-operating processes (instead of a large monolithic code). This is because in general such a coding style leads to better modularity and maintainability. Such light-weight processes are often called threads. In array-intensive embedded applications (e.g., such as those found in embedded image and video processing domains), we can expect a large degree of data sharing between processes extracted from the same application. Previous work on process scheduling in the embedded systems area include works targeting instruction and data caches. A careful mapping of the process codes to memory can help reduce the conflict misses in instruction caches significantly. We refer the reader to [8] and [4] for elegant process mapping strategies that target instruction caches. Li and Wolfe [5] present a model for estimating the performance of multiple processes sharing a cache. Section 1.2 presents the details of our strategy. Section 1.3 presents our benchmarks and experimental setting, and discusses the preliminary results obtained using a set of five embedded applications. Section 1.4 presents our concluding remarks. 2. OUR APPROACH



Our process scheduling algorithm takes a data space oriented approach. The basic idea is to restructure the process codes to improve data cache locality. Let us first focus on a single array; that is, let us assume that each process manipulates the same array. We will relax this constraint shortly. We first logically divide the array in question into tiles (these tiles are called data tiles). Then, these data tiles are visited one-by-one (in some order), and we determine for each process a set of iterations (called iteration tile) that will be executed in each of its quanta. This approach will obviously increase data reuse in the cache (as in their corresponding quanta the processes manipulate the same set of array elements). The important questions here are how to divide the array into data tiles, in which order the tiles should be visited, and how to determine the iterations to execute (for each process in each quanta). In the following discussion, after presenting a simple example illustrating the overall idea, we explain our approach to these three issues in detail. Figure 18-1 shows a simple case (for illustrative purposes) where three processes access the same two-dimensional array (shown in Figure 18-1 (a)). The array is divided into four data tiles. The first and the third processes
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have two nests while the second process has only one nest. In Figure 18-1(b), we show for each nest (of each process) how the array is accessed. Each outer square in Figure 18-1(b) corresponds to an iteration space and the shadings in each region of an iteration space indicate the array portion accessed by that region. Each different shading corresponds to an iteration tile, i.e., the set of iterations that will be executed when the corresponding data tile is being processed. That is, an iteration tile access the data tile(s) with the same type of shading. For example, we see that while the nest in process II accesses all portions of the array, the second nest in process III accesses only half of the array. Our approach visits each data tile in turn, and at each step executes (for each process) the iterations that access that tile (each step here corresponds to three quanta). This is depicted in Figure 18-1(c). On the other hand, a straightforward (pre-emptive) process scheduling strategy that does not pay attention to data locality might obtain the schedule illustrated in Figure 18-1(d), where at each time quanta each process executes the half of the iteration space of a nest (assuming all nests have the same number of iterations). Note that the iterations executed in a given quanta in this schedule do not reuse the data elements accessed by the iterations executed
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in the previous quanta. Consequently, we can expect that data references would be very costly due to frequent off-chip memory accesses. When we compare the access patterns in Figures 18-1(c) and (d), we clearly see that the one in Figure 18-1(c) is expected to result in a much better data locality. When we have multiple arrays accessed by the processes in the system, we need to be careful in choosing the array around which the computation is restructured. In this section, we present a possible array selection strategy as well. 2.1. Selecting data tile shape/size



The size of a data tile (combined with the amount of computation that will be performed for each element of it) determines the amount of work that will be performed n a quanta. Therefore, selecting a small tile size tends to cause frequent process switchings (and incur the corresponding performance overhead), while working with large tile sizes can incur many cache misses (if the cache does not capture locality well). Consequently, our objective is to select the largest tile size that does not overflow the cache. The tile shape, on the other hand, is strongly dependent on two factors: data dependences and data reuse. Since we want to execute all iterations that manipulate the data tile elements in a single quanta, there should not be any circular dependence between the two iteration tiles belonging to the same process. In other words, all dependences between two iteration tiles should flow from one of them to the other. Figure 18-2 shows a legal (iteration space) tiling in (a) and an illegal tiling in (b). The second factor that influences the selection of a data tile shape is the degree of reuse between the elements that map on the same tile. More specifically, if, in manipulating the elements of a given data tile, we make frequent accesses to array elements outside the said tile, this means that we do not have good intra-tile locality. An ideal data tile shape must be such that the iterations in the corresponding iteration tile should access only the elements in the corresponding data tile. Data tiles in m-dimensional data (array) space can be defined by m families of parallel hyperplanes, each of which is an (m-1) dimensional hyperplane. The tiles so defined are parallelepipeds (except for the ones that reside on the boundaries of data space). Note that each data tile is an m-dimensional subset of the data pace. Let be an m-by-m nonsingular matrix whose each
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row is a vector perpendicular to a tile boundary. matrix is referred to as the data tile matrix. It is known that is matrix, each column of which gives the direction vector for a tile boundary (i.e., its columns define the shape of the data tile). Let be a matrix that contains the vectors that define the relations between array elements. More specifically, if, during the same iteration, two array elements and are accessed together, then is a column in (assuming that is lexicographically greater than It can be proven (but not done so here due to lack of space) that the non-zero elements in correspond to the tile-crossing edges in So, a good should maximize the number of zero elements in The entire iteration space can also be tiled in a similar way that the data space is tiled. An iteration space tile shape can be expressed using a square matrix (called the iteration tile matrix), each row of which is perpendicular to one plane of the (iteration) tile. As in the data tile case, each column of gives a direction vector for a tile boundary. It is known that, in order for an iteration tile to be legal (i.e., dependence-preserving), should be chosen such that none of the entries in is negative, where is the dependence matrix. For clarity, we write this constraint as Based on the discussion above, our tile selection problem can be formulated as follows. Given a loop nest, select an such that the corresponding does not result in circular data dependences and that has the minimum number of non-zero elements. More technically, assuming that is the access (reference) matrix,1 we have Assuming that is invertible (if not, pseudo-inverses can be used), we can obtain Therefore, the condition that needs to be satisfied is That is, we need to select an matrix such that the number of non-zero entries in is minimum and As an example, let us consider the nest in Figure 18-3(a). Since there are three references to array A, we have three columns in (one between each
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pair of distinct references). Obtaining the differences between the subscript expressions, we have



Since there are no data dependences in the code, we can select any data tile matrix that minimizes the number of non-zero entries in Assuming



we have



Recall that our objective is to minimize the number of non-zero entries in One possible choice is a = 0, b = 1, c = 1, and d = -1, which gives



Another alternative is a = -1, b = 1, c = 0, and d = –1, which results in



Note that in both the cases we zero out two entries in Now, let us consider the nested loop in Figure 18-3(b). As far as array A is concerned, while the access pattern exhibited by this nest is similar to the one above, this nest also contains data dependences (as array A is both updated and read). That is, and



Where is the data dependence matrix. Consequently, we need to select an such that



In other words, we need to satisfy and Considering the two possible solutions given above, we see that while a = 0, b = 1, c = 1, and d = –1 satisfy these inequalities a = –1, b = 1, c = 0, and d = –1 do not satisfy them. That is, the data dependences restrict our flexibility in choosing the entries of the data tile matrix Multiple references to the same array: If there are multiple references to a given array, we proceed as follows. We first group the references such that if two references are uniformly references, they are placed into the same group. Two references and are said to be uniformly generated if
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and only if For example, A[i + l][j – 1] and A [i][j] are uniformly generated, whereas A[i][j]and A[j][i] are not. Then, we count the number of references in each uniformly generated reference group, and the access matrix of the group with the highest count is considered as the representative reference of this array in the nest in question. This is a viable approach because of the following reason. In many array-intensive benchmarks, most of the references (of a given array) in a given nest are uniformly generated. This is particularly true for array-intensive image and video applications where most computations are of stencil type. Note that in our example nests in Figure 18-3, each array has a single uniformly generated reference set. Multiple arrays in a nest: If we have more than one array in the code, the process of selecting suitable data tile shapes becomes more complex. It should be noted that our approach explained above is a data space centric one; that is, we reorder the computation according to the data tile access pattern. Consequently, if we have two arrays in the code, we can end up with two different execution orders. Clearly, one of these orders might be preferable over the other. Let us assume, for the clarity of presentation, that we have two arrays, A and B, in a given nest. Our objective is to determine two data tile matrices (for array A ) and (for array B) such that the total number of non-zero elements in and is minimized. Obviously, data dependences in the code need also be satisfied (i.e., where is the iteration tile matrix). We can approach this problem in two ways. Let us first focus on If we select a suitable so that the number of non-zero elements in is minimized, we can determine an for the nest in question using this and the access matrix More specifically, (assuming that is invertible). After that, using this we can find an from An alternative way would start with then determine and after that, determine One way of deciding which of these strategies is better than the other is to look at the number of zero (or non-zero) entries in the resulting and matrices. Obviously, in both the cases, if there are data dependences, the condition needs also be satisfied. Multiple nests in a process code: Each nest can have a different iteration tile shape for the same data tile, and a legal iteration tile (for a given data tile) should be chosen for each process separately. As an example, let us focus on a process code that contains two nests (that access the same array). Our approach proceeds as follows. If there are no dependences, we first find a such that the number of non-zero entries in and is minimized. Here, and are the matrices that capture the relations between array elements in the first nest and the second nest, respectively. Then, using this we can determine and from and respectively. In these expressions, and are the access matrices in the first and the second nest, respectively. It should be noted, however, that the nests in a given process do not need to use the same data tile matrix matrix for the same array. In other words, it is possible (and in some cases actually benefi-
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cial) for each nest to select a different depending on its matrix. This is possible because our data space tiling is a logical concept; that is, we do not physically divide a given array into tiles or change the storage order of its elements in memory. However, in our context, it is more meaningful to work with a single matrix for all nests in a process code. This is because when a data tile is visited (during scheduling), we would like to execute all iteration tiles from all nests (that access the said tile). This can be achieved more easily if we work with a single data tile shape (thus, single for the array throughout the computation. There is an important point that we need to clarify before proceeding further. As mentioned earlier, our approach uses the matrix to determine the data tile shape to use. If we have only a single nest, we can build this matrix considering each pair of data references to the array. If we consider multiple nests simultaneously, on the other hand, i.e., try to select a single data tile matrix for the array for the entire program, we need to have an matrix that reflects the combined affect of all data accesses. While it might be possible to develop sophisticated heuristics to obtain such a global matrix, in this work, we obtain this matrix by simply combining the columns of individual matrices (coming from different nests). We believe that this is a reasonable strategy given the fact that most data reuse occurs within the nests rather than between the nests. 2.2. Tile traversal order



Data tiles should be visited in an order that is acceptable from the perspective of data dependences [3]. Since in selecting the iteration tiles (based on the data tiles selected) above we eliminate the possibility of circular dependences between iteration tiles, we know for sure that there exists at least one way of traversing the data tiles that lead to legal code. In finding such an order, we use a strategy similar to classical list scheduling that is frequently used in compilers from industry and academia. Specifically, given a set of data tiles (and an ordering between them), we iteratively select a data tile at each step. We start with a tile whose corresponding iteration tile does not have any incoming data dependence edges. After scheduling it, we look the remaining tiles and select a new one. Note that scheduling a data tile might make some other data tiles scheduleable. This process continues until all data tiles are visited. This is a viable approach as in general the number of data tiles for a given array is small (especially, when the tiles are large). 2.3. Restructuring process codes and code generation



It should be noted that the discussion in the last two subsections is a bit simplified. The reason is that we assumed that the array access matrices are invertible (i.e., nonsingular). In reality, most nests have different access matrices and some access matrices are not invertible. Consequently, we need
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to find a different mechanism for generation iteration tiles from data tiles. To achieve this, we employ a polyhedral tool called the Omega Library [2]. The Omega library consists of a set of routines for manipulating linear constraints over Omega sets which can include integer variables, Presburger formulas, and integer tuple relations and sets. We can represent iteration spaces, data spaces, access matrices, data tiles, and iteration tiles using Omega sets. For example, using this library, we can generate iterations that access the elements in a given portion of the array. 2.4. Overall algorithm



Based on the discussion in the previous subsections, we present the sketch of our overall algorithm in Figure 18-4. In this algorithm, in the for-loop between lines 2 and 14, we determine the array around which we need to restructure the process codes. Informally, we need to select an array such that the number of non-zero entries in should be minimum, where L being the total number of arrays in the application. To achieve this, we try each array in turn. Note that this portion of our algorithm works on the entire application code. Next, in line 15, we determine a schedule order for the processes. In this work, we do not propose a specific algorithm to achieve this; however,
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several heuristics can be used. In line 16, we restructure the process codes (i.e., tile them). 3. EXPERIMENTS 3.1. Implementation and experimental methodology



We evaluate our data space oriented process scheduling strategy using a simple in-house simulator. This simulator takes as input a program (represented as a process dependence graph), a scheduling order, a data cache configuration (associativity, cache size, and line size), and cache simulator as parameters, and records the number of cache hits/misses in the data cache and execution cycles. For cache simulations, we used a modified version of Dinero III [6]. The code transformations are implemented using the SUIF compiler infrastructure from Stanford University [1] and the Omega Library [2]. 3.2.



Benchmarks



Our benchmark suite contains five large array-intensive embedded applications. Encr implements the core computation of an algorithm for digital signature for security. It has two modules, each with eleven processes. The first module generates a cryptographically-secure digital signature for each outgoing packet in a network architecture. User requests and packet send operations are implemented as processes. The second module checks the digital signature attached to an incoming message. Usonic is a feature-based object estimation kernel. It stores a set of encoded objects. Given an image and a request, it extracts the potential objects of interest and compares them one-by-one to the objects stored in the database (which is also updated). Im-Unit is an image processing package that works with multiple image formats. It has built-in functions for unitary image transformations, noise reduction, and image morphology. MPC is a medical pattern classification application that is used for interpreting electrocardiograms and predicting survival rates. Im-An is an image analysis algorithm that is used for recognizing macromolecules. 3.3. Results



In Figure 18-5, we divide the execution time of each application into three sections: the time spent in CPU by executing instructions, the time spent in cache accesses, and the time spent in accesses to the off-chip memory. We clearly see from this graph that the off-chip memory accesses can consume significant number of memory cycles. To understand this better, we give in Figure 18-6 the execution time breakdown for the processes of the MPC benchmark. We observe that each process spends a significant portion of its
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execution cycles in waiting for off-chip memory accesses to complete. Since we know that there is significant amount of data reuse between successively scheduled processes of this application, the data presented by the graph in Figure 18-6 clearly indicates that the data cache is not utilized effectively. That is, the data left by a process in the data cache is not reused by the next process (which means poor data cache behavior). To check whether this trend is consistent when time quanta is modified, we performed another set of experiments. The graph in Figure 18-7 shows the execution time breakdown for different time quanta. The values shown in this graph are the values averaged over all benchmarks in our experimental suite. One can see that although increasing quanta leads to better cache locality, the trends observed above still holds (in fact, memory stall cycles constitute nearly 25% of the total execution cycles with our largest quanta). Figure 18-8 presents the execution time savings for all benchmarks with different cache capacities. These results indicate that even with large data cache sizes (e.g., 32 KB and 64 KB), our strategy brings significant execution time benefits. As expected, we perform better with small cache sizes. Considering the fact that data set sizes keep increasing, we expect that the results with small cache sizes indicate future trends better.
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In the last set of experiments, we compared our strategy (denoted DSOS) in Figure 18-9) with four different scheduling strategies using our default configuration. Method1 is a locality-oriented process scheduling strategy. It restructures process codes depending on the contents of the data cache. Method2 is like Method1 except that it also changes the original scheduling order in an attempt to determine the best process to schedule next (i.e., the
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one that will reuse the cache contents most). Method3 does not restructure the process codes and but tries to reorder their schedule order to minimize cache conflicts. Method4 is similar to the original (default) scheme except that the arrays are placed in memory so as to minimize the conflict misses. To obtain this version, we used extensive array padding. We see from these results that our strategy outperforms the remaining scheduling strategies for all benchmarks in our experimental suite. The reason for this is that in many cases it is not sufficient to just try to reuse the contents of the cache by considering the previously-scheduled process. 4. CONCLUDING REMARKS



Process scheduling is a key issue in any multi-programmed system. We present a locality conscious scheduling strategy whose aim is to exploit data cache locality as much as possible. It achieves this by restructuring the process codes based on data sharing between processes. Our experimental results indicate that the scheduling strategy proposed brings significant performance benefits. NOTE 1 A reference to an array can be represented by where is a linear transformation matrix called the array reference (access) matrix, is the offset (constant) vector; is a column vector, called iteration vector, whose elements written left to right represent the loop indices starting from the outermost loop to the innermost in the loop nest.
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Chapter 19 COMPILER-DIRECTED ILP EXTRACTION FOR CLUSTERED VLIW/EPIC MACHINES



Satish Pillai and Margarida F. Jacome The University of Texas at Austin, USA



Abstract. Compiler-directed ILP extraction techniques are critical to effectively exploiting the significant processing capacity of contemporaneous VLIW/EPIC machines. In this paper we propose a novel algorithm for ILP extraction targeting clustered EPIC machines that integrates three powerful techniques: predication, speculation and modulo scheduling. In addition, our framework schedules and binds operations to clusters, generating actual VLIW code. A key innovation in our approach is the ability to perform resource constrained speculation in the context of a complex (phased) optimization process. Specifically, in order to enable maximum utilization of the resources of the clustered processor, and thus maximize performance, our algorithm judiciously speculates operations on the predicated modulo scheduled loop body using a set of effective load based metrics. Our experimental results show that by jointly considering different extraction techniques in a resource aware context, the proposed algorithm can take maximum advantage of the resources available on the clustered machine, aggressively improving the initiation interval of time critical loops. Key words: ILP extraction, clustered processors, EPIC, VLIW, predication, modulo scheduling, speculation, optimization



1. INTRODUCTION



Multimedia, communications and security applications exhibit a significant amount of instruction level parallelism (ILP). In order to meet the performance requirements of these demanding applications, it is important to use compilation techniques that expose/extract such ILP and processor datapaths with a large number of functional units, e.g., VLIW/EPIC processors. A basic VLIW datapath might be based on a single register file shared by all of its functional units (FUs). Unfortunately, this simple organization does not scale well with the number of FUs [12]. Clustered VLIW datapaths address this poor scaling by restricting the connectivity between FUs and registers, so that an FU on a cluster can only read/write from/to the cluster’s register file, see e.g. [12]. Since data may need to be transferred among the machine’s clusters, possibly resulting in increased latency, it is important to develop performance enhancing techniques that take such data transfers into consideration. Most of the applications alluded to above have only a few time critical 245 A Jerraya et al. (eds.), Embedded Software for SOC, 245–259, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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kernels, i.e. a small fraction of the entire code (sometimes as small as 3%) is executed most of the time, see e.g. [16] for an analysis of the MediaBench [5] suite of programs. Moreover, most of the processing time is typically spent executing the 2 innermost loops of such time critical loop nests – in [16], for example, this percentage was found to be about 95% for MediaBench programs. Yet another critical observation made in [16] is that there exists considerably high control complexity within these loops. This strongly suggests that in order to be effective, ILP extraction targeting such time critical inner loop bodies must handle control/branching constructs. The key contribution of this paper is a novel resource-aware algorithm for compiler-directed ILP extraction targeting clustered EPIC machines that integrates three powerful ILP extraction techniques: predication, control speculation and software pipelining/modulo scheduling. An important innovation in our approach is the ability to perform resource constrained speculation in the context of a complex (phased) optimization process. Specifically, in order to enable maximum utilization of the resources of the clustered processor, and thus maximize performance, our algorithm judiciously speculates operations on the predicated modulo scheduled loop body using a set of effective load based metrics. In addition to extracting ILP from time-critical loops, our framework schedules and binds the resulting operations, generating actual VLIW code. 1.1. Background



The performance of a loop is defined by the average rate at which new loop iterations can be started, denoted initiation interval (II). Software pipelining is an ILP extraction technique that retimes [20] loop body operations (i.e., overlaps multiple loop iterations), so as to enable the generation of more compact schedules [3, 18]. Modulo scheduling algorithms exploit such technique during scheduling, so as to expose additional ILP to the datapath resources, and thus decrease the initiation interval of a loop [23]. Predication allows one to concurrently schedule alternative paths of execution, with only the paths corresponding to the realized flow of control being allowed to actually modify the state of the processor. The key idea in predication is to eliminate branches through a process called if-conversion [8]. If-conversion, transforms conditional branches into (1) operations that define predicates, and (2) operations guarded by predicates, corresponding to alternative control paths. 1 A guarded operation is committed only if its predicate is true. In this sense, if-conversion is said to convert control dependences into data dependences (i.e., dependence on predicate values), generating what is called a hyperblock [11]. Control speculation “breaks” the control dependence between an operation and the conditional statement it is dependent on [6]. By eliminating such dependences, operations can be moved out of conditional branches, and can be executed before their related conditionals are actually evaluated. Compilers
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exploit control speculation to reduce control dependence height, which enables the generation of more compact, higher ILP static schedules. 1.2. Overview The proposed algorithm iterates through three main phases: speculation, cluster binding and modulo scheduling (see Figure 19-4). At each iteration, relying on effective load balancing heuristics, the algorithm incrementally extracts/exposes additional (“profitable”) ILP, i.e., speculates loop body operations that are more likely to lead to a decrease in initiation interval during modulo scheduling. The resulting loop operations are then assigned to the machine’s clusters and, finally, the loop is modulo scheduled generating actual VLIW code. An additional critical phase (executed right after binding) attempts to leverage required data transfers across clusters to realize the speculative code, thus minimizing their potential impact on performance (see details in Section 4). To the best of our knowledge, there is no other algorithm in the literature on compiler-directed predicated code optimizations that jointly considers control speculation and modulo scheduling in the context of clustered EPIC machines. In the experiments section we will show that, by jointly considering speculation and modulo scheduling in a resource aware context, and by minimizing the impact in performance of data transfers across clusters, the algorithm proposed in this paper can dramatically reduce a loop’s initiation interval with upto 68.2% improvement with respect to a baseline algorithm representative of the state of the art.



2. OPTIMIZING SPECULATION In this Section, we discuss the process of deciding which loop operations to speculate so as to achieve a more effective utilization of datapath resources and improve performance (initiation interval). The algorithm for optimizing speculation, described in detail in Section 3, uses the concept of load profiles to estimate the distribution of load over the scheduling ranges of operations, as well as across the clusters of the target VLIW/EPIC processor. Section 2.1 explains how these load profiles are calculated. Section 2.2 discusses how the process of speculation alters these profiles and introduces the key ideas exploited by our algorithm. 2.1. Load profile calculation The load profile is a measure of resource requirements needed to execute a Control Data Flow Graph (CDFG) with a desirable schedule latency. Note that, when predicated code is considered, the branching constructs actually correspond to the definition of a predicate (denoted PD in Figure 19-1), and
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the associated control dependence corresponds to a data dependence on the predicate values(denoted p and p!). Accordingly, the operations shown in bold in Figure 19-1, Figure 19-2 and Figure 19-3 show operations that are predicated on the predicate values(either p or p!). Also note that speculation modifies the original CDFG. Consider, for example, the CDFG shown in Figure 19-2(a) and its modified version shown in Figure 19-3(a) obtained by speculating an addition operation (labeled a) using the SSA-PS transformation [9]. As can be seen in Figure 19-3(a), the data dependence of that addition operation to predicate p was eliminated and a operation, reconciling the renamed variable to its original value, was added. For more details on the SSA-PS transformation, see [9]. To illustrate how the load profiles used in the optimization process are calculated, consider again the CDFG in Figure 19-1. Note that the load profile is calculated for a given target profile latency(greater than the critical path of the CDFG). First, As Soon As Possible (ASAP) and As Late As Possible (ALAP) scheduling is performed to determine the scheduling range of each operation. For the example, operation a in Figure 19-1 has a scheduling range of 2 steps (i.e. step 1 and step 2), while all other operations have a scheduling range of a single step. The mobility of an operation is defined as
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and equals 2 for operation a. Assuming that the probability of scheduling an operation at any time step in its time frame is given by a uniform distribution [22], the contribution to the load of an operation op at time step t in its time frame is given by In Figure 19-1, the contributions to the load of all the addition operations (labeled a, c, d, f, g and h) are indicated by the shaded region to the right of the operations. To obtain the total load for type fu at a time step t, we sum the contribution to the load of all operations that are executable on resource type fu at time step t. In Figure 19-1, the resulting total adder load profile is shown. The thick vertical line in the load profile plot is an indicator of the capacity of the machine’s datapath to execute instructions at a particular time step. (In the example, we assume a datapath that contains 2 adders.) Accordingly, in step 1 of the load profile, the shaded region to the right of the thick vertical line represents an over-subscription of the adder datapath resource. This indicates that, in the actual VLIW code/schedule, one of the addition operations (i.e. either operation a, d or g) will need to be delayed to a later time step. 2.2. Load balancing through speculation



We argue that, in the context of VLIW/EPIC machines, the goal of compiler transformations aimed at speculating operations should be to “redistribute/ balance” the load profile of the original/input kernel so as to enable a more effective utilization of the resources available in the datapath. More specifically, the goal should be to judiciously modify the scheduling ranges of the kernel’s operations, via speculation, such that overall resource contention is decreased/minimized, and consequently, code performance improved. We illustrate this key point using the example CDFG in Figure 2(a), and assuming a datapath with 2 adders, 2 multipliers and 1 comparator. Figure 19-2(b) shows the adder load profile for the original kernel while Figure 19-3(a) and Figure 19-3(b) show the load profiles for the resulting CDFG’s with one and three
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(all) operations speculated, respectively [22].2 As can be seen, the load profile in Figure 19-3(a) has a smaller area above the line representing the datapath’s resource capacity, i.e., implements a better redistribution of load and, as a result, allowed for a better schedule under resource constraints (only 3 steps) to be derived for the CDFG. From the above discussion, we see that a technique to judiciously speculate operations is required, in order to ensure that speculation provides consistent performance gains on a given target machine. Accordingly, we propose an optimization phase, called OPT-PH (described in Section 3), which given an input hyperblock and a target VLIW/EPIC processor, possibly clustered, decides which operations should be speculated, so as to maximize the execution performance of the resulting VLIW code. 3. OPT-PH – AN ALGORITHM FOR OPTIMIZING SPECULATION



Our algorithm makes incremental decisions on speculating individual operations, using a heuristic ordering of nodes. The suitability of an operation for speculation is evaluated based on two metrics, Total Excess Load (TEL) and Speculative Mobility to be discussed below. Such metrics rely on a previously defined binding function (assigning operations to clusters), and on a target profile latency (see Section 2.1). 3.1. Total Excess Load (TEL)



In order to compute the first component of our ranking function, i.e. Total Excess Load (TEL), we start by calculating the load distribution profile for each cluster c and resource type fu, at each time step t of the target profile latency alluded to above. This is denoted by To obtain the cluster load for type fu, we sum the contribution to the load of all operations bound to cluster c (denoted by nodes_to_clust(c)) that are executable on resource type fu (denoted by nodes_on_typ(fu)) at time step t.



where Formally: is represented by the shaded regions in the load profiles in Figure 19-2 and Figure 19-3. Recall that our approach attempts to “flatten” out the load distribution of operations by moving those operations that contribute to greatest excess load to earlier time steps. To characterize Excess Load (EL), we take the difference between the actual cluster load, given above, and an ideal load, i.e.,
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The ideal load, denoted by is a measure of the balance in load necessary to efficiently distribute operations both over their time frames as well as across different clusters. It is given by, where and pr, i.e.,



is the number of resources of type fu in cluster c is the average cluster load over the target profile latency



As shown above, if the resulting average load is smaller than the actual cluster capacity, the ideal load value is upgraded to the value of the cluster capacity. This is performed because load unbalancing per se is not necessarily a problem unless it leads to over-subscription of cluster resources. The average load and cluster capacity in the example of Figure 19-2 and Figure 19-3 are equal and, hence, the ideal load is given by the thick vertical line in the load profiles. The Excess Load associated with operation op, EL(op), can now be computed, as the difference between the actual cluster load and the ideal load over the time frame of the operation, with negative excess loads being set to zero, i.e.,



where operation op is bound to cluster clust(op) and executes on resource type typ(op). In the load profiles of Figure 19-2 and Figure 19-3, excess load is represented by the shaded area to the right of the thick vertical line. Clearly, operations with high excess loads are good candidates for speculation, since such speculation would reduce resource contention at their current time frames, and may thus lead to performance improvements. Thus, EL is a good indicator of the relative suitability of an operation for speculation. However, speculation may be also beneficial when there is no resource over-subscription, since it may reduce the CDFG’s critical path. By itself, EL would overlook such opportunities. To account for such instances, we define a second suitability measure, which “looks ahead” for empty scheduling time slots that could be occupied by speculated operations. Accordingly, we define Reverse Excess Load (REL) to characterize availability of free resources at earlier time steps to execute speculated operations:



This is shown by the unshaded regions to the left of the thick vertical line in the load profiles of Figure 19-2 and Figure 19-3.



252



Chapter 19



We sum both these quantities and divide by the operation mobility to obtain Total Excess Load per scheduling time step.



3.2. Speculative mobility



The second component of our ranking function, denoted is an indicator of the number of additional time steps made available to the operation through speculation. It is given by the difference between the maximum ALAP value over all predecessors of the operation, denoted by pred(op), before and after speculation. Formally:



3.3. Ranking function



The composite ordering of operations by suitability for speculation, called Suit(op), is given by: Suit(op) is computed for each operation that is a candidate for speculation, and speculation is attempted on the operation with the highest value, as discussed in the sequel. 4. OPTIMIZATION FRAMEWORK



Figure 19-4 shows the complete iterative optimization flow of OPT-PH. During the initialization phase, if-conversion is applied to the original CDFG – control dependences are converted to data dependences by defining the appropriate predicate define operations and data dependence edges, and an initial binding is performed using a modified version of the algorithm presented in [15]. Specifically, the initial phase of this binding algorithm was implemented in our framework along with some changes specific to the SSAPS transformation [9], as outlined below. The original algorithm adds a penalty for every predecessor of an operation that is bound to a cluster different from the cluster to which the operation itself is being tentatively bound. In our version of the algorithm, such penalty is not added if the predecessor is a predicated move operation. The reason for this modification is the fact that predicated move operations realizing the reconciliation (i.e. [9]) functions may themselves be used to perform required (i.e. binding related) data transfers across clusters and thus may actually not lead to a performance penalty. After the initialization phase is performed, the algorithm enters an itera-
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tive phase. First it decides on the next best candidate for speculation. The ranking function used during this phase has already been described in detail in Section 3. The simplest form of speculating the selected operation is by deleting the edge from its predecessor predicate define operation (denoted predicate promotion [6]). In certain cases, the ability to speculate requires renaming and creating a new successor predicated move operation for reconciliation (denoted SSA-PS [9]). After speculation is done, binding is performed using the binding algorithm described above. The next optimization phase applies the critical transformation of collapsing binding related move operations with reconciliation related predicated moves, see [9]. Finally a modulo scheduler schedules the resulting Data Flow Graph (DFG). A two level priority function that ranks operations first by lower alap and next by lower mobility is used by the modulo scheduler. If execution latency is improved with respect to the previous best result, then the corresponding schedule is saved. Each new iteration produces a different binding function that considers the modified scheduling ranges resulting from the operation speculated in the previous iteration. The process continues iteratively, greedily speculating operations, until the termination condition is satisfied. Currently this condition is simply a threshold on the number of successfully speculated operations, yet more sophisticated termination conditions can very easily be included. Since the estimation of cluster loads as well as the binding algorithm depend on the assumed profile latency, we found experimentally that it was important to search over different such profile latencies. Thus, the iterative process is repeated for various profile latency values, starting from the ASAP latency of the original CDFG and incrementing it upto a given percentage of the critical path (not exceeding four steps).
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5. PREVIOUS WORK



We discuss below work that has been performed in the area of modulo scheduling and speculation. The method presented in [19] uses control speculation to decrease the initiation interval of modulo scheduled of loops in control-intensive non-numeric programs. However, since this method is not geared towards clustered architectures, it does not consider load balancing and data transfers across clusters. A modulo scheduling scheme is proposed in [24] for a specialized clustered VLIW micro-architecture with distributed cache memory. This method minimizes inter-cluster memory communications and is thus geared towards the particular specialized memory architecture proposed. It also does not explicitly consider conditionals within loops. The software pipelining algorithm proposed in [26] generates a near-optimal modulo schedule for all iteration paths along with efficient code to transition between paths. The time complexity of this method is, however, exponential in the number of conditionals in the loop. It may also lead to code explosion. A state of the art static, compiler-directed ILP extraction technique that is particularly relevant to the work presented in this paper is standard (ifconversion based) predication with speculation in the form of predicate promotion [6] (see Section 4), and will be directly contrasted to our work. A number of techniques have been proposed in the area of high level synthesis for performing speculation. However, some of the fundamental assumptions underlying such techniques do not apply to the code generation problem addressed in this paper, for the following reasons. First, the cost functions used for hardware synthesis(e.g. [10, 13]), aiming at minimizing control, multiplexing and interconnect costs, are significantly different from those used by a software compiler, where schedule length is usually the most important cost function to optimize. Second, most papers (e.g. [4, 14, 21, 27, 28]) in the high level synthesis area exploit conditional resource sharing. Unfortunately, this cannot be exploited/accommodated in the actual VLIW/EPIC code generation process, because predicate values are unknown at the time of instruction issue. In other words, two micro-instructions cannot be statically bound to the same functional unit at the same time step, even if their predicates are known to be mutually exclusive, since the actual predicate values become available only after the execute stage of the predicate defining instruction, and the result (i.e. the predicate value) is usually forwarded to the write back stage for squashing, if necessary. Speculative execution is incorporated in the framework of a list scheduler by [7]. Although the longest path speculation heuristic proposed is effective, it does not consider load balancing, which is important for clustered architectures. A high-level synthesis technique that increases the density of optimal scheduling solutions in the search space and reduces schedule length is proposed in [25]. Speculation performed here, however, does not involve renaming of variable names and so code motion is comparatively restricted. Also there is no merging of control paths performed, as done by predication.
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Certain special purpose architectures, like transport triggered architectures, as proposed in [1], are primarily programmed by scheduling data transports, rather than the CDFG’s operations themselves. Code generation for such architectures is fundamentally different, and harder than code generation for the standard VLIW/EPIC processors assumed in this paper, see [2]. 6. EXPERIMENTAL RESULTS



Compiler algorithms reported in the literature either jointly address speculation and modulo scheduling but do not consider clustered machines, or consider modulo scheduling on clustered machines but cannot handle conditionals i.e., can only address straight code, with no notion of control speculation (see Section 5). Thus, the novelty of our approach makes it difficult to experimentally validate our results in comparison to previous work. We have however devised an experiment that allowed us to assess two of the key contributions of this paper, namely, the proposed load-balancing-driven incremental control speculation and the phasing for the complete optimization problem. Specifically, we compared the code generated by our algorithm to code generated by a baseline algorithm that binds state of the art predicated code (with predicate promotion only) [6] to a clustered machine and then modulo schedules the code. In order to ensure fairness, the baseline algorithm uses the same binding and modulo scheduling algorithms implemented in our framework. We present experimental results for a representative set of critical loop kernels extracted from the MediaBench [5] suite of programs and from TI’s benchmark suite [17] (see Table 19-1). The frequency of execution of the Table 19-1. Kernel characteristics. Kernel
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selected kernels for typical input data sets was determined to be significant. For example, the kernel Lsqsolve from the least squares solver in the rasta distribution, one of the kernels where OPT-PH performs well, takes more than 48% of total time taken by the solver. Similarly, Jquant, the function find_nearby_colors() from the Jpeg program, yet another kernel where OPT-PH performs well, takes more than 12% of total program execution time. The test kernels were manually compiled to a 3-address like intermediate representation that captured all dependences between instructions. This intermediate representation together with a parameterized description of a clustered VLIW datapath was input to our automated optimization tool (see Figure 19-4). Four different clustered VLIW datapath configurations were used for the experiments. All the configurations were chosen to have relatively small clusters since these datapath configurations are more challenging to compile to, as more data transfers may need to be scheduled. The FU’s in each cluster include Adders, Multipliers, Comparators, Load/Store Units and Move Ports. The datapaths are specified by the number of clusters followed by the number of FU’s of each type, respecting the order given above. So a configuration denoted 3C: |1|1|1|1|1| specifies a datapath with three clusters, each cluster with 1 FU of each type. All operations are assumed to take 1 cycle except Read/Write, which take 2 cycles. A move operation over the bus takes 1 cycle. There are 2 intercluster buses available for data transfers. Detailed results of our experiments (15 kernels compiled for 4 different datapath configurations) are given in Table 19-2. For every kernel and datapath configuration, we present the performance of modulo scheduled standard predicated code with predicate promotion (denoted Std. Pred-MOD) compared to that of code produced by our approach (denoted OPT-PH-MOD). As can be seen, our technique consistently produces shorter initiation intervals and gives large increases in performance, upto a maximum of 68.2%. This empirically demonstrates the effectiveness of the speculation criteria and load balancing scheme developed in the earlier Sections. The breaking of control dependences and efficient redistribution of operation load both over their time frames as well as across clusters, permits dramatic decreases in initiation interval. Finally, although the results of our algorithm cannot be compared to results produced by high level synthesis approaches (as discussed in Section 5), we implemented a modified version of the list scheduling algorithm proposed in [7], that performed speculation “on the fly”, and compared it to our technique. Again, our algorithm provided consistently faster schedules with performance gains upto 57.58%. 7. CONCLUSIONS



The paper proposed a novel resource-aware algorithm for compiler-directed ILP extraction targeting clustered EPIC machines. In addition to extracting
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Table 19-2. Initiation interval. Kernel
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ILP from time-critical loops, our framework schedules and binds the resulting operations, generating actual VLIW code. Key contributions of our algorithm include: (1) an effective phase ordering for this complex optimization problem; (2) efficient load balancing heuristics to guide the optimization process; and (3) a technique that allows for maximum flexibility in speculating individual operations on a segment of predicated code.
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Chapter 20 STATE SPACE COMPRESSION IN HISTORY DRIVEN QUASI-STATIC SCHEDULING
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Abstract. This paper presents efficient compression techniques to avoid the state space explosion problem during quasi-static task scheduling of embedded, reactive systems. Our application domain is targeted to one-processor software synthesis, and the scheduling process is based on Petri net reachability analysis to ensure cyclic, bounded and live programs. We suggest two complementary compression techniques that effectively reduce the size of the generated schedule and make the problem tractable for large specifications. Our experimental results reveal a significant reduction in algorithmic complexity (both in memory storage and CPU time) obtained for medium and large size problems. Key words: hash table, state explosion, quasi-static scheduling



1. INTRODUCTION



During the last years, the use of design methodologies based on formal methods has been encouraged as a means to tackle the increasing complexity in the design of electronic systems. However, traditional formal verification methods such as model checking or reachability analysis have the drawback of requiring huge computing resources. In this paper we address the problem of software synthesis for embedded, reactive systems, using Petri nets (PNs) as our underlying formal model and reachability analysis as a way to formally obtain a valid quasi-static task schedule that ensures cyclic, buffer bounded, live programs [2]. To overcome the state space explosion problem that is inherent to the reachability analysis, we suggest two complementary techniques for schedule compression. The first technique explores the reachability space at a coarser granularity level by doing scheduling in big moves that combine the firing of several transitions at once. The second technique uses a dynamic, history based criterion that prunes the state space of uninteresting states for our application domain. The paper is organized as follows. Next section reviews previous work related to the reduction of the state space explosion. Section 3 states the 261 A Jerraya et al. (eds.), Embedded Software for SOC, 261–274, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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problem definition. In section 4 we present techniques that identify promising sequences of transitions to be fired as a single instance during scheduling. Section 5 describes procedures to eliminate repetitions of markings included in the resulting schedule, and presents the results obtained for several experiments. Section 6 concludes the paper. 2. RELATED WORK



The detection of symmetries as a method to mitigate the state explosion problem has been previously studied in [8]. This approach has the drawback of its computational complexity, which is exponential with respect to the graph size. The reduction theory tries to overcome this problem by performing a controlled simplification of the system specification. In [7] a series of transformations that preserve liveness, safety and boundedness in ordinary PNs are introduced. However, the situations modeled by these rules can be considered somewhat simple. In section 4 we show a powerful approach that combines behavioural and structural information to achieve higher levels of reduction. Partial order methods are other approach to avoid the state repetitions that has been successfully employed, for example, in the formal verifier SPIN [9]. Specifically, the persistent set theory [5] allows verifying properties that only depend on the final state of the system and not on the history of traversed states. Unfortunately this method cannot be applied to our case, as we will see in section 3. Similarly, the theory of unfoldings [4] has been mainly developed for safe PNs while our application uses unbounded nets. A different approach consists in storing the state space in a memory efficient manner. Implicit enumeration methods such as binary decision diagrams, BDDs, or interval decision diagrams, IDDs, aim at this goal [11]. However, the construction of these graphs tends to be time consuming and their performance highly depends on the specific problem. This makes them unattractive for our applications. Hash tables [6] are another way to manage the storage of the reached states. We will use them in our work due to their simplicity and high efficiency. 3. PROBLEM DEFINITION



Our synthesis problem belongs to the same class that was introduced in [2]. We deal with a system specification composed of concurrent processes. Each process may have input and output ports to communicate with other processes or with the environment. Ports communicating with the environment are called primary ports. Primary ports written by the environment are called uncontrollable since the arrival of events to them is not regulated by the system.
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The communication through ports occurs by means of unidirectional, pointto-point channels. One of the main steps of our software synthesis methodology is the generation of a task schedule, verifying that (1) it is a cyclic schedule, (2) it has no deadlocks and (3) the schedule requires bounded memory resources (in other words, the cyclic execution of the program makes use of a finite number of buffers). The system is specified in a high level language similar to C but modified to allow communication operations. Processes are described as sequential programs that are executed concurrently. Later this specification is compiled to its underlying Petri net model. The scheduling process is carried out by means of reachability analysis for that Petri net [2, 7]. Traditionally, each of the processes of the system specification will be separately compiled on the target architecture. On the contrary, our synthesis process builds a set of tasks from the functional processes that are present in the starting specification. Each task is associated to one uncontrollable input port and performs the operations required to react to an event of that port. The novel idea is that those tasks may differ from the user specified processes. The compiler transformations are applied on each of these tasks, therefore optimizing the code that must be executed in response to an external event. Figure 20-1. A sketches this idea. It depicts two processes A and B, each of them reading data from its corresponding ports. Processes communicate by means of the channel C. However, the data that process B reads from port is processed independently of the data read from channel C. Hence, an efficient scheduling algorithm could reorder the source code to construct the threads 1 and 2 depicted in Figure 20-1.B. In this way, architecture specific optimizations will be performed on these separate code segments or tasks. Next sections introduce the fundamentals of the scheduling approach used in our software synthesis methodology.
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3.1. Petri net fundamentals



A Petri net, PN is a tuple (P, T, F, where P and T are sets of nodes of place or transition type respectively [7]. F is a function of to the set of non-negative integers. A marking M is a function of P to the set of non-negative integers. A number of tokens of p in M, where p is a place of the net, equals to the value of the function M for p, that is, M[p]. If M[p] > 0 the place is said to be marked. Intuitively, the marking values of all the places of the net constitute the system state. A PN can be represented as a bipartite directed graph, so that in case the function F(u, v) is positive, there will exist an edge [u, v] between such graph nodes u and v. The value F(u, v) is the edge weight. A transition t is enabled in a marking M if In this case, the transition can be fired in the marking M, yielding a new marking given by A marking is reachable from the initial marking if there exists a sequence of transitions that can be sequentially fired from to produce Such a sequence is said to be fireable from The set of markings reachable from is denoted The reachability graph of a PN is a directed graph in which is a set of nodes and each edge corresponds to a PN transition, t, such that the firing of t from marking M gives A transition t is called source transition if A pair of non source transitions and are in equal conflict if An equal conflict set, ECS is a group of transitions that are in equal conflict. A place is a choice place if it has more than one successor transition. If all the successor transitions of a choice place belong to the same ECS, the place is called equal choice place. A PN is Equal Choice if all the choice places are equal. A choice place is called unique choice if in every marking of that place cannot have more than one enabled successor transition. A uniquechoice Petri net, UCPN, is one in which all the choice places are either unique or equal. The PNs obtained after compiling our high-level specification present unique-choice ports. 3.2. Conditions for valid schedules



A schedule for a given PN is a directed graph where each node represents a marking of the PN and each edge joining two nodes stands for the firing of an enabled transition that leads from one marking to another. A valid schedule has five properties. First, there is a unique root node, corresponding to the starting marking. Second, for every marking node v, the set of edges that start from v must correspond to the transitions of an enabled ECS. If this ECS is a set of source transitions, v is called an await node. Third, the nodes v and w linked by an edge t are such that the marking w is obtained after firing
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transition t from marking v. Fourth, each node has at least one path to one await node. Fifth, each await node is on at least one cycle. As a consequence of these properties, valid schedules are cyclic, bounded and have no deadlocks. 3.3. Termination conditions in the state space exploration



The existence of source transitions in the PN results in an infinite reachability graph since the number of external events that can be generated is unlimited. Therefore, the design space that is explored must be pruned. Our implementation employs two types of termination criteria: static and dynamic. The static criterion consists in stopping the search whenever the buffer size of a given port exceeds the bounds established by the designer. Besides, we employ a dynamic criterion based on two steps (see [2] for further details): 1. First, the static port bounds, called place degrees, are imposed. The degree



of a place p is the maximum of (a) the number of tokens of p in the initial marking and (b) the maximum weight of the edges incoming to p, plus the maximum weight of the edges outgoing from p minus one. A place of a PN is saturated when its token number exceeds the degree of the place. 2. During the reachability graph construction, a marking will be discarded if it is deemed as irrelevant. A marking w is irrelevant if there exists a predecessor, v, such that for every place p of the marking M(v) of v, it is verified that (1) p has at least the same number of tokens in the marking M(w) (and possibly more) and (2) if p has more tokens in M(w) than in M(v), then the number of tokens of p in M(v) is equal or greater than the degree of p. 3.4. Scheduling algorithm



The scheduling algorithm is based on a recursive approach using two procedures (proc1 and proc2) that alternatively call each other. Procedure proc1 receives a node representing a marking and iteratively explores all the enabled ECSs of that node. Exploring an ECS is done by calling procedure proc2. This one iteratively explores all the transitions that compose that ECS. The exploration of a transition is done by computing the marking node produced after firing it and calling proc1 for that The exploration of a path is terminated in procedure proc2 when one of the following three outcomes happen: Finding an Entry Point (EP) for the (an EP is a predecessor of with exactly the same marking). The is irrelevant with regard to some predecessor. The marking of exceeds the maximum number of tokens specified by the user for some of the ports.
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The first outcome leads to a valid schedule constructed so far. If, after returning from the recursive calls we find that the schedule is not valid we would re-explore the path again. To exhaustively explore the subgraph that exists after a given node v all the ECSs enabled in v must be explored. This is controlled by procedure proc1. The latter two outcomes do not produce a valid schedule. Hence, after returning from the recursive call, a re-exploration of new paths will be done providing that there are still paths that have not been exhaustively explored. 4. REDUCING THE SIZE OF A SCHEDULE



Scheduling deals with an unbounded reachability space stemming from source transitions of the PN given as the specification. Termination criteria make the space under analysis bounded, but it is still very large in general. The efficiency of a scheduling procedure essentially depends on the ways of compacting the explored space. Compression techniques introduced in this section explore the reachability space at a coarser granularity level by identifying sequences of transitions fireable at given markings rather than firing a single transition at a time. 4.1.



Trace-based compression



The motivation behind a trace-based compression is given by a simple example of a multi-rate producer-consumer system (see Figure 20-2). In this system a single iteration of the producer requires the consumer to iterate twice. A corresponding schedule is shown in Figure 20-2(b). Clearly if a scheduler can identify that it needs to fire twice the sequence of transitions corresponding to a single iteration of the consumer, then it could fire this sequence as a whole without firing individual transitions of the sequence. This would avoid storing internal markings of the consumer’s iteration and would compress a schedule (see Figure 20-2(c)).
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Two questions need to be answered in applying the above compression technique.



1. How to choose a sequence of transitions which should be fired at once? 2. How to determine upfront that this sequence of transitions is fireable? Let us first consider the second question, while the first question will be addressed in the Section 4.2. We use marking equations to check if a sequence of transitions is fireable. Since self-loops introduce inaccuracy in calculating the fireable transitions in the marking equations, let us assume in the rest of this section that a specification is provided as a PN without self-loops.1 In the sequel, we may use a term trace to refer to a sequence of transitions. DEFINITION 1 (Consumption index of a trace). Let a trace S, firing from a marking produce a sequence of markings A consumption index of a place p with respect to is the maximum across all Informally, shows how much the original token count for a place p deviates while executing a trace S from a marking Applying the marking equations, the following is immediately implied: PROPERTY 1. A trace S, fireable from a marking marking if and only if



is fireable from a



Let us illustrate the application of this trace-based compression with the producer-consumer example in Figure 20-2. When a scheduler has executed a trace t3, t4 from a marking it could compute the consumption indexes for that trace as:



From this a scheduler can conclude that t3, t4 is fireable from because according to Property 1 this marking has enough token resources for executing the considered trace. Note that once a trace is known to be fireable at a given marking, the marking obtained after firing the trace can be analytically obtained by the marking equation. The scheduler can therefore fire the trace at once and compute the resulting marking, as shown in Figure 20-2(c). 4.2. Path-based compression



The technique shown in the previous section relies on a scheduler to find candidate traces for compressing a schedule. This leaves the first question unanswered: how to find such candidate traces in the first place. This could be addressed through the analysis of the structure of the specification PN.
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Let be an acyclic path through PN nodes (places and transitions). The direction of edges in the path L defines a sequence of the transitions of L, in the order that appears in the path. We say that L is fireable at a given marking if the sequence of transitions defined in this way is fireable at the marking. We consider a sequence of markings of a path as follows. DEFINITION 2 (Marking sequence of a path). A marking sequence M(L) of a path is obtained by the consecutive application of marking equations for firing transitions starting from a marking where We call the intrinsic final marking of L. DEFINITION 3 (Consumption index of a path). A consumption index of a place p with respect to a path L is the maximum of over all that belong to a marking sequence M(L), i.e. The statement similar to Property 1 links consumption indexes of a path with the path fireability. PROPERTY 2. A path L is fireable from a marking M if and only if The efficiency of the path-based compression strongly depends upon the choice of the candidate paths. In general, a PN graph has too many paths to be considered exhaustively. However the specification style might favour some of the paths with respect to others. For example it is very common to encapsulate the conditional constructs within a single block. The good specification styles usually suggest entering such blocks through the head (modelled in PN by a choice place) and exiting them through the tail (modelled in PN by a merge place). These paths are clearly good candidates to try during compression. Another potential advantage of paths from conditional constructs is that several of them might start from the same place and end with the same place. If they have the same consumption indexes and if their intrinsic final markings are the same, then only one of the paths needs to be stored because the conditions and final result of their firings are the same. Such alternative paths in PN are called schedule-equivalent. A simple example of a code with conditional is shown in Figure 20-3, where the last parameter of each port access indicates the number of tokens to read or write. Paths and correspond to alternative branches of computation and, as it is easy to see, are schedule-equivalent because they both start from the same place end by the same place and consume the same number of tokens from input port IN with the same
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intrinsic final markings. Therefore in a compressed schedule they can be merged in a single transition corresponding to the final result of firing L1 or L2. Note, that such merging is not possible by any known reduction technique based on structural information solely. It is a combination of structural and behavioural information that significantly expands the capabilities of reduction. Let us formally check whether they can be fired from the initial marking shown in Figure 20-3. The marking sequence of a path L1 e.g. is From this sequence one computes the consumption indexes: while for the rest of the places the consumption indexes are 0. Then, following Property 2 it is easy to conclude that transitions from the path L1 are fireable under the initial marking of Figure 20-3. Trace-based and path-based compressions are appealing techniques to reduce the complexity of scheduling procedures. An orthogonal approach for simplification of schedules is presented in next section. 5. AVOIDING REPETITION OF SCHEDULE STATES



In the conventional procedure from [2] during generation of a schedule its states are pruned looking at their prehistory only. Due to choices in a specification, the states with the same markings could be generated in alternative branches of computation. Because of this some compression possibilities might be overlooked. This section suggests an improvement over the conventional algorithm by removing repeated markings from alternative branches as well. Due to the special constraints that our synthesis application presents, the approach we have finally implemented to reduce the exploration space is based on hash tables. Hash tables are a much less complex method to store old
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reached states than implicit representation methods. But, more importantly, their performance is much less problem dependent than that of BDDs or IDDs. The main problem of hash tables is the existence of collisions. When the table is finite, two or more indexes can be mapped to the same table location, originating a collision. Several solutions can be applied, depending on the kind of verification that has to be done. Since we need to store all the generated states, we must discard the use of recent methods such as the bitstate hashing [3] used in the SPIN tool [9] or hash compaction [10], in which collisions produce the loss of states. To tackle the collisions we will employ hash tables with subtables implemented by means of chained lists [6]. 5.1. New scheduling algorithm



In our application, the concept of predecessor node plays a key role. When a new marking is generated it is important to know whether it is irrelevant, what forces to keep information about its predecessors. Thus, it is essential to maintain the scheduling graph structure. In other words, it is not sufficient to keep a set of previously reached states. On the contrary, the order relations among the markings must be stored. Hence, we still keep the current portion of the reachability graph that constitutes a valid schedule. The scheduling algorithm after including the hash table remains basically the same. The only difference lies in the termination conditions presented in section 3.3. Now, a new termination criterion must be considered. The search will also be stopped whenever a new marking node v has the same marking as a previously reached node w. In this case the schedule from v will be identical to that from w. Hence node v will be merged to node w. In the next sections we will devise a process model that will allow us to assess the amount of repeated states. Then we will perform some experiments to show the practical benefits, in terms of algorithmic complexity reduction, obtained after the incorporation of the hash tables. 5.2. Modeling the number of repeated states



Our implementation is based on a hash table with a chaining scheme to handle the occurrence of collisions. We apply a hash function based on the xor logic function to the key string that defines each marking. This function is inspired on that appearing in [1]. When the hash table is filled to a 75% of its capacity, it is enlarged one order of magnitude. The amount of repetitions produced by the cyclic execution of a process, can be assessed analyzing each single connected component (SCC) of For the moment, we will assume there is only a conditional inside the SCC. If we call the place that starts the cyclic execution of (entry point of ), we can consider that the conditional partitions the SCC in the following sections:
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to the choice place.



from the merging place to



Branch paths those places belonging to each of the branches of the conditional. Given a conditional formed by branches, the places belonging to a branch path will not belong to any of the other branch paths of the same conditional. Assuming that the application execution starts in process with the marking of the number of repeated states will be equal to the number of states produced by: 1. Traversing the successor path, plus Table 20-1. Scheduling results. System 1 WO



# Places # Transitions # States # Repeated states CPU time (sec.) Memory (KB)



W



System 2 I%



W



I%



26 24



10 10 19 5 0 49.7



WO



System 3



14 0 0.01 60.23



26 -21



17 309 257 52 0 0.25 0.21 16 331 337 -2



W



WO



I%



34 29 356 694 338 0 0.6 1.03 614.4 542



49 42 12



2. Scheduling a cycle of each of the processes reading from ports that were written during step 1 or during the traversal of the paths The entry point for one of these cycles is the port used by the process to communicate with



After performing steps 1 and 2, the schedule will have produced a cycle with respect to the starting marking These concepts are summarized in the following equation:



where is the number of states contained in the cyclic schedule of process and is the number of conditional branches. The number of repeated states of this schedule is equal to If there were more than one conditional in the SCC, equation (1) should be applied to each of the subsections in which those conditionals would divide the SCC. If were composed of several SCCs, equation (1) should be applied to all of them. Also, as the different paths are traversed, it may be necessary either to provide or consume the necessary tokens of the ports accessed during
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the traversal. As we are seeking cyclic schedules, the processes that are involved in this token transactions must return to their original state. This means that a cycle of these processes must also be executed. All the produced states would add to the total number of computed repeated states. 5.3. Experimental results



The techniques introduced in this section have been tested with several examples. Tables 20-1 and 20-2 offer the scheduling results, performed on a AMD Athlon processor running at 700 MHz with 753 MB of RAM. Columns labelled with WO were obtained without employing the hash table. Table 20-2. Scheduling results (com.). System 4 WO



# Places # Transitions # States # Repeated states CPU time (sec.) Memory (KB)



W



34 30 2056 702 0 1017 3.11 1.03 1204 843



MPEG



System 5 W



I%



WO



66 67 30



34 30 1016 2987 0 1500 1.74 5.43 1132 1687



I%



WO



W



66 68 33



115 106 4408 108 0 3805 23.12 0.53 2226 462



I%



97 98 79



Columns tagged with W show results with the hash table. The columns labelled with I show the percentage improvement both in memory and CPU time obtained if hash tables are used. All the examples are variations of a producer-consumer system targeted to multi-media applications such as video decoding. The processes com-municate through FIFO buffers. System 1 is composed of two processes with a producing/consuming rate (pcr) equal to two. System 2 incorporates a controller to better manage the synchronization among processes, and the pcr is equal to 48 in this case. System 3 has the same pcr but includes some additional processes that perform filtering functions on the data the producer sends to the consumer. System 4 is equivalent to System 3 but including two conditionals in the SCC, each one with two equivalent branches. Finally, System 5 is identical to System 4 except that its pcr is equal to 70. On the other hand, MPEG is a real world example of an MPEG algorithm composed of five processes. In System 1 the memory overhead introduced by the hash table is larger than the reduction obtained by avoiding the state repetition. This is so because the small size of this example produces few states to explore. However, the rest of examples show that as the number of conditionals increases and as the difference between the producing and the consuming rates raises, the benefits in CPU time and consumed memory obtained when using hash tables soar up.
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In the case of the MPEG example the improvements achieved when using the hash table are spectacular. This is mainly due to the presence of many quasi-equivalent paths. A noteworthy aspect is that due to the employment of search heuristics to select the next ECS to fire, the schedules obtained when using hash tables can be different from those generated in their absence. As can be deduced from the former tables, the number of different states in the schedule tends to be lower when the hash table is used. Since the reachability graph needs to be traversed by the code generation phase, this means that the obtained schedule could potentially be more efficient and help to produce code of better quality. 6. CONCLUSIONS



In this paper we have addressed the problem of reducing the solution space explored during quasi-static scheduling in a software synthesis methodology for one-processor, embedded, reactive systems. We have studied different ways to compress the state space to reduce the size of the schedule. We have shown that the structure of the specification PN can be examined to identify sequences of traces that could be fired at once during the scheduling with the help of marking equations. Further, we have shown that a scheme based on the use of efficient hash tables provides an effective way to eliminate state repetitions. The experimental results we have obtained demonstrate the usefulness of our technique, yielding outstanding reductions in the CPU time and memory consumed by the scheduling algorithm for large-scale, real world problems. ACKNOWLEDGEMENTS
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This requirement does not impose restrictions because any PN with self-loops can be transformed into self-loop-free PN by inserting dummy transitions.
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Abstract. System design methodology is poised to become the next big enabler for highly sophisticated electronic products. Design verification continues to be a major challenge and simulation will remain an important tool for making sure that implementations perform as they should. In this paper we present algorithms to automatically generate C++ checkers from any formula written in the formal quantitative constraint language, Logic Of Constraints (LOC). The executable can then be used to analyze the simulation traces for constraint violation and output debugging information. Different checkers can be generated for fast analysis under different memory limitations. LOC is particularly suitable for specification of system level quantitative constraints where relative coordination of instances of events, not lower level interaction, is of paramount concern. We illustrate the usefulness and efficiency of our automatic trace verification methodology with case studies on large simulation traces from various system level designs. Key words: quantitative constraints, trace analysis, logic of constraints



1. INTRODUCTION



The increasing complexity of embedded systems today demands more sophisticated design and test methodologies. Systems are becoming more integrated as more and more functionality and features are required for the product to succeed in the marketplace. Embedded system architecture likewise has become more heterogeneous as it is becoming more economically feasible to have various computational resources (e.g. microprocessor, digital signal processor, reconfigurable logics) all utilized on a single board module or a single chip. Designing at the Register Transfer Level (RTL) or sequential C-code level, as is done by embedded hardware and software developers today, is no longer efficient. The next major productivity gain will come in the form of system level design. The specification of the functionality and the architecture should be done at a high level of abstraction, and the design procedures will be in the form of refining the abstract functionality and the abstract architecture, and of mapping the functionality onto the architecture through automatic tools or manual means with tools support [1, 2]. High level design procedures allow the designer to tailor their architecture to the functionality at hand or to modify their functionality to suit the available architectures (see 275 A Jerraya et al. (eds.), Embedded Software for SOC, 275–285, 2003. © 2003 Kluwer Academic Publishers. Printed in the Netherlands.
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Figure 21-1). Significant advantages in f l e x i b i l i t y of the design, as compared to today’s fixed architecture and a priori partitioning approach, can result in significant advantages in the performance and cost of the product. In order to make the practice of designing from high-level system specification a reality, verification methods must accompany every step in the design flow from high level abstract specification to low level implementation. Specification at the system level makes formal verification possible [3]. Designers can prove the property of a specification by writing down the property they want to check in some logic (e.g. Linear Temporal Logic (LTL) [4], Computational Tree Logic (CTL) [5]) and use a formal verification tool (e.g. Spin Model checker [6, 7], Formal-Check [8], SMV [9]) to run the verification. At the lower level, however, the complexity can quickly overwhelm the automatic tools and the simulation quickly becomes the workhorse for verification. The advantage of simulation is in its simplicity. While the coverage achieved by simulation is limited by the number of simulation vectors, simulation is still the standard vehicle for design analysis in practical designs. One problem of simulation-based property analysis is that it is not always straightforward to evaluate the simulation traces and deduce the absence or presence of an error. In this paper, we propose an efficient automatic approach to analyze simulation traces and check whether they satisfy quantitative properties specified by denotational logic formulas. The property to be verified is written in Logic of Constraints (LOC) [10], a logic particularly suitable for specifying constraints at the abstract system level, where coordination of executions, not the low level interaction, is of paramount concern. We then automatically generate a C++ trace checker from the quantitative LOC formula. The checker analyzes the traces and reports any violations of the LOC formula. Like any other simulation-based approach, the checker can only disprove the LOC formula (if a violation is found), but it can never prove it
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conclusively, as that would require analyzing infinitely many traces. The automatic checker generation is parameterized, so it can be customized for fast analysis for specific verification environment. We illustrate the concept and demonstrate the usefulness of our approach through case studies on two system level designs. We regard our approach as similar in spirit to symbolic simulation [11], where only particular system trajectory is formally verified (see Figure 21-2). The automatic trace analyzer can be used in concert with model checker and symbolic simulator. It can perform logic verification on a single trace where the other approaches failed due to excessive memory and space requirement. In the next section, we review the definition of LOC and compare it with other forms of logic and constraint specification. In section 3, we discuss the algorithm for building a trace checker for any given LOC formula. We demonstrate the usefulness and efficiency with two verification case studies in section 4. Finally, in section 5, we conclude and provide some future directions.



2. LOGIC OF CONSTRAINTS (LOC)



Logic Of Constraints [10] is a formalism designed to reason about simulation traces. It consists of all the terms and operators allowed in sentential logic, with additions that make it possible to specify system level quantitative constraints without compromising the ease of analysis. The basic components of an LOC formula are: event names: An input, output, or intermediate signal in the system. Examples of event names are “in”, “out”, “Stimuli”, and “Display”; instances of events: An instance of an event denotes one of its occurrence in the simulation trace. Each instance is tagged with a positive integer index, strictly ordered and starting from “0”. For example, “Stimuli[0]” denotes the first instance of the event “Stimuli” and “Stimuli[1]” denotes the second instance of the event;



278



Chapter 21



index and index variable: There can be only one index variable i, a positive integer. An index of an event can be any arithmetic operations on i and the annotations. Examples of the use of index variables are “Stimuli[i]”, “Display[i-5]”; annotation: Each instance of the event may be associated with one or more annotations. Annotations can be used to denote the time, power, or area related to the event occurrence. For example, “t(Display[i-5])” denotes the “t” annotation (probably time) of the “i-5”th instance of the “Display” event. It is also possible to use annotations to denote relationships between different instances of different event. An example of such a relationship is causality. “t(in[cause(out[i])])” denotes the “t” annotation of an instance of “in” which in turn is given by the “cause” annotation of the “i”th instance of “out”. LOC can be used to specify some very common real-time constraints: rate, e.g. “a new Display will be produced every 10 time units”: latency, e.g. “Display is generated no more than 45 time units after Stimuli”: jitter, e.g. “every Display is no more than 15 time units away from the corresponding tick of the real-time clock with period 15”: throughput, e.g. “at least 100 Display events will be produced in any period of 1001 time units”: burstiness, e.g. “no more than 1000 Display events will arrive in any period of 9999 time units”: As pointed out in [10], the latency constraints above is truly a latency constraint only if the Stimuli and Display are kept synchronized. Generally, we will need an additional annotation that denotes which instance of Display is “caused” by which instance of the Stimuli. If the cause annotation is available, the latency constraints can be more accurately written as: and such an LOC formula can easily be analyzed through the simulation checker presented in the next section. However, it is the responsibility of the designer, the program, or the simulator to generate such an annotation. By adding additional index variables and quantifiers, LOC can be extended to be at least as expressive as S1S [12] and Linear Temporal Logic. There is no inherent problem in generating simulation monitor for them. However,
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the efficiency of the checker will suffer greatly as memory recycling becomes impossible (as will be discussed in the next section). In similar fashion, LOC differs from existing constraint languages (e.g. Rosetta [13], Design Constraints Description Language [14], and Object Constraint Language [15]) in that it allows only limited freedom in specification to make the analysis tractable. The constructs of LOC are precisely chosen so system-level constraints can be specified and efficiently analyzed. 3. THE LOC CHECKER



We analyze simulation traces for LOC constraint violation. The methodology for verification with automatically generated LOC checker is illustrated in Figure 21-3. From the LOC formula and the trace format specification, an automatic tool is used to generate a C++ LOC checker. The checker is compiled into an executable that will take in simulation traces and report any constraint violation. To help the designer to find the point of error easily, the error report will include the value of index i which violates the constraint and the value of each annotation in the formula (see Figure 21-4). The checker is designed to keep checking and reporting any violation until stopped by the user or if the trace terminates.



The algorithm progresses based on index variable i. Each LOC formula instance is checked sequentially with the value of i being 0, 1, 2, . . . , etc. A formula instance is a formula with i evaluated to some fix positive integer number. The basic algorithm used in the checker is given as follows:
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Algorithm of LOC Checker:



i = 0; memory_used = 0;



Main { while(trace not end){ if(memory_used < MEM_LIMIT){ read one line of trace; store useful annotations; check_formula(); } else{ while(annotations for current formula instance is not available && trace not end) scan the trace for annotation; check_formula(); } } } check_formula { while (can evaluate formula instance i) { evaluate formula instance i; i++; memory recycling; } }



Simulation Trace Verification for Quantitative Constraints



281



The time complexity of the algorithm is linear to the size of the trace. The memory usage, however, may become prohibitively high if we try to keep the entire trace in the memory for analysis. As the trace file is scanned in, the proposed checker attempts to store only the useful annotations and in addition, evaluate as many formula instances as possible and remove from memory parts of the trace that are no longer needed (memory recycling). The algorithm tries to read and store the trace only once. However, after the memory usage reaches the preset limit, the algorithm will not store the annotation information any more. Instead, it scans the rest of the trace looking for needed events and annotations for evaluating the current formula instance (current i). After freeing some memory space, the algorithm resumes the reading and storing of annotation from the same location. The analysis time will certainly be impacted in this case (see Table 21-3). However, it will also allow the checker to be as efficient as possible, given the memory limitation of the analysis environment. For many LOC formulas (e.g. constraints 1–5), the algorithm uses a fixed amount of memory no matter how long the traces are (see Table 21-2). Memory efficiency of the algorithm comes from being able to free stored annotations as their associated formula instances are evaluated (memory recycling). This ability is directly related to the choice made in designing LOC. From the LOC formula, we often know what annotation data will not be useful any more once all the formula instance with i less than a certain number are all evaluated. For example, let’s say we have an LOC formula: and the current value of i is 100. Because the value of i increases monotonically, we know that event input’s annotation t with index less than 111 and event output’s annotation t with index less than 106 will not be useful in the future and their memory space can be released safely. Each time the LOC formula is evaluated with a new value of i, the memory recycling procedure is invoked, which ensures minimum memory usage. 4. CASE STUDIES



In this section, we apply the methodology discussed in the previous section to two very different design examples. The first is a Synchronous Data Flow (SDF) [16] design called Expression originally specified in Ptolemy and is part of the standard Ptolemy II [17] distribution. The Expression design is respecified and simulated with SystemC simulator [18]. The second is a Finite Impulse Response (FIR) filter written in SystemC and is actually part of the standard SystemC distribution. We use the generated trace checker to verify a wide variety of constraints.
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4.1. Expression



Figure 21-5 shows a SDF design. The data generators SLOW and FAST generate data at different rates, and the EXPR process takes one input from each, performs some operations (in this case, multiplication) and outputs the result to DISPLAY. SDF designs have the property that different scheduling will result in the same behavior. A snapshot of the simulation trace is shown in Figure 21-6.



The following LOC formula must be satisfied for any correct simulation of the given SDF design: We use the automatically generated checker to show that the traces from SystemC simulation adhere to the property. This is certainly not easy to infer from manually inspecting the trace files, which may contain millions of lines. As expected, the analysis time is linear to the size of the trace file and the maximum memory usage is constant regardless of the trace file size (see Table 21-1). The platform for experiment is a dual 1.5 GHz Athlon system with 1 GB of memory.
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Table 21-1. Results of Constraint (8) on EXPR. Lines of traces 
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