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ELECTRON SPIN RESONANCE Introduction Electron spin resonance (ESR) is a spectroscopic technique that detects the transitions induced by electromagnetic radiation between the energy levels of electron spins in the presence of a static magnetic ﬁeld. The method can be applied to the study of species containing one or more unpaired electron spins; examples include organic and inorganic radicals, triplet states, and complexes of paramagnetic ions. Electron paramagnetic resonance (EPR) and EPR imaging (EPRI) are often used in the literature instead of ESR and ESRI. Spectral features such as resonance frequencies, splittings, line shapes, and line widths are sensitive to the electronic distribution, molecular orientations, nature of the environment, and molecular motions. Theoretical and experimental aspects of ESR have been covered in a number of books (1–8), and reviewed periodically (9–11). The great sensitivity and speciﬁcity of ESR methods have been utilized to advantage in order to investigate and clarify important questions in polymeric systems (12). The most obvious candidates for initial studies were chain-growth and depolymerization reactions; in both cases radical intermediates are the driving force for reaction and can be detected by ESR (12–15). Analyses of radicals produced by high-energy irradiation (γ , electron beams) contributed to a better Encyclopedia of Polymer Science and Technology. Copyright John Wiley & Sons, Inc. All rights reserved.
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understanding of the reaction mechanism, and to the determination of reaction rate constants; the most detailed studies were performed on polystyrene (PS) and poly(methyl methacrylate) (PMMA). But even in systems that lack species with unpaired electrons, doping of the system with stable radicals as “spin probes,” or attachment of radicals to polymeric chains as “spin labels,” have extended the use of ESR methods to a large number of polymer types and self-assembled polymeric systems (9,16–21). Since the last edition of EPST, ESR methods have undergone great advances in experimental techniques and in the simulation of ESR spectra. Examples include, but are not limited to, high-ﬁeld ESR at frequencies up to 250 GHz, time domain (pulsed) ESR techniques, double resonance methods, and ESR imaging. Some of these important advances have extended the range and capabilities of ESR spectroscopy and have made possible the deduction of quantitative information on the structure, dynamics, transport, and distribution of paramagnetic species. The development of advanced methods for spectra simulations has made possible the deduction of detailed motional mechanisms. These novel ESR methods have been applied to polymeric systems: experimental results together with computer simulation of the line shapes have added important details concerning microphase separation and ion clustering in ionomers, chain aggregation in solutions of amphiphilic polymers, interaction of polyelectrolytes with their counterions, and structure of polyelectrolyte–surfactant complexes. In recent years ESR imaging (ESRI) methods have been developed and applied for measurements of diffusion coefﬁcients, and for nondestructive spectral proﬁling of degradation processes in polymeric materials. For these reasons, this article will focus on the application and signiﬁcance of recent advanced ESR methods to polymeric systems.



Fundamentals of Electron Spin Resonance (ESR) Spectroscopy Basic Principles. The Hamiltonian energy operator Hspin for an electron spin is given by equation 1 (operators, vectors, and tensors are in bold), Hspin = ge βe S · H



(1)



where S is the spin angular momentum, H is the magnetic ﬁeld vector in gauss (G) or tesla (1 T = 104 G), β e is the Bohr magneton equal to 9.274 × 10 − 21 erg/G (or 9.274 × 10 − 24 J/T), and ge (equal to 2.0023 for a free electron) is the g factor or spectroscopic splitting factor (dimensionless). This spin Hamiltonian operates only on the spin wave functions α and β, whose spin angular momenta are +1/2 and −1/2 in units of h/2π ; h is the Planck’s constant. For a magnetic ﬁeld oriented along the z direction equation 1 becomes Hspin = ge βe Sz H



(1a)



The energy difference between the two levels is E = hν = ge β e H. Typically ESR is carried out in a magnetic ﬁeld of about 3500 G (or 0.35 T). The corresponding absorption frequency is ≈9.5 GHz, in the microwave frequency range known
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as the X band. ESR measurements at other frequencies are also carried out, and will be described below. The real power of electron spin resonance spectroscopy for structural studies is based on the interaction of the unpaired electron spin with nuclear spins. This interaction splits the energy levels and often allows determination of the atomic or molecular structure of species containing unpaired electrons, and of the ligation scheme around paramagnetic transition-metal ions. The more complete Hamiltonian is given in equation 2 for a species containing one unpaired electron, where the summations are over all the nuclei, n, interacting with the electron spin. Hspin = βe H · ge · S −







gn βn H · I n + h



  S · An · I n + h I n · Qn · I n



(2)



In equation 2 ge is the electronic g tensor, gn is the nuclear g factor (dimensionless), β n is the nuclear magneton in erg/G (or J/T), I n is the nuclear spin angular momentum operator, An is the electron–nucleus hyperﬁne tensor in Hz, and Qn (nonzero for I n ≥ 1) is the quadrupole interaction tensor in Hz. The ﬁrst two terms in the Hamiltonian are the electron and nuclear Zeeman interactions, respectively; the third term is the electron–nuclear hyperﬁne interaction; and the last term is the nuclear quadrupole interaction. For the usually investigated Kramers systems with an odd number of unpaired electrons, the transition moment is ﬁnite only for a magnetic dipole moment operator oriented perpendicular to the static magnetic ﬁeld direction. In an ESR resonator in which the sample is placed, the microwave magnetic ﬁeld must be therefore perpendicular to the external static magnetic ﬁeld. The selection rules for the electron spin transitions are given in equation 3, mS = ±1 and mI = 0



(3)



where mS and mI refer to the electron and nuclear spin quantum numbers, respectively. Transitions correspond therefore to a change in the electron spin orientation, and a ﬁxed nuclear spin orientation. The energy difference between two adjacent transitions associated with the same type of nucleus is deﬁned as the hyperﬁne constant, usually symbolized by A in frequency units (MHz). Since mI = 0, the effect of the nuclear Zeeman term (second term on the right-hand side of eq. 2) and of the nuclear quadrupole term (last term on the right-hand side of eq. 2) in the spin Hamiltonian cancel out to ﬁrst order. In the solid state the selection rules are not strictly obeyed when the hyperﬁne coupling and nuclear Zeeman interaction are of the same order of magnitude. Forbidden transitions with mS = ±1 and mI = ±1 then have a ﬁnite transition probability and can be used for measuring nuclear frequencies by time-domain techniques. In this situation ESR line shapes are slightly inﬂuenced by the nuclear Zeeman and nuclear quadrupole interactions. Anisotropic g and Hyperﬁne Interaction. The hyperﬁne tensor A for each nucleus is a real 3 × 3 matrix that can always be diagonalized. The components of the diagonalized hyperﬁne tensor consist of an isotropic part, ao , and a purely anisotropic part, a  , whose orientational average is zero. Thus, the a  components are averaged out in ﬂuid media and can only be determined in the solid state or in the case of highly restricted molecular motion. The diagonal elements
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of a diagonalized hyperﬁne tensor are called the principal values. The complete hyperﬁne tensor (including anisotropic and isotropic contributions) is determined from single-crystal spectra, or by analysis of ESR spectra in disordered (“powder”) samples, which consist of a superposition of all possible orientations. The physical interpretation of the anisotropic principal values is based on the classical magnetic dipole interaction between the electron and nuclear spin angular momenta, and depends on the electron–nuclear distance, rn . Assuming that both spins can be described as point dipoles, the interaction energy is given by equation 4, where θ is the angle between the external magnetic ﬁeld and the direction of rn .    Hspin (aniso) = − ge βe gn βn (1 − 3cos2 θ) r3n I · S



(4)



Thus, for the general case of a delocalized electron spin, the anisotropic hyperﬁne components depend upon the orientation-weighted spatial average of rn − 3 over the electronic orbital of the unpaired electron in a paramagnetic species. The number of spectral lines associated with a given interacting nucleus is 2I n + 1 and the lines are of equal intensity. Often an anisotropic hyperﬁne interaction is accompanied by g anisotropy, and the components of the g tensor can be determined in a similar way, from ESR spectra measured in single crystals or disordered systems. Single crystal studies also allow the determination of the orientation between the principal directions of the g- and hyperﬁne tensors, and the crystal symmetry axes. Analysis of the complete anisotropy (rhombic symmetry) allows the determination of the x, y, and z components of the g and A tensors. For point symmetries or pseudosymmetries that include a rotation axis Cn with n ≥ 3, the tensors have axial symmetry; an example is seen in Figure 1a, for paramagnetic VO2+ in polyacrylamide gels swollen by water and measured at 253 K (23). The hyperﬁne interaction is between the electron spin and the 51 V nucleus (I = 7/2). In this case we measure the hyperﬁne interaction and the g value parallel to the symmetry axis of the VO(H2 O)5 2+ complex (A and g , respectively), and in the axial plane (A⊥ and g⊥ ), as indicated in the “stick” diagrams of Figure 1a. Isotropic Hyperﬁne Analysis. The special case of isotropic g and hyperﬁne interaction will now be considered. This simpliﬁcation is valid when the anisotropic interactions are averaged by rapid tumbling. The quadrupole interaction will be omitted because it is purely anisotropic. The resulting simpliﬁed spin Hamiltonian is given in equation 5.   Hspin (iso) = ge βe H · S − gn βn H · I n + h An S · I n (5) In some systems, when an anisotropic spectrum is detected at low temperatures, increasing the temperature leads to averaging of the principal components of the hyperﬁne and g tensors, and therefore to isotropic spectra. As an example, we show in Figure 1b the ESR spectrum at 278 K of VO2+ in polyacrylamide networks swollen by a water/acetone mixture (80:20 v/v), which consists of eight equally spaced lines of equal intensity (22,23). The height of each line is different, because the dynamical process gives lines with different widths. The experimental spectrum is well reproduced (broken lines) using a theoretical expression for the
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Fig. 1. X-band ESR spectra of VO2+ (—): (a) at 253 K, in chemically cross-linked polyacrylamide gels swollen by water; (b) at 278 K, in chemically cross-linked polyacrylamide gels swollen by water/acetone mixture (80:20 v/v). Simulated spectra (----) based on the rigid limit model in (a) and motionally narrowed model in (b). “Stick” diagrams show the positions of signals for the parallel and perpendicular components (a) and isotropic component (b). DPPH is used as a g-marker, g = 2.0036.



line width variation that is based on relaxation theory. The stick diagram above the spectrum shows the line positions. Line Shape Analysis for Nitroxide Spin Probes. Nitroxide radicals as spin probes and labels are useful for the determination of the motional mechanism, rotational correlation time, τ c , and local polarity. Figure 2a demonstrates that the relative line widths and line heights depend on the rotational correlation time τ c , which is inversely proportional to the diffusion constant of rotational diffusion,
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Fig. 2. (a) Dependence of nitroxide spectra on the rotational correlation time, τ c , for isotropic rotational diffusion. (b) molecular axes system of a nitroxide radical. R is a hydrogen atom for TEMPO or a functional group in other nitroxides. (c) Dependence of the  extreme separation, 2A zz , and the relative anisotropy, Arel , on the rotational correlation time.



and can be deduced from simulating the ESR spectra. Qualitatively, τ c can be interpreted as a typical time during which the paramagnetic species maintains its spatial orientation. The molecular axes system of a nitroxide radical is presented in Figure 2b (24). The motionally narrowed ESR spectrum of a nitroxide radical, corresponding to τ c < 10 ps, consists of three equally spaced signals separated by ≈16 G due to hyperﬁne splitting of 14 N nuclei (aN = 16 G), top trace in the left panel of Figure 2a. The separation between the outer extrema of the spectrum in this limit is 2Azz,fast ≈ 32 G. A dramatically different spectrum is observed in the rigid limit corresponding to τ c > 1 µs, where the extreme separation measured in the powder spectrum becomes 2Azz,slow ≈ 68–70 G, depending on the local polarity. In polymeric materials the rigid limit can be obtained at ambient temperatures if the polymer is below the glass-transition temperature, T g ; otherwise the sample must be cooled. For rotational correlation times between the two limits, the line shape depends strongly on τ c . For unrestricted, isotropic tumbling, ro tational correlation times can be determined from the extreme separation 2A zz (Fig. 2c). On the basis of the relative anisotropy deﬁned in equation 6, 



Arel = (2Azz − 2Azz,fast )/(2Azz,slow − 2Azz,fast )



(6)



the line shape analysis becomes independent of the isotropic and anisotropic hyperﬁne coupling of the particular nitroxide. The dynamics of spin probes in polymers is often characterized by T 50G , the temperature for which the extreme separation is 50 G, corresponding to Arel = 0.5 and τ c ≈ 3.5 ns. Below T 50G the nitroxide is in the slow tumbling regime and
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Fig. 3. X-band ESR spectrum at 300 K of a nitroxide radical derived from Tinuvin 770, a hindered amine stabilizer, in heterophasic poly(acrylonitrile–butadiene–styrene) (ABS). Fast and slow components are indicated (see text).



the spectra are anisotropic; above T 50G the fast regime is reached. The relation between T 50G (measured by ESR) and T g (measured by DSC, for instance) depends, however, on the type of spin probe or label and its interaction with the polymer matrix. In microphase-separated systems, ESR spectra may consist of two contributions, from nitroxides in both fast and slow tumbling regimes, thus providing evidence for the presence of two types of domains with different dynamics and transition temperatures. This case is illustrated in Figure 3 for a nitroxide radical in heterophasic poly(acrylonitrile–butadiene–styrene) (ABS); the fast and slow components in the ESR spectrum measured at 300 K are indicated, and represent radicals in butadiene-rich and acrylonitrile/styrene-rich domains, respectively (25).



Advanced ESR Methods Multifrequency (MF) and High Field (HF) ESR. ESR spectra are often measured at a frequency of ≈9.4 GHz (X band), because of convenient sample size and availability of commercial spectrometers. Multifrequency ESR has been proven beneﬁcial for both the quality and quantity of information that can be obtained. The optimal frequencies are system dependent: spectra at 35 GHz (Q band) are used to increase the separation (in G) when species differing in g values are present. The corresponding magnetic ﬁeld at Q band is ≈12,000 G. Because large g anisotropies are detected for transition-metal ions, ESR spectra at Q band are useful for discriminating between ions in different environments. In recent years, however, it has become evident that microwave frequencies lower than 9 GHz are sometimes the best choice, especially in disordered systems, where local heterogeneities (“strain”) lead to a distribution of ESR parameters and to considerable line broadening. This conclusion emerged from a study of 63 Cu2+ in Naﬁon perﬂuorinated ionomers swollen by acetonitrile: the line width of the parallel component, H  , in the ESR spectrum was studied at four microwave frequencies, in the range 1.2–9.4 GHz (26). The narrowest line widths for the mI = −3/2 and −1/2 signals (the two low-ﬁeld lines of the parallel quartet) were



Vol. 9



ELECTRON SPIN RESONANCE



621



Fig. 4. ESR spectra of aqueous solution of a perdeuterated nitroxide PDTEMPONE in toluene-d8 at 130 K (at or close to the rigid limit). Top: at 9 GHz. Bottom: at 94.4 GHz. Principal values of the g and A tensors are shown respectively by vertical bars and horizontal arrows. To convert G to T, multiply by 1 × 10 − 4 . Redrawn from Ref. 11, with permission.



detected at C band (4.7 GHz) and L band (1.2 GHz), respectively. Signals at Q band and higher frequencies are excessively broadened by strain. HF ESR has been utilized to advantage for increasing the resolution in terms of the g tensor components; Figure 4 presents a comparison of ESR spectra of a nitroxide radical at 9 GHz (top) and at 94.4 GHz (bottom) (11). Major advantages of HF ESR are: improved accuracy in the determination of the principal values of the g tensor, the ability to measure splittings in the x and y directions that are not resolved at X band, and increased ability to resolve species with different magnetic parameters. Time-Domain ESR Methods. Performing ESR experiments with pulsed instead of continuous irradiation provides great ﬂexibility for designing experiments that can be adapted to speciﬁc problems. In general, such time-domain experiments can be used to distinguish between different types of spin relaxation and to separate the various interactions in the spin Hamiltonian (8). Separation of interactions corresponds to an increase in resolution and allows precise measurement of small contributions to the spin Hamiltonian in the presence of line broadening due to larger contributions. Such techniques are therefore most useful for solid materials or soft matter, where ESR spectra are usually poorly resolved. Solid-state time-domain ESR is usually based on echo experiments. The transverse magnetization is excited by a pulse with a ﬂip angle of π /2 and decays within the deadtime td of the spectrometer following the high-power pulse. In the two-pulse echo experiment this transverse magnetization is refocused by a second pulse with a ﬂip angle of π , which is applied after a delay τ > td with respect
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Fig. 5. Pulse sequences for basic time-domain ESR and pulsed ENDOR experiments. (a) Primary echo experiment. (b) Inversion recovery experiment (variation of T) or Davies ENDOR. (c) Stimulated echo experiment or Mims ENDOR. For ENDOR experiments, the horizontal bar in (b) and (c) indicates a radiofrequency pulse, whose frequency is varied while all interpulse delays are ﬁxed.



to the ﬁrst pulse (Fig. 5a). The integral of the echo signal centered at time 2τ is measured either as a function of the static ﬁeld H at constant τ (echo-detected ESR spectroscopy), or as a function of τ at constant H. In the latter experiment we observe the echo decay due to transverse relaxation with time constant T 2 . Combining the variations of the two parameters in a two-dimensional experiment allows the characterization of the anisotropy of T 2 , which is in turn related to the speciﬁc motion of the paramagnetic center in the material. To measure the longitudinal relaxation time T 1 , an inversion or saturation pulse is applied, followed, after a variable time T, by a two-pulse echo experiment for detection (Fig. 5b). The inversion or saturation pulse induces a large change of the echo amplitude for T  T 1 . With increasing T, the echo amplitude recovers to its equilibrium value with time constant T 1 . The echo amplitude of the stimulated echo (Fig. 5c) decays with time constant T 2 when the interpulse delay τ is incremented, and with the stimulated-echo decay time constant T SE ≤ T 1 when the interpulse delay T is incremented. A faster decay, compared to inversion or saturation recovery experiments, can arise from spectral diffusion, because of a change of the resonance frequency for the observed spins, of the order of ν = 1/τ on the time scale of T. Quantitative analysis of spectral diffusion can provide information on the reorientation dynamics of the paramagnetic centers. Double Resonance Methods. Electron nuclear double resonance (ENDOR) is the effect of applying a radiofrequency that induces nuclear spin ﬂips, in addition to the microwave frequency that induces electron spin ﬂips. In the CW version of the experiment, the ENDOR effect is an increase in the intensity of
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a partially saturated ESR signal when the applied radiofrequency ﬁeld partially desaturates the transition (27,28). Experimentally, ENDOR is carried out by ﬁxing the external magnetic ﬁeld on a hyperﬁne line, and sweeping the radiofrequency from 1 to ≈100 MHz. ENDOR lines are observed, corresponding to the different nuclei coupled with the electron spin in the paramagnetic system. ENDOR lines are centered on either the free nuclear frequency ν n , or half the hyperﬁne constant A/2, depending on the relative magnitudes of these two frequencies. If ν n > A/2, as is common for small proton hyperﬁne couplings, the ENDOR lines are centered around ν n ; for spin 1/2 nuclei two ENDOR transitions, at ν n ± A/2 for each chemically distinct nucleus, are observed. If A/2 > ν n , the ENDOR lines appear at A/2 ± ν n for each ESR line observed. In both cases the coupled nucleus can be identiﬁed from the value of ν n . Matrix ENDOR. Structural information can be obtained from an analysis of matrix ENDOR signals, from nuclei situated at large distances from the paramag◦ netic centers (usually >5 A); these nuclei interact with the electron only through dipolar interaction. By interpreting the matrix ENDOR signal, it is possible to measure distances between the paramagnetic center and the nuclei (for instance 19 F), even if the electron–nuclear interaction is too small to be measured directly by ESR. In liquids the matrix ENDOR line is averaged to zero by rapid tumbling of the radical. In disordered systems such as powders and glasses, the matrix ENDOR line dominates the spectrum and masks small splittings. In order to extract these small interactions, the matrix line must be simulated using a suitable theoretical model (29). The line width of the matrix ENDOR signal has been used to estimate the distance between the interacting nuclei and the electron spins in Naﬁon ionomers (30,31). Pulsed ENDOR. In both the inversion recovery (Fig. 5b) and stimulated echo experiment (Fig. 5c), the echo amplitude is inﬂuenced by a radiofrequency pulse applied during the interpulse delay of length T, if this pulse is on-resonance with a nuclear transition. In the former experiment, such a pulse exchanges magnetization between inverted and noninverted transitions, so that echo recovery is enhanced (Davies ENDOR) (32). In the latter experiment the on-resonance radiofrequency pulse induces artiﬁcial spectral diffusion, so that the echo amplitude decreases (Mims ENDOR) (33). These pulsed ENDOR experiments exhibit less baseline artifacts and are easier to set up compared with CW ENDOR experiments, as the required mean radiofrequency power is smaller and the ENDOR effect does not depend on a certain balance of relaxation times. Davies ENDOR is better suited for couplings exceeding 1–2 MHz, while Mims ENDOR is better suited for small couplings, for instance matrix ENDOR measurements. Pulsed ELDOR. Distances between electron spins can be measured by double electron–electron resonance (DEER) experiments such as the four-pulse experiment illustrated in Figure 6 (34). Similar to measurements of electron-nucleus distances, this technique is based on the r − 3 dependence of the magnetic dipole interaction between electron spins and can determine larger distances, in the range 1.5–5 nm. One of two spins (color-coded green, observer) is observed by a refocused primary echo with ﬁxed interpulse delays τ 1 and τ 2 , so that relaxation does not induce variations in the echo amplitude during the experiment. The second spin (color-coded red, pumped) imposes a local dipole ﬁeld at the site of the ﬁrst spin, with a magnitude that depends on the distance. At a variable delay t with respect
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Fig. 6. The four-pulse DEER experiment. (a) Pulse sequence consisting of a refocused primary echo subsequence with ﬁxed interpulse delays for the observer spins (top) and a pump pulse at variable delay t with respect to the ﬁrst primary echo (bottom). (b) The pump pulse inverts the local ﬁeld at the site of the observer spin (left arrow in each panel) imposed by a pumped electron spin (right arrow in each panel). (c) Observer and pump positions in an echo-detected EPR spectrum of a nitroxide.



to the ﬁrst primary echo, a pump pulse inverts this local ﬁeld (Fig. 6b). In this way the resonance frequency of the ﬁrst spin is changed and the second echo refocusing is perturbed. As a result, the echo amplitude is modulated by the dipolar frequency νdip = (gβe )2 / h[(1 − 3cos2 θ )/r3 ]



(7)



By analyzing the dependence of the echo amplitude on the delay t, it is possible to determine the spin–spin pair correlation function, which corresponds to the distribution of electron spins in the vicinity of the observed spin (35,36). Such spatial distributions of spin probes or spin labels can be interpreted by a modelfree approach if they are reasonably narrow, or by simple models for the geometry of the system under investigation, if they are broad (37–39). The experiment requires that observer and pumped spins be excited separately, a condition that is easily achieved for nitroxide spin probes and labels by setting the difference of the two excitation frequencies to 65–70 MHz (Fig. 6c).



ESR Imaging Paul Lauterbur was the ﬁrst to propose, in his notebook entry of 2 September 1971, the use of magnetic ﬁeld gradients in order to “tell exactly where a nuclear magnetic resonance (NMR) signal came from”; his ﬁrst proton density map appeared soon afterwards (40). The name he coined for the technique, zeugmatography, comes from the Greek word for “joining together,” meaning to join the magnetic ﬁeld gradient and the corresponding radiofrequency in an NMR experiment. This connection allowed to encode spatial information in the NMR spectra. The use
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of magnetic ﬁeld gradients to separate the resonant frequencies corresponding to different spatial elements led to the development of NMR imaging (NMRI) or, in current language, magnetic resonance imaging (MRI). In the last 20 years, NMRI has blossomed into an essential diagnostic procedure in medicine that provides an image of previously hidden anatomic parts. Applications of NMRI to materials science and other important disciplines, although not as dramatic as the medical applications, are steadily developing (41). The wonderful story on the discovery of NMR imaging has been told recently (42). Imaging based on magnetic ﬁeld gradients can also be applied to imaging of unpaired electron spins via electron spin resonance (ESR) spectroscopy. The advantages of ESR imaging (ESRI) are the speciﬁcity for the detection of paramagnetic species, and the high sensitivity. Papers describing the feasibility of ESRI started to appear in the late 1970s and continue to this day. The early instrumentation, software, and applications of ESRI have been described in a 1991 monograph (43). The challenges in the application of the Lauterbur method to ESRI are numerous: First, higher gradients are needed compared to NMRI, usually 100–1000 times larger. Second, the ESR spectra are often complex and contain hyperﬁne splittings that complicate the ESRI experiments. Third, most systems do not contain stable paramagnetic species on which imaging is based; ESR imaging is usually performed on radicals produced by irradiation, paramagnetic transition-metal ions, or stable nitroxide radicals as dopants. As seen in the 1991 monograph, the early efforts laid the foundation for the hardware necessary for ESRI and developed the software necessary for image reconstruction in 1-D (spatial) and 2-D (spectral–spatial and spatial–spatial). These studies also investigated the feasibility of ESRI experiments in a variety of “phantom” samples, and discussed and estimated the spatial resolution. The resolution in most ESRI experiments is of the order of 50–100 µm, but can vary widely, depending on the ESR line shapes and line widths. Information on the spatial distribution of paramagnetic molecules deduced from ESRI experiments has been used successfully for measurement of the translational diffusion. Diffusion coefﬁcients of paramagnetic diffusants can be deduced from an analysis of the time dependence of the concentration proﬁles along a selected axis of the sample. The determination of diffusion coefﬁcients for spin probes in liquid crystals and model membranes, and the effect of polymer and probe polydispersity, have been described in a series of papers by Freed and co-workers (44). These papers represent an effort to move beyond phantoms, and to extract quantitative information from ESRI experiments. The ability to perform ESRI is restricted to a small number of groups worldwide. While most groups study biological applications of ESRI (45–48), a small number of studies on polymeric materials have appeared: Diffusion coefﬁcients of guests in ion-containing polymers, polymer solutions, cross-linked polymers swollen by solvents, and in self-assembled polymeric surfactants have been determined by 1-D ESRI (49–52). Lucarini and co-workers have determined by 1-D ESRI the distribution of the nitroxide radicals in UV-irradiated polypropylene (PP) containing a hindered amine stabilizer (HAS) (53–55). Ahn and co-workers have deduced the concentration proﬁle of heat-induced radicals in a polyimide resin (56). In vitro degradation of poly(ortho esters) containing 30 mol% lactic acid has been studied by 1-D and 2-D spectral–spatial ESRI, based on pH-sensitive nitroxide spin probes (57). Spatially resolved degradation in heterophasic
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polymer systems, such as poly(acrylonitrile-butadiene-styrene) (ABS) and ethylene–propylene copolymers (HPEC), has been described in a series of recent papers (19,25,55,58–64). ESR Spectra in the Presence of Field Gradients. ESR spectroscopy can be transformed into an imaging method for samples containing unpaired electron spins, if the spectra are measured in the presence of magnetic ﬁeld gradients. In an ESR imaging experiment the microwave power is absorbed by the unpaired electrons located at point x when the resonance condition, equation 8, is fulﬁlled. ν = (gβe / h)(Hres + xGx )



(8)



In equation 8 Gx is the linear magnetic ﬁeld gradient (in G/cm) at x. As in NMR imaging, the ﬁeld gradients produce a correspondence between the location x and the resonant magnetic ﬁeld H res . If the sample consists of two point samples, for example, the distance between the samples along the gradient direction can be deduced if the ﬁeld gradient is known (65). An example is shown in Figure 7, for a “phantom” consisting of two parallel capillary tubes (55). The spatial resolution, x, is an important parameter in imaging, and can de deﬁned in various ways, as discussed recently (66); the resolution depends on the line width and line shape. Most commonly x is expressed as the ratio of the line width to the ﬁeld gradient, H/Gx ; this deﬁnition implies that two signals separated by one line width due to the ﬁeld gradient can be resolved. An ESR imaging system can be built with small modiﬁcations of commercial spectrometers: gradient coils ﬁxed on the poles of the spectrometer magnet, regulated DC power supplies, and required computer connections. In most systems



Fig. 7. 1-D ESRI at 298 K of a phantom consisting of two parallel capillary tubes separated by 3 mm and ﬁlled with a solution of TEMPO in benzene. (a) X-band ESR spectrum recorded in the absence, and (b) in the presence of the magnetic ﬁeld gradient (100 G/cm). The radical distribution is shown in (c). Redrawn from Ref. 55, with permission.



Vol. 9



ELECTRON SPIN RESONANCE



627



the software for image reconstruction in 1D and 2D ESRI experiments must be developed on site. Intensity Proﬁling from 1-D ESRI. In the general case, the sample contains a distribution of paramagnetic centers along a given direction, for example x. The ESR spectrum in the presence of the magnetic ﬁeld gradient is a superposition of signals from paramagnetic centers located at different positions. In 1-D ESRI experiments, the intensity proﬁle is obtained from two ESR spectra: F 0 (H) measured in the absence of magnetic ﬁeld gradient, and F(H) measured in the presence of the gradient. Mathematically, F(H) is a convolution of F 0 (H) with the distribution function of the paramagnetic centers (43,67), equation 9, ∞



∗



∗



F0 (H − H )C(H )dH



F(H) =



∗



(9)



−∞



where H ∗ = H 0 − xG, H 0 = hν/gβ e , and C(H ∗ ) is the intensity distribution (proﬁle) of the paramagnetic centers along the gradient direction. It is essential to note that the convolution expressed in equation 9 is correct only if the ESR line shape has no spatial dependence. As will be seen below, this requirement has dictated the conditions for data acquisition in the 1-D ESRI study of degradation processes. Various optimization methods are viable alternatives to the deconvolution method. The process starts by assuming an initial distribution, which can be described by some parameters. In diffusion studies, for example, the initial distribution is calculated as a function of the diffusion coefﬁcient, diffusion time, and other parameters that deﬁne the sample conﬁguration (49,50). Optimization methods use the convolution of this initial distribution function with the experimental spectrum in the absence of magnetic ﬁeld gradient in order to calculate the spectrum in the presence of the gradient. The deviation between the calculated and the experimental spectra is then minimized by an optimization procedure. In our initial ESRI studies, the concentration proﬁles of the radicals were deduced by Fourier transform followed by optimization with the Monte Carlo (MC) procedure (53–55). The disadvantage of this method is the high frequency noise present in the optimized proﬁles. In more recent publications, the intensity proﬁle was ﬁtted by analytical functions and convoluted with the ESR spectrum measured in the absence of the ﬁeld gradient in order to simulate the 1-D image. The best ﬁt was obtained by variation of the type and parameters of the analytical functions chosen (Gauss or Boltzmann, for example) in order to obtain good agreement with the 1-D image, and selected by visual inspection (62,63). Lately the genetic algorithm for minimization of the difference between simulated and experimental 1-D images was implemented; this procedure allowed the best ﬁt to be chosen automatically (64). A typical genetic algorithm (GA) consists of creation of the initial population, calculation of the ﬁt to experimental data, selection of the couples, crossover (reproduction), and mutation. The approach and terminology are adopted from biology and resemble fundamental steps in evolution. Line Shape Proﬁling from 2-D Spectral–Spatial ESRI. Each 2-D image is reconstructed from a complete set of projections, collected as a function of the magnetic ﬁeld gradient, using a convoluted back-projection algorithm (58).
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The number of points for each projection (1024) is kept constant. The maximum experimentally accessible projection angle, α max , depends on the maximum gradient Gmax according to tan α max = (L/H)Gmax , where L is the sample √ length, and H is the spectral width. The maximum sweep width is SWmax = 2H/cosα max . For a width H ≈ 65 G (which is typical for the slow-motional spectral component of a nitroxide radical present in irradiated polymers), a sample length of 4 mm, and a maximum ﬁeld gradient of 250 G/cm along the vertical axis, we obtain α max = 57◦ and SWmax = 169 G. A complete set of data for one image consists of 64–128 projections, taken for gradients corresponding to equally spaced increments of α in the range −90◦ to +90◦ ; for a total of 64 projections, typically 41 or 43 are experimentally accessible projections and the rest are projections at missing angles (for α in the intervals 60◦ to 90◦ , and −60◦ to −90◦ ). The projections at the missing angles can be assumed to be the same as those at the maximum experimentally accessible angle α max , or determined by the projection slice algorithm (PSA) with several iterations (43,63,64).



Spin Probes in Ion-Containing Polymers Ionomers (qv) are polymers that contain a small fraction of ionic groups, typically less than 15 mol%. The percentage is calculated from the number of backbone atoms or repeat units to which the ionic groups are attached. This deﬁnition is not completely speciﬁc, because the ionic groups are often at the end of pendant chains of varying lengths or part of different structures. For this reason, the equivalent weight (EW), which is the amount of ionomer (in g) containing one mole of ionic groups, is also an indication of the ionic content. The deﬁnition in terms of ion content or EW is of course useful for comparison of ionomers with the same, or very similar, backbone and pendant groups (68–70). The ionic groups, although present in small amounts, dominate the viscoelastic behavior of ionomers, their transport properties and their ability to sorb a variety of solvents; moreover, the ion effect is speciﬁc. In terms of morphology, the presence of ions leads to microphase separation into ionic and nonpolar domains. Increasing interest in structural aspects of ionomers is closely related to their numerous applications as bulk materials, in various devices, as catalysts, in controlled release systems, and as proton exchange membranes (PEM) in fuel cells (71). Small-angle X-ray and neutron scattering, SAXS and SANS, respectively are important methods for the study of ionomer morphology, because an extra peak (the “ionic peak”) is detected in ionomers and is absent in the polymers that consist of the organic backbone alone. The value of the scattering vector corresponding to maximum scattering intensity has been used to deduce a characteristic size of the ionic domains. The appearance of the ionic peak is a function of temperature, solvent structure and content, and degree of neutralization. The absence of the ionic peak is sometimes explained by a fortuitous cancellation of electron densities (72–75). Spectroscopic data offer a more local view of the ionomer structure, and can be considered complementary to the small-angle scattering methods. Binding of paramagnetic cations in Naﬁon ionomers has been studied by multifrequency ESR and simulations (76). Self-assembling of ion-containing polymers, as swollen
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membranes and in solutions, was extensively studied in recent years by ESR spectroscopy of nitroxide radicals as spin probes (76–83). The most important nitroxide spin probes used were the amphiphilic n-doxylstearic acids [nDSA (1, X = H, Na; n = 5, 7, 10, 16] and their corresponding methyl esters [nDSE (1), X = CH3 ; n = 5, 7]; hydrophobic doxyl-substituted hydrocarbons such as 5-doxyldecane (5DD)(2) and 10-doxylnonadecane (10DND) (3); and cationic probes with different lengths of the alkyl substituents CAT1 (4) and CAT16 (5). The spin probe method is based on the exceptional sensitivity of the nitroxide ESR line shapes to the local environment, and of the 14 N hyperﬁne splittings to the polarity of the medium. Depending on probe hydrophobicity, charge, length of the alkyl chain, and, in the case of amphiphilic probes, position of the nitroxide group with respect to the polar head group, different regions of self-assembled systems can be identiﬁed and studied. The ESR spectra of the probes are a rich source of information on local properties such as viscosity, molecular packing and ordering, polarity, and the presence of ions in the probe vicinity, on a nanoscale range, typically 0.5–5 nm.



Some of the probes mentioned above have been used for a comparative study of Naﬁon perﬂuorinated ionomer (6) neutralized by Li+ , and the protiated ionomer
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poly(ethylene-co-methacrylic acid) (EMAA) (7) neutralized by Na+ and K+ , as dry or water-swollen membranes and in aqueous solutions. Both materials at ambient conditions are insoluble in water. They can be dissolved, however, at high temperatures in an autoclave, using ethanol/water mixture as a solvent for Naﬁon, and alkaline water for EMAA. Aqueous solutions of Naﬁon can be obtained by dialysis of alcoholic solutions against water. Recent SAXS and SANS experiments on a range of Naﬁon concentrations, for volume fractions in the range 0.16–0.95 measured in a wide range of scattering vectors introduced the novel idea of Naﬁon organization, based on aggregation of ionomer chains into elongated polymer bundles surrounded by the electrolyte solution (74,75). Aggregation into spherical or elipsoidal micelles in EMAA has been demonstrated by SAXS experiments (72,73).



The ESR spectra of the nitroxide probes in Naﬁon and EMAA have been in agreement with the scattering results, and have provided additional local details on the aggregates. In addition, the spectra have revealed important differences between EMAA and Naﬁon systems. In the case of EMAA micelles, probes based on doxylstearic acid have exhibited the “dipstick effect”: their dynamics became slower as the probe penetrated deeper inside the aggregate, from the hydrophilic nDSA to the hydrophobic nDSE, and from 5DSA or 5DSE to 10DSA or 10DSE, respectively. The14 N hyperﬁne splitting, aN , decreased in the same order, indicating a polarity gradient from the polar interface to the nonpolar aggregate interior (79,80,82). In the case of Naﬁon micelles, the mobility also decreased in the order 5DSA > 10DSA > 10DSE, but all three probes reported a polar environment. The decreased mobility was explained by assuming that the probes intercalate between perﬂuorinated polymer chains; the high polarity at the probe site was thought to be a result of the water present inside the micelles. This explanation was supported by the results of a ﬂuorescence study using pyrene (P) as a polarity probe (84). Results obtained for the cationic probes CATn have also indicated the penetration of the protiated segments of the probe inside the perﬂuorinated host aggregates, and have suggested that the amount of water in Naﬁon micelles increases in more dilute ionomer solutions (81). On the basis of the ESR study a structural model of internal structure of EMAA aggregates was proposed, as seen in Figure 8 (right panel). According to the model, the EMAA micelle consists of three regions: the hydrophobic core of polyethylene chains, an intermediate layer which contains both ionomer chains
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Fig. 8. Structural models of large aggregates in ionomer solutions, and suggested locations for doxyl spin probes based on ESR results: 䊉, probe head groups; 䉬, nitroxide groups; 䊊, ionomer head groups.



and some ions, and a hydrophilic surface layer where most of the ions are located. The carboxylic groups of nDSA probes are anchored in this layer, while the heads of esters are located at the interphase between the core and intermediate layer (79,80). In Naﬁon micelles, as in EMAA micelles, the nitroxide group of 5DSA is located closer to the surface than that of 10DSA, and 10DSE radical is most deeply buried in the aggregate (Fig. 8, left panel). In the case of 10DSE the preferred chain orientation is parallel to the long axis of the rod, as suggested by the value of the parallel component of the rotational diffusion tensor, which was deduced from simulations (78). The local structure in and near the ionic aggregates in EMAA ionomer membranes neutralized by Na+ was investigated as a function of the degree of membrane neutralization, x, by spin probe ESR using 5DSA, 7DSA, 10DSA, 7DSE, and 10DND as spin probes (82). The ESR studies revealed that the ﬁve spin probes used are position-selective, and provide local information on different regions in the self-assembled ionomers. Three hydrophilic doxylstearic acid probes (nDSA) are anchored to the ionic aggregates, two (5DSA and 7DSA) are located in the ionic core and one (10DSA) is in the hydrocarbon shell; the two hydrophobic probes (7DSE and 10DND) report on the amorphous region. The extreme separation (ES) of the probes is sensitive to the local environment, as seen in Figure 9; ES is also sensitive to the degree of neutralization (82).
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Fig. 9. X-band ESR spectra at 293 K for the indicated spin probes in EMAA-0.6Na. Spectra are normalized to a common microwave frequency (9.43 GHz). Microwave power, 1 mW; modulation amplitude, 1 G. (To convert G to T, multiply by 1 × 10 − 4 .) The corresponding  extreme separation, 2A zz , is shown on the right. Downward and upward arrows point to the incipient shoulders in the low ﬁeld and high ﬁeld signals for 7DSE and 10DND, respectively; these shoulders are more pronounced for higher degrees of neutralization. From Ref. 82, with permission.



The local polarity was expressed in terms of the polarity index Ao = aN (ionomer) −aN (np), where aN (ionomer) is the isotropic 14 N hyperﬁne splitting in the ionomer, and aN (np) is the corresponding value in a nonpolar medium; this deﬁnition implies a higher polarity index, Ao , in a more polar environment, as seen in Figure 10a. The variation of the polarity indices of these position-selective probes as a function of the degree of neutralization indicated the presence of an ion-depleted zone (hydrocarbon shell) surrounding the ionic core, and also the presence of a small amount of isolated ionic groups in the amorphous regions. Suggested locations of the different probes in the membranes are shown in Figure 10b. The structural features deduced by spin probe ESR were in support of the SAXS proﬁle analysis based on a depleted-zone core–shell structure of the aggregate. The SAXS studies provided additional information on the geometrical shape and size of the aggregate, and the number of ionic groups in each aggregate. Thus, microstructural insights into the ionic aggregate from both approaches, polarity from ESR and electron density from SAXS, are consistent and complementary.
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Fig. 10. (a) Variation of the polarity index, A0 in G, for the ﬁve spin probes in EMAAxNa (x in the range 0–0.9) with the distance from the center of the ionic aggregate, r, together with the data for low density polyethylene (LDPE). The r values were assumed identical to the distance of the nitroxide group from the carboxylic group in the nDSA probes. —ⵧ— x = 0.9, —䉱— x = 0.8,——x = 0.6, —䊉— x = 0.4, —䊊— x = 0.2, —䊏— x = 0 —— LDPE. (b) Suggested locations of 5DSA, 7DSA, 10DSA, 7DSE, and 10DND probes in dry EMAA ionomers, based on the analysis of the ESR results: 䊊 the carboxylate and carboxylic acid groups of the ionomer; 䊉, and the acid groups; , the methyl ester group; and 䊏, the nitroxide groups of the probes are indicated. Dark shaded, white, and greyshaded regions represent, respectively, the ionic core and hydrocarbon shell (ion-depleted zone) of the aggregate, and the amorphous region. From Ref. 82, with permission.



Pulsed ESR Studies in Ionically End-Functionalized Block Copolymers Telechelic ionomers are a special class of ionic polymers in which the charged groups are situated exclusively at the chain ends (see TELECHELIC POLYMERS (85,86)) Accordingly, their solid-state structure is characterized by self-assembly of the chain ends into ion multiplets or ionic clusters. Because of this deﬁned
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Fig. 11. Structure of the anionic spin probe K-TEMPO and schematic structures of telechelic ionomers. Solid lines denote polystyrene blocks, while dotted lines denote polyisoprene blocks.



topology, telechelic ionomers form less complex structures compared with random ionomers, and can be used as a point of departure for studying the balance between electrostatic self-assembly and self-assembly induced by microphase separation of diblock copolymers (87). For such a study it is advantageous to include reference samples that carry one ionic group at the chain junction (Fig. 11) in which ionic clusters are situated in the interface between the microphases. As in the case of random ionomers, the properties of the ionic clusters in such systems were interrogated by ionic spin probes (86,87), as initially established by the CW ESR techniques discussed in the previous section. With respect to its size and ion site, the anionic nitroxide probe K-TEMPO (Fig. 11) used with the telechelic ionomers resembles the cationic CAT1 probe and is thus expected to be located at the cluster surface or even inside the cluster. Interestingly, K-TEMPO probes in monoionic block copolymers of type polystyrene–polyisoprene (notation PS-PI-S, where S stands for the spin probe) exhibited homogeneous dynamics, ie, a relatively narrow, monomodal distribution of rotational correlation times; by contrast, the same probes in zwitterionic block copolymers of type Q-PS-PI-S (where Q stands for a quaternary ammonium group) exhibited heterogeneous dynamics, ie, a bimodal distribution of rotational correlation times (87). By comparison of results for telechelic homopolymeric
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Fig. 12. Ionic clusters in telechelic ionomers based on diblock copolymers (see also Fig. 11). (a) Spin probes attached to ionic clusters located at the interface between the polystyrene (PS) and polyisoprene (PI) microphases. The inset shows the CW ESR spectrum for PS-QPI, where Q is a quaternary ammonium group. The fast component (arrows) was assigned to probes in the PI microphase. (b) The distribution of ionic clusters in monoionic diblock copolymers suggested by DEER experiments. (c) The distribution of ionic clusters in zwitterionic diblock copolymers suggested by DEER experiments.



ionomers PS-S, PS-Q, PI-S, and PI-Q, the fast component could be assigned to probes in a PI matrix, and the slow component to probes in a PS matrix. For both components, T 50G was signiﬁcantly higher than for similarly sized spin probes in unfunctionalized PI and PS, respectively. Taken together, these results suggested that the probes are located at the surface of the ionic cluster, which in the zwitterionic case is situated at the interface between the PS and PI microphases (Fig. 12a). If the probes were located mainly inside the clusters or if the clusters would have a preference for one of the microphases, a monomodal distribution of rotational correlation times would be expected. The interpretation of clusters at the interface was supported by three additional results: the fractions of the two components are rather similar for the zwitterionic case, the same type of behavior is observed for the monoionic diblock copolymer with an ionic group at the chain junction (PS-Q-PI), and the fractions depend on the morphology of the diblock copolymer and thus on the curvature of the interface (87,88). Characterization of cluster sizes and cluster distribution by SAXS was not successful, as the electron density contrast between PS and PI leads to SAXS curves that are strongly dominated by features due to block copolymer morphology. Therefore, the ionic peaks could not be detected. As the K-TEMPO spin probes are attached to the clusters and both cluster sizes and intercluster distances are expected to fall in the sensitive range of DEER experiments (1.5–8 nm), this problem was addressed by pulsed ELDOR distance measurements (37,88). For such studies, a ratio of 2:15 between the spin probe and chain end concentrations was chosen. Assuming that on the average 12–20 chain ends assemble into a cluster (89), the spin pairs have similar probabilities of being located on the same cluster and on directly neighboring clusters. Accordingly, the DEER signal is the product



636



ELECTRON SPIN RESONANCE



Vol. 9



Fig. 13. Experimental four-pulse DEER signal for ionomer PI-Q and deconvolution into its components. (A) Experimental data. (B) Best ﬁt. (C) Fast decaying component due to spin probes located in the same cluster, with a characteristic distance of 2.2 nm. (D) Slow modulation due to spin probes in vicinal clusters, with a characteristic distance of 6.6 nm. (E) Exponential background due to spin probes in remote clusters.



of three contributions: a fast decaying oscillatory part corresponding to spin probes located on the same cluster, a slowly decaying modulation corresponding to spin probes located on directly neighboring clusters, and a very slow exponential background decay due to spin probes located on remote clusters (Fig. 13). Mean distances and distance variations for the ﬁrst two components were determined by ﬁtting a distance distribution consisting of two Gaussian peaks and a constant background contribution to the data. The mean distance of the ﬁrst peak (spin probes on the same cluster) roughly corresponds to the radius of the cluster, while the mean distance of the second peak corresponds to the intercluster distance for direct neighbors (37). In general, we ﬁnd that cluster radii vary only slightly (rcluster = 1.8–2.2 nm); the only exception was a PS-S sample with a low molecular weight, M n = 4.8 kg/mol, for which the radius was 1.4 nm. No signiﬁcant correlation between cluster size and polymer chain length was found when varying the molecular weight of diblock copolymer samples between 10 and 50 kg/mol (see solid circles in Fig. 14a). This result agrees with earlier work on α, ωdicarboxylatopoly(butadienes) and α,ω-dicarboxylatopolyisoprenes, in which the size of the clusters (or multiplets) also appeared to be independent of chain length (90). Analysis of SAXS data for ion domain radii was not attempted for the homopolymers or the diblock copolymers, but had been performed for the α, ω-dicarboxylatopoly(butadienes) and α, ω-dicarboxylatopolyisoprenes (90). In these cases rcluster ranged from 0.6 to 1.1 nm, which is somewhat surprising given the fact that clusters of both quaternary ammonium end groups and sulfonate
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Fig. 14. Scaling of characteristic distances between anionic K-TEMPO spin probes in ionomers based on diblock copolymers. (a) Direct neighbor distance between clusters in zwitterionic diblock copolymers Q-PS-PI-S (䊊), cluster radii of all samples (䊉). Solid lines are best-ﬁt scaling laws (see text). (b) Direct neighbor distance in monoionic diblock copolymers PS-PI-S (䊊) and in monoionic homopolymers PI-S (). The solid line is the best ﬁt for a scaling law with exponent 1/3, and the dashed line is the best ﬁt for a scaling law with exponent 1/2.



end groups are apparently twice as large. Molecular modeling suggests that the cluster size for aggregates of 10–12 chain ends should be closer to the DEER values than to the SAXS values. In the latter case, radii were calculated from the surface-to-volume ratio S/V, which is measured, by assuming spherical objects. While for such spherical objects S/V scales with r − 1 , slight deviations from a spherical shape lead to a large increase in S/V, which in turn corresponds to an underestimate of the mean radius (37). Direct-neighbor distances between clusters obtained by SAXS and DEER could be compared to each other for the three homopolymeric ionomers PI-Q, PI-S, and Q-PI-S with molecular weights of the polymer chain of 10 kg/mol (37). Distances determined by DEER were found to be 1–1.5 nm shorter than distances obtained by SAXS, but showed the same trend, a decrease in the sequence PI-Q, PI-S, Q-PI-S. The difference may be due to the fact that the spin probes are attached to the cluster surface and the r − 3 averaging inherent in DEER data overemphasizes shorter distances, so that DEER actually measures the surfaceto-surface distance of the clusters while SAXS measures the distance between the centers of clusters. We note however that the Bragg equation underlying the analysis of SAXS data is not expected to be strictly valid for systems lacking longrange order, so that part of the deviation might also be attributed to a systematic error in the SAXS measurements. Signiﬁcantly, DEER measurements also provided intercluster distances for the homopolymers, for which the ionic peak cannot be detected reliably in SAXS curves, and for the diblock copolymers, where it cannot be detected at all. The scaling coefﬁcient x in r = AM n x for the intercluster distances r with molecular weight M n provides information on the spatial distribution of the clusters. In earlier work on α, ω-dicarboxylatopolybutadienes and α, ω-dicarboxylatopolyisoprenes, the range of molecular weights was too narrow for a deﬁnite conclusion about
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this scaling, but extrapolation of the SAXS data to M n = 0 suggested a scaling coefﬁcient of x ≈ 1/2 (90). This result is somewhat surprising, as any deviation from x = 1/3 implies a nonuniform distribution of clusters in the matrix. A nonuniform distribution can be expected for the diblock copolymers if the clusters were either attracted or repelled by the interface between the two blocks, but cannot be easily understood for the homopolymers. Indeed, DEER data provided x = 0.311, ie, a scaling exponent very close to 1/3 even for monoionic diblock copolymers PS-PI-S with lamellar morphology (Fig. 14b). The M n range of the PI block, 5.1–24 kg/mol, is broad enough to exclude a scaling coefﬁcient of 1/2, which corresponds to a ﬁt with a root-mean-square error that is 3 times larger than for the ﬁt with scaling coefﬁcient 1/3. This result indicates that the ionic clusters are distributed throughout the PI microphase, ie, they are neither repelled nor attracted by the interface region. Hence, electrostatic self-assembly and block copolymer morphology are apparently independent of each other for the monoionic telechelic ionomers. A different cluster distribution was detected for the zwitterionic case, as seen by comparing the open circles in Figure 14a and 14b. For the zwitterionic samples Q-PS-PI-S the best ﬁt r = AM n x provided a scaling coefﬁcient of 0.016, which does not signiﬁcantly differ from zero. Indeed a scaling coefﬁcient x = 0 is expected for a two-dimensional distribution of clusters that are strictly conﬁned to the interface between the PS and PI microphases, as the number of clusters per unit interface area does not depend on M n , as long as the number of chain ends per cluster does not depend on M n . The latter assumption is strongly suggested by the constant size of the clusters. Nevertheless, the absence of any signiﬁcant changes is somewhat suprising, given the fact that a solid-state NMR study of related nonionic diblock copolymers indicated a thickness of the interfacial region of several nanometers as far as chain ordering is concerned (91). Taken together the data may then suggest that the interactions that govern ion cluster distribution dominate over the interactions that govern this chain ordering close to the interface. This poses the question whether in monoionic diblock copolymers changes in chain dynamics imposed by the interface are still detectable close to the ion clusters, which reside exclusively in one of the microphases. Comparison of T 50G values from CW ESR experiments on monoionic homopolymers (86) and diblock copolymers (87) does not indicate signiﬁcant differences in the dynamics of the ionic spin probes. However, the CW ESR experiments may not be very suitable for answering this question, as they are most sensitive to differences in dynamics at 330 K, which is signiﬁcantly higher than the T g of the PI microphase (270–280 K). Dynamics at temperatures below T g can be characterized by relaxation measurements in high ﬁeld ESR echo experiments (92). Comparison of echo decay time constants for PI-S and PS-PI-S at 260 K revealed that only the longitudinal relaxation times T 1 obtained by saturation recovery are the same for both cases, while both T 2 and the decay time constant of the stimulated echo T SE differ between the homopolymer and diblock copolymer. For an M n of PI of approximately 10 kg/mol, T 2 values are up to 20% and T SE values up to 50% longer than for the diblock copolymer. Hence, anchoring of PI chains to the more rigid PS blocks leads to a change of chain dynamics that is sufﬁcient to inﬂuence small-angle reorientation of the ionic spin probe K-TEMPO. This probe is attached to the ionic clusters, ie, it resides in the vicinity of the other end of the PI chain. We note however that this result does not necessarily imply that
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the changes in dynamics are transmitted by a single PI chain over its full length; the slight immobilization may be caused by the collective behavior of the PI microphase in the vicinity of the block copolymer interface. A more detailed analysis of dynamics of the ionic spin probe for the monoionic homopolymer PI-S revealed hierarchical processes on different time scales (93). Fast intramolecular libration on a time scale of a few picoseconds is the dominating contribution to longitudinal relaxation (T 1 ), which explains why T 1 is rather insensitive to changes in the environment of the spin probe. This environment can be considered as a cage of the spin probe that consists of the polymer chains and, on one side, of the surface of the ionic cluster. Reorientation of this cage on a time scale of a few hundred nanoseconds is the main contribution to transverse relaxation, so that T 2 is sensitive to polymer chain dynamics. The anisotropy of this reorientation motion can be characterized in detail by performing the experiments at W-band frequencies of ∼94 GHz, where the x, y, and z directions of the molecular frame of the nitroxide molecule (Fig. 2b) are resolved (Fig. 4). Using this information on anisotropy and the constraints on dynamics derived from the CW ESR line shape and stimulated echo decay, it can be shown that the local rearrangement has to be described as anisotropic free rotational diffusion that covers an angular range of only 3–4◦ . This process does not couple strongly to the glass transition. Finally, stimulated echo decay is sensitive to spin probe reorientation on a time scale of several microseconds. It can be demonstrated that the process governing T 2 is not sufﬁcient to explain this decay, as is also suggested by the qualitatively different temperature dependence of T 2 and T SE in the range 0.64 < T/T g < 1.05. Stimulated echo decay is almost independent of temperature below T g but becomes much faster as the glass-transition temperature is approached, because stimulated echo decay requires jump reorientation, which becomes much more likely when cooperative dynamics sets in at T g . Although DSC does not detect a signiﬁcant change in T g between PI matrices in homopolymeric and copolymeric ionomers, such changes are highly signiﬁcant in the stimulated echo decay. Again this appears to be a matter of different time scales, on the time scale of DSC of a few seconds the subtle differences between the two polymers are lost.



Spatially Resolved Degradation from 1-D and 2-D Spectral–Spatial ESRI Experiments During degradation (qv) processes polymers lose some of their most important properties: strength, ﬂexibility, and the ability to withstand extreme temperatures and chemicals. Oxygen, sunlight, and heat are the major factors in the degradation process. The oxidative degradation of polymeric materials can be viewed on the molecular level as a cascade of events triggered by chemically reactive molecules such as free radicals (R• , RO• and ROO• ), and hydroperoxides (ROOH). The modiﬁcation of the polymer properties due to exposure to environmental factors is both on the molecular and macroscopic levels: change of the chemical structure (double bond formation, chain scission, and cross-linking), and of the elastic moduli. Accelerated degradation is often performed in the laboratory, and the results are interpreted in terms of polymer lifetimes in actual applications (94–97).
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Recent advances in the understanding of degradation processes are anchored on the ﬁnding that polymer degradation is often spatially heterogeneous. When the rate of oxygen diffusion is not sufﬁcient to supply all the oxygen that can be consumed, only outside layers in contact with oxygen are degraded, whereas the sample interior is protected: this is the diffusion-limited oxidation (DLO) regime (98–100). The DLO concept implies that in order to understand degradation and predict lifetimes of polymeric materials in different environments, it is necessary to develop proﬁling methods that determine the variation of the extent of degradation within the sample depth. In this article the focus will be on the application of one-dimensional (1-D) and two-dimensional (2-D) spectral–spatial ESRI to the photo- and thermal degradation of poly(acrylonitrile-butadiene-styrene) (ABS) (19–55,58–63). The ESRI approach was applied to ABS because it represents a polymer that is exceptionally important in technological applications, yet is also vulnerable to photo- and thermal degradation, and can be used only in the presence of protective additives. Hindered amine stabilizers (HAS), for instance bis(2,2,6,6-tetramethyl-4piperidinyl) sebacate (Tinuvin 770, (8)), are added for stabilization of polymeric materials (101,102).



The HAS-derived nitroxides are thermally stable, but can react with free radicals (as scavengers) to yield diamagnetic species; the hydroxylamines can regenerate the original amine, thus resulting in an efﬁcient protective effect. Equation 10 presents some of the chemical processes involving HAS during exposure to radiation and oxygen. The presence of nitroxide radicals in HAS-stabilized polymers makes possible the ESRI experiments, with the radicals providing the imaging contrast.



(10) The HAS-derived nitroxides in the ABS and in the heterophasic ethylene– propylene copolymers (HPEC) also studied (64) by ESRI perform a triple role. First, they provide the contrast necessary in imaging experiments; second, they probe the morphology of the system, in terms of glass-transition characteristics and dynamics; and third, they reﬂect the degradation process. Once ESRI data were collected, and transformed into intensity proﬁle (from 1-D ESRI) and spectra
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Fig. 15. Repeat units in ABS polymer.



as a function of sample depth (from 2-D ESRI), the remaining challenge is to translate information extracted from ESRI experiments into details on degradation kinetics and mechanism. As will become clear from the results presented below, the spatial heterogeneity in the distribution of nitroxide radicals deduced by 1-D ESRI as a result of photo- and thermal degradation has been taken as an indicator of heterogeneous degradation Moreover, nitroxide radicals reﬂect not only the spatial extent of degradation, but also events that occur in different morphological domains: In recent studies of ABS polymers, 1-D and 2-D spectral–spatial ESRI images have enabled the visualization of the selective damage, along the sample depth, in butadiene (B)-rich domains, compared to styrene/acrylonitrile (SAN)-rich domains. ABS polymers are complex, multiphase materials consisting of a butadiene (B) core to which a copolymer of styrene (S) and acrylonitrile (AN) has been grafted (Figure 15) (103). The SAN-rich phase is normally continuous, and the size of the B-rich (“rubber”) domains is ≤1 µm in emulsion polymerization, and 0.5–5 µm in mass polymerization. The properties of ABS polymers can be modiﬁed by variation of the grafting conditions and monomer ratio, to produce a polymer suitable for speciﬁc applications (104). Most ESRI experiments were performed on ABS containing ≈10% B (Magnum 342 EZ, from Dow Chemical Co.), doped with 2 wt% Tinuvin 770 (8). The notation is ABS2H. For the ESRI experiments, cylindrical samples 4 mm in diameter were cut from the plaques; the samples were placed vertically in the ESR resonator, with the symmetry axis along the ﬁeld gradient. X-band ESR spectra at 300 K of the HAS-NO in UV-irradiated ABS for the indicated irradiation time in the weathering chamber are presented in Figure 16a. All spectra, except that corresponding to the longest irradiation time (t = 2425 h), consist of a superposition of two components, from nitroxide radicals differing in their mobility: a “fast” component (F, width ≈32 G), and a “slow” component (S, width ≈64 G). These spectra indicated the presence of HAS-NO radicals in two different environments, and were assigned to nitroxides located respectively in low T g domains dominated by B sequences (T g ≈ 200 K), and in high T g domains dominated by S (T g ≈ 370 K) or AN sequences (T g ≈ 360 K), as also seen in Figure 3. The relative intensity of the F component decreased with increasing irradiation time, and was negligible for t = 2425 h. Subtraction of the spectrum of the slow component (upper spectrum in Fig. 14a) from composite spectra gave the fast component; by superimposing the two components, it was possible to reproduce all composite spectra and to determine the relative concentration of each component. The decrease of the relative intensity of F with irradiation time was explained by the consumption of the HAS-derived nitroxide radicals located in B-rich domains of the polymer, as the B component is expected to be more vulnerable to degradation compared with the other repeat units in ABS (33).
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Fig. 16. (a) X-band ESR spectra at 300 K of ABS containing Tinuvin 770 for the indicated irradiation times. Vertical arrows point to the extreme low and high ﬁeld features of the “slow” (S) and “fast” (F) spectral components, respectively. The percentage of the fast component, %F, in each spectrum is indicated. (b) Concentration proﬁles for the indicated irradiation times in the weathering chamber. The horizontal arrow indicates the irradiated side of the sample. From Ref. 55, with permission.



The presence of the two spectral components, F and S, is due to the heterophasic nature of ABS. The variation of the F/S ratio with irradiation time is, however, due to chemical reactions; in this way a connection was established between the concentration and ESR line shapes of the nitroxides, and the degradation process. Figure 16b shows nitroxide proﬁles along the irradiation depth, deduced by deconvolution of 1D ESR images measured at 240 K; this temperature was chosen in order to avoid spatial variation of the line shapes. The larger nitroxide concentration near the outer planes of the sample and the gradual increase of the nitroxide concentration at the nonirradiated side clearly indicated the combined effects of oxygen and UV radiation, and the onset of DLO conditions. We note that the signal on the nonirradiated side appeared also in samples whose back was covered with aluminum foil, indicating that the radicals present on this side are not formed by direct irradiation, for instance, by scattered light. The mechanism responsible for the appearance of radicals on the nonirradiated side is currently under investigation in our laboratory. Figure 17 presents 2-D spectral–spatial perspective and contour images of nitroxide radicals in ABS UV-irradiated for 70 h (in A) and for 643 h (in B) in the weathering chamber. The ESR intensity is presented in absorption mode.
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Fig. 17. 2-D spectral-spatial ESRI contour (top) and perspective (bottom) plots of HASderived nitroxides in ABS2H after 70 h (a) and 643 h (b) of irradiation by the Xe arc in the weathering chamber, presented in absorption. The spectral slices a, b, c, and d for the indicated depths are presented in the derivative mode; these slices were obtained from digital (nondestructive) sections of the 2-D image. %F is shown for a, b, c, and d slices in (a) and for a, c, and d slices in (b). Both 2-D images were reconstructed from 83 real projections, Hamming ﬁlter, 2 PSA iterations, L = 4.5 mm, H = 70 G, and were plotted on a 256 × 256 grid.
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To the right we also present the corresponding “virtual” spectral slices (in the derivative mode) obtained nondestructively at the indicated depths of the sample (slices a–d). The perspective plot and the spectral slices indicate the line shape variation and the relative intensity of each spectral component as a function of depth. For the short irradiation time (t = 70 h) the ESR spectrum of the directly irradiated part of the sample exhibits two spectral components with %F ≈ 42; near the nonirradiated side %F = 63. After 643 h of irradiation, the irradiated side contains no fast component, and %F is signiﬁcantly lower at and near the nonirradiated side. Section b in Figure 17b represents a very weak signal and %F was not calculated for this section. The major conclusion from the 2-D images presented in Figure 17 is that the nitroxides in the B-rich domains are consumed rapidly on the irradiated side, and their concentration decreased to zero after 643 h of irradiation. On the nonirradiated side the degradation is less pronounced, but even on this side a decrease of %F is detected when the irradiation time increases from 70 to 643 h. Spectral proﬁles can be deduced from 2-D spectral–spatial ESRI, as shown in Figure 18: the evolution of %F along the sample depth as a function of irradiation time (t = 70 and 643 h). The plots do not include data at depth range 0.5–1.7 mm because the intensity of the signal is too low and the margin for error in %F is too large. As the %F reﬂects the nitroxide radicals located in the B-rich domains, the proﬁles presented in Figure 18 can also be considered as elastomer proﬁles: a look into spatial changes in the elastomeric properties of ABS as degradation progresses.



Fig. 18. Percentage of the fast component of HAS-derived nitroxides (%F) as a function of depth in ABS2H for the indicated irradiation times by the Xe arc in the weathering chamber: 䊏, 70 h Xe; 䊉, 643 h Xe. 834 h. Data were deduced from digital (nondestructive) sectioning of the 2-D spectral-spatial ESR images, such as those presented in Figure 17; see text. From Ref. 60, with permission.
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Fig. 19. Right: 1-D concentration proﬁles for ABS2H for the indicated time of thermal treatment at 393 K, Left: 1-D concentration proﬁles normalized to the corresponding nitroxide concentration. Only one side of each (symmetrical) proﬁle is shown. From Ref. 62, with permission.



The concentration proﬁles for the indicated thermal treatment at 393 K are shown in Fig 19; the proﬁles were deduced by simulation of 1-D ESR images measured at 240 K. All proﬁles on the right side are presented with the same maximum height; the proﬁles on the left are given for one side of the samples (because of symmetry), and normalized by the nitroxide concentration measured in whole samples. The evolution from ﬂat proﬁles in the initial stages of thermal ageing to spatially heterogeneous proﬁles due to DLO is clearly seen in Figure 19. The 1-D proﬁles indicate that the HAS-derived nitroxides are located at the two sample extremities, in regions of widths it is 500–600 µm in ABS2H. Figure 20 presents spectral proﬁles as a result of thermal treatment of ABS2H at 393 K for t = 72, 241, and 834 h. As in the data shown in Figure 18, the F component was assigned to nitroxides located in PB (elastomeric) domains. Conclusions from the ESRI experiments were substantiated by attenuated total reﬂectance (ATR) FTIR spectroscopy of microtomed samples of the polymer (60–63,105). In conclusion, results from ESR imaging, together with the determination of the nitroxide concentration, allowed the mapping of the temporal and spatial variation of the nitroxides, depending on the irradiation source, and the time and temperature of treatment. Moreover, the nondestructive ESRI method is sensitive to early stages in the degradation process, and is expected to be complementary to existing proﬁling methods, for instance FTIR, which are normally applied to more advanced stages of degradation. Finally, the ESRI is of special interest for
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Fig. 20. Spectral proﬁling as a function of sample depth for ABS2H for the indicated time of thermal treatment at 393 K: , 72 h; 䊉, 241 h; 䊏, 834 h. Data points were deduced from 200-µm-thick virtual slices in the corresponding 2-D spectral-spatial ESR images.



the study of polymers with phase-separated morphologies. In ABS and HPEC systems, ESRI studies have demonstrated a hierarchical variation of the HAS-derived nitroxide concentration: within the sample depth on the scale of millimeters, and within morphological domains on the scale of a few micrometers. As a result, it has become possible to establish an elastomer proﬁle, which tracks the evolution of the elastomer properties as a function of sample depth, type and length of treatment, and temperature.



Conclusions and Prospects The CW and pulsed ESR methods described above are exceptionally sensitive and speciﬁc to the presence of species with unpaired electron spins, such as organic and inorganic radicals, paramagnetic ions, and triplet states. Organic radicals are present in important polymerization processes, or are introduced deliberately as dopants, and report on the properties of the system in terms of dynamics, degree of order, and local polarity. In most cases the reporters are nitroxide radicals, which are available in a large range of structures, and can be selected for the speciﬁc system that is investigated and research goals. Recent work has demonstrated that spin probes can be incorporated into complex materials and used as local reporters of the polymer host. By a judicious choice of the polarity, size, and chemical structure of the probe, it is possible to explore speciﬁc regions of microphase-separated or self-assembled system, thus by-passing the often difﬁcult synthetic procedures of preparing covalently bound spin labels. The site selected by the probes is based on the very same weak intermolecular interactions (electrostatic, hydrogen bonding, metal coordination) that
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govern supramolecular self-assembly. Basic CW ESR experiments can provide a wealth of information on spin probe dynamics and polarity of the local environment. Quantitative results can be deduced, based on line shape simulations. This is meaningful in particular if the spin probe can be regarded as a tracer for a speciﬁc component of a complex material, or if a set of probes with systematically varied structure is used, for example a series of nDSA or CATn probes. Once the attachment site of a spin probe is established by CW ESR, advanced ESR experiments can be used to characterize the spatial distribution of probes and the structure of the material in the vicinity of the probe. Such approaches are just emerging and have not yet reached their full potential. The spatial distribution of probes can be determined on macroscopic-length scales by ESR imaging (ESRI) and on microscopic-length scales in the nanometer range by DEER measurements. These two techniques complement each other but have not yet been applied simultaneously to the same system. Polarity indices are a helpful tool for characterizing heterogeneous materials in general, including polymers. Separating the effects of matrix polarity and hydrogen bonding on the magnetic parameters of a spin probe is possible with high ﬁeld ESR (106), but has not yet been utilized in materials science applications. Matrix ENDOR of spin probes that reside in an internal interface has the potential to provide detailed information on the microscopic structure of this interface, but measurement techniques and data analysis are still in their infancy, so that only semiquantitative information can be obtained to date. Development of more precise and sensitivity-optimized measurement techniques and better quantiﬁcation of the spectra are now in progress. In recent years, advanced methods of polymerization such as living radical polymerization have been developed; the major advantages are the ability to synthesize polymers with narrow distributions of molecular weights, and tailor-made block copolymers of high purity (107,108). Some of these methods depend on the presence of nitroxide radicals in order to control the reactivity of growing chains via the equilibrium between alkoxy amine chain ends and active free-radical chain ends. ESR methods can be used to provide mechanistic details that are hard to obtain by other methods, for instance the electronic and steric effects of the penultimate unit in the propagating radical (109). It is expected that ESR methods will ﬁgure prominently in the ﬁeld of living radical polymerization, for the detection and analysis of signals from free radicals (polymer-derived or nitroxides), and from transition-metal cations.
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