






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Efficient Entropy Estimation and Mutual ... - Alexandre Venelli

We are here interested in the statistical test used in DSCA, particularly in the use ... CVMB (CramÃ©r-von Mises with B-splines), VAR (differential cluster analysis ... 

















 Télécharger le PDF 






 2MB taille
 15 téléchargements
 310 vues






 commentaire





 Report
























Efficient Entropy Estimation and Mutual Information Analysis Alexandre Venelli and Vincent Dupaquis {alexandre.venelli, vincent.dupaquis}@atmel.com



Contribution Mutual Information Analysis (MIA) is an interesting differential side-channel attack in its concept. However, it is not very useful on many devices, particularly on classical CMOS systems. The Correlation Power Analysis (CPA) is still one of the most powerful attack although CPA only records linear relationships where MIA takes into account both linear and non-linear dependences. We study if the lack of efficiency of MIA is due to its inherent properties or if the attack is just not used correctly. In fact, we notice that using state-of-the-art estimation techniques improves MIA results significantly and allows for a more fair comparison with other attacks.



Question: Does using the best MI estimation techniques improve that much the results of MIA attacks?



Differential Side-Channel Analysis Workflow



Some Statistical Tests • [KJJ99] - Simplified T-Test • [ARR03] - Void hypothesis DPA • [BCO04] - Pearson factor • [BGLR08] - Spearman factor • [GBTP08] - Mutual information • [VCS09] - Cram´er-von Mises test • [BGLR09] - Differential Cluster Analysis



We are here interested in the statistical test used in DSCA, particularly in the use of Mutual Information as distinguisher.



MIA vs CPA [MMPS09]



Problem: Difficulty to Estimate Mutual Information Parametric estimation Assumes that the data is sampled from a known family of distributions (Gaussian, exponential, normal, ...). The parameters of the density estimation are then optimized by fitting the model to the data set. Methods: Maximum Likelihood, Edgeworth [VH05], Least square, ... Nonparametric estimation: Makes no assumptions about the distribution of the population, i.e. ”model-free” methods. The choice of the parameters in these techniques is often made ”blindly”, i.e. no reliable measure used for the choice. Methods: Histograms, Kernel Density Estimation [MRL95], Wavelet Density Estimator [Van95], B-spline functions [DSSK04], k-Nearest Neighbors [KSG04], ...



Experimental Results and Conclusion We carried out attacks on two different setups and two different algorithms. The efficiency of the attacks is measured using known metrics: guessed entropy and success rate [SGV08]. We apply nonparametric estimation techniques with the MIA algorithm and observe the improvements compared to a classical powerful CPA. We note the attacks in the following: MIA (classical histograms), MIB (B-spline functions), KDE (kernel density estimation), KNN (k-nearest neighbors), CVM (Cram´er-von Mises), CVMB (Cram´er-von Mises with B-splines), VAR (differential cluster analysis with variance as criterion function). The CVM tests and the VAR are not MI-type attacks but they represent state-of-the-art propositions. DES on DPA Contest v1 setup



Using DPA Contest curves, we remark that MIB is roughly 2x better compared to MIA. KDE is not very interesting and KNN requires much more computational time than MIB for similar results. Regarding non-MI attacks, CVM, CVMB and VAR perform well. CPA is still far ahead. The STK600 setup is not particularly suited for side-channel analysis contrary to the DPA Contest setup. The power curves contain a lot more noise. In this context, we obtain interesting results. MIB, CVM, CVMB



Multi-precision multiplication on Atmel STK600 setup



and VAR performances seem closer to CPA. MIB looks like the best MIbased contestant [Ven10]. Conclusion: Even if MI-based attacks seem not as performant as CPA or other parametric attacks on classical CMOS devices, we should at least consider the best available MI estimation methods in order to more fairly compare results.
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