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This paper deals with the modeling and identification of high speed machine tool. An inverse dynamic model which is linear in relation to the dynamic parameters is proposed. These parameters are estimated using the weighted least squares solution of an over determined linear system obtained from the sampling of the dynamic model along a closed loop tracking trajectory. Three alternative methods are proposed depending on the position and acceleration measurements available. A method for the automatic tuning of the sampling frequency and the cut off frequencies of the filters used to estimate the positions and their derivatives is proposed. A simulation study compares the efficiency of the three methods and some experimental results are given.
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1. Introduction



In order to improve control and design of machine tools, accurate models taking into account elasticity of joints and structure are needed. The objective of the modeling is to get a simple but accurate enough model to predict the machine performances by simulation at the stage of their design. A good compromise between the complexity of a distributed elasticity approach and the simplicity of neglecting the elasticity with a rigid body model is to consider a model with lumped elasticities and rigid bodies, based on a technology analysis of the system’s components [BAR 95]. In this article the dynamic model of a direct drive machine axis is obtained using the robotics formalism proposed in [KHA 00]. It is proved that the inverse dynamic model is linear in relation to a set of dynamic parameters. The identification methods developed for robot manipulators [GAU 96] can be applied for such class of system. These parameters are estimated using the weighted least squares solution of an over determined linear system obtained from the sampling of the inverse model along a closed loop tracking trajectory and using three different sets of data. At first, only the motor position is available, secondly the motor position and the structure acceleration are used, and finally motor position and acceleration and structure acceleration are available. A comparison is carried out to enlighten practical aspects such as tuning the sampling frequency and the cut off frequencies of the bandpass filters which estimate the derivatives. These frequencies are calculated by an optimization procedure which bounds the systematic bias due to the magnitude distortion. The article is organized as follows : section 2 describes the dynamic modeling of a direct drive machine axis. Section 3 is devoted to the identification using the inverse dynamic model. Some practical aspects about the data filtering necessary to perform the weighted least squares identification algorithm are exhibited. Three alternatives methods are introduced depending on the available measurements. Section 4 presents simulation results and show the efficiency of the three methods. Section 5 contains some experimental results. Finally section 6 concludes the paper.



2. Modeling In order to illustrate our approach, this paper deals with a model composed of 2 masses and 1 spring (noted 2M1S), without loss of generality. This system represents a single axis composed of a structure which is direct drived with a linear synchronous motor and a linear scale. The robotic formalism is used to describe the multi-body structure composed of lumped masses and elasticities [KHA 00]. A frame is defined and attached to each body of the system. A schematic representation is shown on figure 1.
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Figure 1 : 2M1S model of a high speed linear direct drive machine axis The following notations will be used in the paper : Fm is the driving force, (00, x 0 ,z 0 ) is the reference frame, attached to the basement, (O i ,xi , zi ) is the frame attached to each body i=1 for the structure and i=2 for the motor and load, ( q1 , q1(1) , q1(2) ) are respectively the position, velocity and acceleration of the structure with respect to the frame of the basement, (2) ( q 2 , q (1) 2 , q 2 ) are respectively the position, velocity and acceleration of the motor and load with respect to the frame of the structure. Ffs is a force which represents the viscous friction losses of the structure: Ffs =Fvs q1(1)



[1]



Fvs is the viscous friction coefficients of the structure. Ffm is the drive chain friction force which is modelized at non zero velocity as following : (1) Ffm = Fvm q (1) 2 +Fsm sign(q 2 )



[2]



Fvm is the viscous friction coefficient and Fsm is the Coulomb friction force of the drive chain. Using the Lagrange equation or the Newton Euler formalism, the inverse dynamic model of the system gives the control input u = Fm as a function of the state x = [q1



q2



q1(1)



q 2(1) ]T and its derivatives as following:



(1) (1) Fm =M m (q1(2) + q (2) 2 ) + Fv m q 2 + Fs m sign(q 2 )



[3]



0=M s q1(2) +M m (q1(2) + q 2(2) ) + Fv sq1(1) + K s q1



[4]



3. Identification 3.1. The standard identification model The dynamic model Eq. [3], Eq. [4] can be rewritten as a linear relation to a set of Np standard dynamic parameters X S as following: y S =DS X S



[5]



q1(2) + q (2) q 2(1) 2 DS =  (2) (2) 0 q1 + q 2 X S = [M m
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Fsm



sign(q 2(1) ) 0
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0  q1 



Ks ]



T



F  yS =  m  0 



[6]



[7]



[8]



3.2. Dynamic identification method The identification method developed for robot manipulators [GAU 96], [GAU 97] can be applied for flexible systems. From a sampling of the dynamic model Eq.[5], at different times t i , i=1,...,n e , XS can be estimated as the least squares ˆ of the linear system: (L.S.) solution X S YS = WS X S + ρ



[9]



WS is a (rxNp) observation matrix, which is a sampling of the regressor DS , YS is a (rx1) vector of torque or force measurements, ρ is a (rx1) vector of errors, r=2xne>Np, is the number of equations, Np is the number of parameters to estimate. Three points must be considered to calculate the L.S. solution. The unicity of the L.S. solution depends on the rank of the observation matrix WS. WS rank deficiency can come from two origins:



•structural rank deficiency which stands for any samples in WS . This is the structural parameters identifiability problem which has been solved for robots parameters [GAU 90], [GAU 91] by using the minimal (or base) parameters. The numerical solution based on QR factorization of WS can be used for any linear system [GAU 91] and is well suited for machine tools. •data rank deficiency due to a bad choice of samples in WS . This is the problem of optimal measurement strategies which can be solved by using exciting trajectories [GAU 92a][GAU 92b][SWE 97]. In the following, chirp signal has been proved to be a good exciting trajectory. •the generalized positions and their derivatives as seen in Eq.[6] must be available from measurements or estimations. In the case of flexible systems, flexible degrees of freedom (d.o.f) are not all measured. This is a main difference and difficulty compared with the rigid multi body systems where all the joint position are measured. 3.3. The minimal identification models The minimal model is written as following: y = DX



[10]



Depending on the available measurements, three minimal models are considered. 3.3.1 Identification using the motor position measurement The regressor is calculated by substituting the derivatives of q1 in Eq.[3] thanks to the derivatives of q2 calculated from Eq.[4]. The acceleration q1(2) of the structure is given by: q1(2) =



(1) (1) Fm -M m q (2) 2 -Fv m q 2 − Fs m sign(q 2 ) Mm



[11]



The first and second derivatives of Eq. [11] gives q1(3) and q1(4) ( sign(q (1) 2 ) is removed because its derivative is not defined): q1(3) =



(2) Fm(1) -M m q (3) 2 -Fv m q 2 Mm



[12]



q1(4) =



(3) Fm(2) -M m q (4) 2 -Fv m q 2 Mm



[13]



By substituting Eq. [11], Eq. [12], Eq. [13] in Eq.[4] after two derivatives we obtain a minimal model as Eq.[10], with: y = Fm



[14]



(2) D= − Fm



X = [X1



− Fm(1)



q 2(1)



sign(q 2(1) ) q 2(2)



X3



X4



X5



X2



with: X1 =



X6



q 2(3)



T



[16]



X2 =



X 3 = Fv m



X7 =



[15]



X7 ]



M m + Ms Ks



X5 = M m +



q 2(4)  



Fv s Ks



X 4 = Fs m



Fv m Fv s Ks



X6 =



M m Fv m + M m Fv s + M s Fv s Ks



Ms M m Ks



It should be noted that the identified parameters Xi , i=1,… 7, are non linear in relation to the physical ones, which makes difficult to compute the standard deviations of the inertial and friction estimated values in the identification procedure. 3.3.2 Identification using the motor position and the structure acceleration measurements In order to overcome this difficulty, we propose to measure q1(2) using an accelerometer fixed to the structure. Then the identification model is composed of Eq.[3] and the derivative of Eq.[4] combined with the derivative of Eq. [3] which gives the following expressions of y, D and X. q (2) + q (2) q 2(1) 2 D= 1 − q (3)  0 2



sign(q 2(1) ) 0
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0   q1(2) 



[17]



X = [M m



Fv m



Fsm



Ms



Fv s



Ks ]



T



[18]



and  Fm  y =  (2)  − Fm 



[19]



Compared with the first model Eq. [15], the computation of D needs to estimate first to third derivatives of q 2 and first and second derivatives of q1(2) . 3.3.3 Identification using the motor position and both structure and motor acceleration measurements Estimating third derivative of q 2 may be difficult in presence of noisy with an measurements. A better solution is to measure the acceleration q (2) 2 accelerometer. The identification model is the same as the previous case and it is given by Eq. [17], Eq. [18], Eq. [19]. The difference lies in the fact that q (2) is 2 measured and q (3) is estimated from q (2) which is easier than estimating from q 2 . 2 2



3.4. Weighted least squares estimation From a sampling of the minimal dynamic model Eq.[10] , X can be estimated ˆ of the linear system: as the least squares (L.S.) solution X Y = WX + ρ



[20]



W is a (rxp) observation matrix, which is a sampling of the minimal regressor D, Y is a (rx1) vector of torque or force measurements, ρ is a (rx1) vector of errors, p is the number of minimal and identifiable parameters to estimate, r>p, is the number of equations. Standard deviations σXiˆ are classically estimated considering ρ to be a zero mean and independent noise, with standard deviation σρ , such that: Cρρ = σρ2 I rxr



where I rxr is the (rxr) identity matrix. The variance-covariance matrix of the estimation error can be calculated as :



[21]



-1



T CXˆ = σρ2  W W  



[22]



th σXiˆ = C Xii ˆ , is the i diagonal coefficient of C X ˆ. 2



The relative standard deviation % σXrˆ is estimated by : %σXˆ = 100 ri



σXˆ



i



[23]



ˆ X i



In fact this is not true for the dynamic model Eq.[17], Eq.[18], Eq.[19] because the vector of measurements Y and the observation matrix W in the system Eq.[20] are obtained from the concatenation of two linear systems coming from the sampling of the 2 equations of the dynamic model: Y1  W1  ρ1  Y =  2  =  2 X +  2  Y  W  ρ 



[24]



These 2 linear systems have different standard error deviations σρj which can be estimated using the 2-norm of the minimal error calculated on each linear system, j=1,2: ˆρj = σ



ˆj Yj - Wj X



[25]



r j -p j



Xj is the (pjx1) vector of minimal parameters of equation j, rj is the number of equations of the linear system j, pj is the number of minimal parameters of the system in each equation j. (for instance p1=3 and p2=4 for Eq. [17]) The new error covariance matrix is defined as following: Cρρ =(G T G)-1 , G=diag(S),



1 S=  S



1 j S2  L j , S = σ  ˆρ 



[26]



1  ˆ σρj  



S j is a (1, r j ) row matrix.



G is a (2 r j x2 r j ) diagonal matrix with the elements of S on its diagonal.



[27]



ˆ minimizes the 2 norm of the vector of weighted errors ρ : The W.L.S. solution X w



ˆ = Arg.min[ρT G T G ρ] X w X



[28]



ˆ and the corresponding standard deviations σ ˆ are calculated as the L.S. X w Xwi



solution of the system Eq.[17], Eq.[18], Eq.[19] weighted by G: & && X + ρw Yw =Ww (q,q,q)



[29]



with : Yw =G Y, Ww =G W , ρw =G ρ



[30]



4. Practical aspects of data processing Calculating the W.L.S. solution from noisy discrete measurements or estimations of joint data may lead to bias because Ww and Yw may be dependent random matrices [GAU 96], [GAU 97], specialy in Eq.[15] and Eq.[16] where Fm appears both in y and in the regressor D with its derivatives − Fm(2) and − Fm(1) . Then it is essential to filter data in Ww and Yw , before computing the W.L.S. solution. The derivatives of q1 and q2 are obtained without phase shift using a central difference algorithms of the lowpass filtered position. The low pass filter without phase shift and without magnitude distortion into the bandwidth is easily obtained with a non causal zero-phase digital filtering by processing the input data through an IIR lowpass butterworth filter in both the forward and reverse direction using a 'filtfilt' procedure from Matlab. The central difference algorithms is given by: q cd [k] =



1 (q[k + 1] − q[k − 1]) 2Td



[31]



where Td is the sampling period, q the joint position and q cd the central difference of q. The discrete transfer function corresponding to Eq. [31] is given by: q cd − 1 1 1− z− 2 (z ) = q 2Td z − 1



z − 1 = e − Tds is the unit delay in the time domain. Taking s = j ω in Eq. [32] gives the transfer function in the frequency domain:



[32]



q cd sin(ω Td ) ( jω ) = jω q ω Td



[33]



Eq. [33] is an approximation of the continuous derivation transfer function, s = j ω , sin(ω Td ) without phase distortion, but with the gain distortion . ω Td The squared magnitude of the lowpass butterworth filter of order n is given by: H butterworth ( jω ) = 2



1 2n



ω  1+   ω c 



[34]



where ω c is the -3dB cutoff frequency. The bandpass filter transfer function is equal to the product of the lowpass filter and the central difference filter transfer functions. The cutoff frequency must be tuned in order to avoid gain and phase distortion inside the bandwidth because some distortion of data in the dynamic range of the system gives errors in the observation matrix W and leads to bias estimation. Therefore, two parameters have to be designed: -The cutoff frequency ω c of the butterworth filter, -The sampling time Td . Usually, ω c is chosen in order to decrease the measurement noise and the sampling frequency is selected in relation to the bandwidth of the system and more specifically in accordance with the flexible modes. We propose to calculate this parameters through optimization and simulation procedure in order to bound the systematic parameter estimation error. The simulation is necessary to calculate the data used during the different steps of the optimization procedure, because Eq.[4] is an algebra differential constraint for Eq.[3] which must be solved by integrating both equations. A closed loop simulation using feedback PI control on the velocity loop, close to the actual CNC of the real machine is performed. The trajectory is a chirp signal sweeping between 0.1Hz and 100 Hz, in order to get information on the system around its a priori natural frequency which is estimated around 80Hz. The mechanical system in figure 1 is simulated using the a priori manufacturer's nominal data XAP, table 1. For this study, the Coulomb effect has been removed from all the identification models and from the simulation in order to avoid numerical errors coming from the sign function at zero crossing times.



Parameters



Ms Kg



Fv s N/(m/s)



Ks N/m



Mm Kg



Fv m N/(m/s)



Fs m N



XAP : a priori Values



3899



3949.17



109



362.58



88.6



146



Table 1: A priori parameters for simulation



4.1. Tuning of the lowpass filter cutoff frequency In this part it is assumed that the positions and all it's derivatives are available, so no derivative estimation is used. The dynamic identification model is the standard one, Eq.[5], Eq.[6], Eq.[7]. The sampling frequency of data acquisition from the continuous simulation is chosen very high (10 kHz) with respect to the dynamics of the system. The cutoff frequency ω c is designed in order to bound the systematic error due to the magnitude distortion introduced by the lowpass filter. This optimization problem is solved with the 'fminsearch' matlab procedure [MAT 98] which proceeds the Nelder-Mead simplex search. It is based on the minimization of the following criterion: ^



(



ω c = ArgMin %e Xrˆ ωc



∞



∞



− %e Xr_lowpass ˆ



)



[35]



stands for the infinity norm of the relative errors vector,



%e Xrˆ is the vector of relatives error on the estimated parameters, %e Xˆ = 100



X Ni − Xˆi



X Ni XNi is the nominal value calculated from a priori values XAP, depending of the minimal model considered. %e Xr_lowpass is the maximal allowed relative error. ˆ ri



The optimization objective is to satisfy the constraint %e Xrˆ



∞



= %e Xr_lowpass =0.01 ˆ



The cut off frequency which satisfies the criterion is fc=164.42Hz and gives the identified parameters and the corresponding relative errors, table 2.



M m Kg



ˆ X 362.5831



0.0008



Fv m N/(m/s)



88.6088



0.01



M s Kg



3899.0336



0.0008



F v s N/(m/s)



3949.2115



0.0008



K s N/m



1.00e9



0.0008



Parameters



%e Xˆ



r



∞



% e Xrˆ



= 0.01



Table 2: Identification results



4.2. Tuning the sampling time period In the experimental case, some derivatives need to be computed with the central difference algorithm Eq. [31]. Basically, the sampling period Td is computed in order to get an A magnitude cutoff frequency ω c , with A≤1: m



sin(ω c Td )    =A  ω c Td 



[36]



Td is calculated using ‘fminsearch’ Matlab function. This value initializes an optimization procedure satisfying the following criterion: ^



(



Td = ArgMin %e Xrˆ Td



∞



− %e Xr_sampling_time ˆ



)



[37]



where %e Xr_sampling_time is the maximal allowed relative error which is chosen such ˆ > %e Xr_lowpass and small enough with respect to the noise error as %e Xr_sampling_time ˆ ˆ



issued from experimental data. The choice of A depends on the objective %e Xr_sampling_time . A good estimation on ˆ the real process is achieved with values of A close to one. The initial value of Td computed with Eq. [36] gives : -case with 4 derivatives (m=4) and a distortion A=0.9908 (–0.08dB), fd1= 8791.62Hz. -case with 2 derivatives (m=2) and a distortion A=0.9948 (–0.045dB), fd2= 8289.06Hz. 4.2.1 Identification results with motor position measurement



For the optimization of the sampling time, the Coulomb friction is removed from the identification model Eq.[14], Eq. [15], Eq. [16] so the new model is given by: y = Fm



[38]



(2) D= − Fm



X = [X1



− Fm(1)



q (2) 2



q 2(3)



X4



X5



X6 ]



X2



X3



X1 =



M m + Ms Ks



with :



q 2(4)  



q(1) 2



T



[40]



X2 =



X 3 = Fv m X5 =



[39]



Fv s Ks



X4 = M m +



M m Fv m + M m Fv s + M s Fv s Ks



X6 =



Fv m Fv s Ks



Ms M m Ks



[41] This case needs the computation of 4 derivatives (m=4), which corresponds to the initial sampling frequency fd1= 8791.62 Hz. The optimized frequency which guarantees a maximal relative error of %e Xr_sampling_time =1, is 8397.99 Hz. Table 3 ˆ exhibits the nominal value XN calculated from a priori values (table 1) and Eq.[41], ˆ and the associated relatives errors %e ˆ obtained with the its estimated value X Xr sampling frequency fd1=8397.99 Hz. Parameters



XN



ˆ X



%e Xrˆ



X1



4.2615e-6



4.2672e-6



0.1324



X2



3.9491e-6



3.9232e-6



0.6560



X3



88.6



88.8679



0.3014



X4



362.5803



362.6042



0.0065



X5



1.8095e-3



1.8275e-3



0.9999



X6



1.4137e-3



1.4157e-3



0.1437



Table 3: Identification results The physical dynamic parameters are calculated inverting the relations X1 , X 2 , X 3 , X 4 , X 5 ,X 6 . Table 4 shows a good estimation of the physical parameters (see table 1). Parameters



Computation



Values



%e Xrˆ



M m Kg



ˆ = Xˆ − X ˆX ˆ M m 4 2 3



362.6038



0.0065



Fv m N/(m/s)



ˆ X 3



88.8670



0.3014



M s Kg



ˆM ˆ M ˆ /(M ˆ X ˆ ˆ ˆ X 6 m m m 1 − X6 ) / M m



3901.3761



0.0609



F v s N/(m/s)



ˆM ˆ M ˆ /(M ˆ X ˆ ˆ X 2 m m m 1 − X6 )



3920.2865



0.7315



K s N/m



ˆ M ˆ ) /(M ˆ X ˆ ˆ (M m m m 1 − X6)



9.9923e8



0.0760



Table 4: Estimation of physical parameters 4.2.2 Identification results with motor position and structure acceleration measurements Without Coulomb friction, the dynamic identification model issued from Eq. [17], Eq. [18], Eq. [19], is given by: q (2) + q(2) q 2(1) 2 D= 1 − q (3)  0 2



q



q



X = [M m



Fv s



Ks ]



Fv m



 Fm  y =  (2)  − Fm 



Ms



0



0



(4) 1



(3) 1



0   q1(2) 



T



[42]



[43]



[44]



Numerical errors introduced by the simulation of the system and their amplifications through the successive derivations produce a bias on each equation of the dynamic model Eq. [42], Eq. [43], Eq. [44]. A solution to overcome this difficulty consist on using the W.L.S. method presented in the section 3.2. ˆ The initial sampling frequency is fd1= 8791.62 Hz. X initial are the estimated parameters obtained with the initial sampling frequency and %e Xr_initial are the ˆ corresponding relative errors. The comparison is carried out with estimated



ˆ , %e ˆ ) obtained after optimizing the parameters and its relative errors ( X Xr



sampling frequency: fd1=8396.50Hz when the maximal relative error is %e Xr_sampling_time =1. ˆ Parameters



ˆ X initial



%e Xr_initial ˆ



ˆ X



%e Xrˆ



M m Kg



362.6263



0.0127



362.6308



0.0140



Fv m N/(m/s)



89.2246



0.7049



89.4860



1.0000



M s Kg



3904.1615



0.1323



3904.5438



0.1421



F v s N/(m/s)



3975.4013



0.6640



3980.1822



0.7851



K s N/m



1.00e9



0.0207



e



1.00 9



0.0198



Table 5: Identification results 4.2.2 Identification results with motor position measurement and both structure and motor acceleration measurements The initial sampling frequency is fd2= 8289.06Hz. The optimized frequency, which guarantees a maximal relative error of %e Xr_sampling_time =1, is 8036.35 Hz. ˆ ˆ Table 6 presents the results of the estimated parameters ( X ) with ˆ initial , %e Xr_initial ˆ , %e ˆ ) with the optimized sampling frequency. initial sampling frequency and ( X Xr



Parameters



ˆ X initial



%e Xr_initial ˆ



ˆ X



%e Xrˆ



M m Kg



362.5827



0.0007



362.5826



0.0007



Fv m N/(m/s)



88.6377



0.0426



88.6436



0.0492



M s Kg



3904.6587



0.1451



3904.9112



0.1516



F v s N/(m/s)



3982.7667



0.8505



3988.6697



1.0000



K s N/m



1.00e9



0.0196



1.00e9



0.0180



Table 6: Identification results In both cases, the results with initial sampling frequency and optimized frequency are quite similar. However the initial sampling frequency is the frequency necessary to guarantee the maximum filter magnitude distortion. The advantage of the optimization step is to ensure, in addition to the distortion limitation, a bounded relative estimation error.



5. Experimental results Experimental data are issued from tracking speed trapezoidal trajectories imposed by the CNC with different constant speed levels. The experimental sampling frequency fd=250Hz is imposed by the CNC. Table 7 and 8 present estimated parameters issued from simulation and obtained with the same trajectory shape but sampled at a rate of 8KHz. The dynamic identification model is given by Eq.[38], Eq. [39], Eq. [40]. Parameters



XN



ˆ X



%e Xrˆ



X1



4.2615e-6



4.2559e-6



0.1321



X2



3.9491e-6



3.9689e-6



0.4996



X3



88.6



88.5999



0.00008



X4



362.5803



362.5834



0.0008



X5



1.8095e-3



1.7862e-3



1.2814



X6



1.4137e-3



14158e-3



0.1518



Table 7: Identification results in simulation Parameters



Computation



Values



%e Xrˆ



M m Kg



ˆ = Xˆ − X ˆX ˆ M m 4 2 3



362.5831



0.0008



Fv m N/(m/s)



ˆ X 3



88.5999



0.00008



M s Kg



ˆM ˆ M ˆ /(M ˆ X ˆ ˆ ˆ X 6 m m m 1 − X6 ) / M m



4033.0249



3.4374



F v s N/(m/s)



ˆM ˆ M ˆ /(M ˆ X ˆ ˆ X 2 m m m 1 − X6 )



4099.1476



3.7975



K s N/m



ˆ M ˆ ) /(M ˆ X ˆ ˆ (M m m m 1 − X6)



1.0328e9



3.2814



Table 8: Estimation of physical parameters in simulation At this frequency, the estimation of dynamic parameters remains acceptable. Consider now, the same dynamic identification model but sampled at the experimental frequency fd=250Hz. Results of estimated parameters issued from simulation are given on table 9 and 10.



Parameters



XN



ˆ X



%e Xrˆ



X1



4.2615e-6



6.5465e-5



1436.1802



X2



3.9491e-6



3.3820e-6



14.3600



X3



88.6



88.6525



00593



X4



362.5803



362.6873



0.0295



X5



1.8095e-3



0.0069



286.7954



X6



1.4137e-3



0.0220



1462.4642



Table 9: Identification results in simulation Parameters



Computation



Values



%e Xrˆ



M m Kg



ˆ = Xˆ − X ˆX ˆ M m 4 2 3



362.6870



0.0295



Fv m N/(m/s)



ˆ X 3



88.6525



0.0593



M s Kg



ˆM ˆ M ˆ /(M ˆ X ˆ ˆ ˆ X 6 m m m 1 − X6 ) / M m



4840.7356



24.1532



F v s N/(m/s)



ˆM ˆ M ˆ /(M ˆ X ˆ ˆ X 2 m m m 1 − X6 )



268.8187



93.1930



K s N/m



ˆ M ˆ ) /(M ˆ X ˆ ˆ (M m m m 1 − X6)



7.9483e9



92.0516



Table 10: Estimation of physical parameters in simulation This frequency doesn't allow to identify the physical parameter in relation to the flexible mode of the structure. Only the rigid model Eq. [45] is well estimated, tuning the lowpass filter cutoff frequency in the rigid dynamic range, that is fc=20Hz. Fm =M m &q&2 + Fv m q&2 + Fsmsign(q&2 )



[45]



Table 11 presents the identification results of the rigid model in simulation at the sampling frequency fd=250Hz. Parameters



ˆ X



%e Xrˆ



M m Kg



364.5966



0.5562



Fv m N/(m/s)



88.0911



0.5743



Fs m N/(m/s)



148.2109



1.5143



Table 11: Identification results in simulation



Finally, the last set of estimated parameters is issued from experimental measures. These results are given in table 12. Parameters



ˆ X



2σXˆ



%σXˆ



M m Kg



358.92



6.4822



0.9030



Fv m N/(m/s)



88.63



17.10144



9.6475



Fs m N/(m/s)



145.97



29.7282



10.1828



r



Table 12: Experimental identification results The estimated values are very close to the manufacturer data. Therefore new experimentation is planed to collect data with an 8KHz sampling frequency given by simulation study in order to identify the full model with flexibility. 6. Conclusion In this paper, we present the weighted least square identification of a flexible mechanical model with lumped elasticity corresponding to a high-speed machine tool axis. Conditions for a good data processing before identification are exhibited through practical aspects concerning data sampling and data filtering. Initial values of the cutoff frequency and sampling period can be computed through simulation from magnitude distortion limitation due to filtering and derivatives computations. These values are improved by optimization in order to bound the relative estimation error. The first experimentation confirms the necessity to collect data with good processing. Future works will concern further experimental tests to identify flexible modes. REFERENCES
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