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Foreword



Polysaccharides as natural polymers are by far the most abundant renewable resource on the earth with an annual formation rate surpassing the world production rate of synthetic polymers by some orders of magnitude. In contrast to petroleum-based synthetic polymers, plant polysaccharides are sustainable materials synthesized by the sun’s energy and fully biodegradable in the original state. Thus, with decreasing supply of oil resources polysaccharides, including cellulose, starch, chitin, and hemicelluloses, are expected to play an increasingly important role in industrial use. Polysaccharides are designed by nature to carry out various speciﬁc functions. Examples comprise structural polymers such as cellulose and chitin, storage polysaccharides such as starch and glycogen, and gel forming mono- and copolymers such as mucopolysaccharides (glycosaminoglycans), agar, and pectins. Generally, polysaccharides are highly functional polymers with magniﬁcent structural diversity and functional versatility. Their structural and functional properties are often superior to synthetic materials as demonstrated, for instance, by the cellulose based cell wall architecture of plants or the function of hyaluronic acid in the human body. It has been a true challenge to present state-of-the-art polysaccharide research from diﬀerent aspects regarding the macromolecular variety, function and structure in just one volume. In this book well-known and recognized authors describe the current state of research in their speciﬁc ﬁelds of expertise in which many of them have been active for decades. With regard to cellulose and starch as the most abundant polysaccharides, structure, chemical modiﬁcation, physical chemistry, and industrial aspects are being discussed. It is further demonstrated that cellulosic biomass conversion technology permits large scale sustainable production of basic chemicals and derived products. The focus of other chapters are bacterial polysaccharides, hemicelluloses, gums, chitin, chitosan, hyaluronan, alginates, proteoglycans, glycolipides, and heparan sulfate-like polysaccharides. Some chapters deal with medical and pharmaceutical aspects including medical foods, anticoagulant properties and the role of polysaccharides in tissue engineering. Furthermore, methodical aspects, including characterization by X-ray scattering, spectroscopic methods, light scattering, and rheology are discussed. In summary, the comprehensive, improved, and expanded second edition of ‘‘Polysaccharides’’ reﬂects the current state of knowledge of nearly the entire spectrum of polysaccharides with emphasis on structures, methods of structural analysis, functions and properties, novel routes of modiﬁcation, and novel application ﬁelds. With each chapter, the reader will ﬁnd references for a deeper insight into a speciﬁc ﬁeld. Thus, this book is a very useful tool for scientists of both academia and industry interested in the fundamental principles of polysaccharide functions and modiﬁcations on one hand and novel applications on the other. Having been involved in similar work mainly with industry-related issues of cellulose research for many years, I would like to stress that the presented state of knowledge, as sophisticated as it might seem to be, should not be understood as the ﬁnal stage, but as an invitation to add new knowledge to this ﬁeld and to explore additional applications of polysaccharides. I would be delighted, if this monograph challenged and encouraged scientists to deal with polysaccharides as fascinating polymers with a bright future. Hans-Peter-Fink Fraunhofer-Institute for Applied Polymer Research Potsdam-Golm, Germany iii



Preface



Polysaccharides are the macromolecules that belong to the means components of life. Together with nucleic acids and proteins, the polysaccharides determine the functionality and speciﬁcity of the species. Polysaccharides have received little such promotion even though they are widely distributed throughout nature and have highly organized structure. There are important molecules involved throughout the body in signal transduction and cell adhesion. Polysaccharides can be broadly classiﬁed into three groups based on their functions, which are closely related to their occurrence in nature: structural, storage, and gel forming. The ﬁrst compounds used at the industrial level were the polysaccharides. This work provides the most complete summary now available of the present knowledge of polysaccharide chemistry. This book discusses eleven fundamental aspects of polysaccharides: 1. Progress in structural characterization. The structural analysis may oﬀer the most fundamental knowledge to understand the functions of polysaccharides, but the diversity and irregularity of polysaccharide chains make the structural analysis a formidable task. The conformational analysis involves two aspects: (a) the characterization of a single chain conformation and (b) the analysis of the chain assembly of polysaccharides. A remarkable progress has been achieved in recent years with high-resolution, solution- and solid-state-1H- and 13C-NMR including cross-polarization-magic-angle-spinning and two-dimensional techniques. Speciﬁc electron microscopy techniques can visualize single polysaccharide molecules and can yield reliable information on their contour length distribution, persistence length and conformational aspects. Some recent progress reports on computational methods for simulations and calculations associated with structure elucidation of polysaccharides have demonstrated that these methods can contribute to a ‘‘decision’’ on the actual conformational properties of oligosaccharides and linear polysaccharides. 2. Conformation and dynamic aspects of polysaccharide gels. The most important aspect of characterization of polysaccharide gels seems to clarify their backbone dynamics together with conformations as viewed from their highly heterogeneous nature. Backbone dynamics of polysaccharide gel network can be characterized by means of simple comparative high-resolution 13C NMR measurements by cross-polarization-magic angle spinning (CP-MAS) and dipolar decoupled-magic angle spinning (DD-MAS) techniques. 3. Rheological behavior of polysaccharides in aqueous systems. Rheology provides precious tools to explore and understand the properties of polysaccharides in aqueous systems. The rheological behavior of polysaccharides systems manifests the underlying structure of the systems. In the simplest case, that of polysaccharides solution, viscosity is directly related to fundamental molecular properties (molecular conformations, molecular weight and molecular weight distribution, intramolecular and intermolecular interactions). In the case of more structured polymer systems, gels, for example, their viscoelastic properties are related to supramolecular organization. The main types of polysaccharide systems that are encountered in the applications can be distributed schematically in three classes: solutions, gels, and polysaccharide/ polysaccharide (or polysaccharide/protein) mixtures in aqueous media. 4. Biosynthesis, structure, and physical properties of bacterial polysaccharides (exopolysaccharides). This part presents the mechanisms of biosynthesis of bacterial polysaccharides and provides some information on the engineering of polysaccharides that will allow in the near future the production of a polysaccharide with a choice chemical structure having a set of predictable physical properties. This part covers also pertinent areas such as: bacterial and fungal polysaccharides, cell-wall polysaccharides, production of microbial polysaccharides, industrial gums, and microbial exopolysaccharides of practical importance. v
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Preface



The bacterial polysaccharides are described as: production and synthesis, composition and structure, physical properties, degradation by polysaccharases and polysaccharide lyases, polysaccharides common to prokaryotes and eukaryotes, biological properties and applications and commercial products. One chapter is dedicated to the presentation of the order-disorder conformational transition of xanthan gum. 5. Hemicelluloses may function both as framework and matrix substances or reserve substances in seeds, where they form independent wall layers which are mobilized when the seed germinates. In both hardwood and softwood, hemicelluloses fraction in ligniﬁed cell walls represents the matrix substance. This important part of the polysaccharides chemistry is presented in three chapters: Hemicelluloses: Structure and properties; Chemical modiﬁcation of hemicelluloses and gums; Role of acetyl substitution in hardwood xylan. 6. In this edition a particular emphasis is placed on the presentation of the ionic polysaccharides (polyanion and polycation) in the following chapters: Alginate—A polysaccharide of industrial interest and diverse biological functions; Characterization and properties of hyaluronic acid (hyaluronan); Structure – property relationship in chitosans; Chitosan as a delivery system for transmucosal administration of drugs; Pharmaceutical applications of chitosan; Macromolecular complexes of chitosan. 7. Cellulose and starch are the two polysaccharides which constitute the majority of the polysaccharide production. They are presented in four chapters: Chemical functionalization of cellulose; The physical chemistry of starch; Starch: commercial sources and derived products; New development in cellulose technology. 8. The polysaccharides of a major importance in medicine and biology are extensively discussed in nine chapters: Polysialic acid: structure and properties; Brain proteoglycans; Crystal structures of glycolipids; Synthetic and natural polysaccharides with anticoagulant properties; Structural elucidation of heparan sulfate-like polysaccharides using miniaturized LC/MS; Enzymatic synthesis of heparan sulfate; Synthetic and natural polysaccharides having biological activities; Polysaccharide-based hydrogels in tissue engineering and Medical foods and fructooligosaccharides. Polysialic acids form a structurally unique group of linear carbohydrate chains with a degree of polymerization up to 200 sialyl residue. Polysialic acids chains are covalently attached to membrane glycoconjugates on cells that range in evolutionary diversity from bacteria to human brains. Proteoglycans, a group of glycoproteins that are invested with covalently bound glycosaminoglycan chains, are one of the important classes of molecules in brain development and maturation. The glycosaminoglycan chains that deﬁne proteoglycans are of four major classes: heparan sulfate; chondroitin sulfate, dermatan sulfate and keratan sulfate. The glycolipids play roles as the structural holder of membrane proteins suspended in bilayer or bicontinuous cubic phases and as the key code of the intercellular communication or immune system. Anticoagulant polysaccharides as heparin, heparan sulfate and nonheparin glycosaminoglycans (dermatan sulfate, chondroitin sulfates, acharan sulfate, carrageenas, sulfated fucans, sulfated galactan and nonheparin glycosaminoglycans from microbial sources) have been of interest to the medical profession. 9. Renewable resources. Cellulosic biomass includes agricultural (e.g., corn stover and sugarcane bagase) and forestry (e.g., sawdust, thin-nings, and mill wastes) residues, portions of municipal solid waste (e.g., waste paper) and herbaceous (e.g., switch-grass) and woody (e.g., poplar trees) corps. They are appropriate materials used as renewable resources for the production of building blocks for various industrial chemicals and engineering plastics polysaccharides. The chapters ‘‘Bioethanol production from lignocellulosic material’’, and Cellulosic biomass-derived products, describe and evaluate the process for ethanol fuel production. The raw material, hydrolysis, and fermentation are described in detail as well as the diﬀerent possibilities to perform these process steps in various process designs. The chapter ‘‘Hydrolysis of cellulose and hemicellulose’’ presents a comprehensive overview of the technology and economic status for cellulose and hemicellulose hydrolysis describes the important structural features of cellulosic materials, applications, process steps, and stoichiometry for hydrolysis reactions. The chapter then examines biomass structural characteristics that inﬂuence cellulose hydrolysis by enzymes, types of cellulose hydrolysis processes, experimental results for enzymatic conversion of cellulose, and summarizes some of the factors inﬂuencing hydrolysis kinetics. 10. New applications of polysaccharides. This section provides a selection of some new developmental products and some recent applications, which might become of commercial interest in the near future. The polysaccharides are utilized as gallants, thickeners, ﬁlm formers, ﬁllers, and delivery systems in pharmaceutical and cosmetic applications. Immobilization. The use of ionic polysaccharides for the immobilization (enzymes, cells and other biocatalysts for biotechnological production) Ligand systems. Chitin, chitosan and other functional polysaccharides have also been widely used for the preparation of metal chelators. Industrial application ranges from waste water treatment, ion exchange resins, and precious metal recovery. Separatory systems. Cellulose and chitosan derivatives are dominating the membrane market due to their favorable stability and their selectivity in gas- and liquid-phase separations. Biosurfactants. Numerous microorganisms (candida lipolytica, Acetinobacter calcoaceticus) produce extracellular glycoconjugates with pronounced capabilities to modify interfacial and surface conditions. Cellulose derivative composites for electro-optical applications. These studies present an optical cell formed by a transparent solid matrix of mixed esters of cellulose with micrometer-sized pores ﬁlled with a nemantic liquid crystal.
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11. Incorporation of the polysaccharides in the synthetic matrix oﬀers on one hand the possibility to obtain a broader application range of the usual polymers and, on the other hand, ways to optimize and control some properties and produce new materials with unexpected performance at low cost. The treatise is truly international with authors now residing in Austria, Brazil, Canada, Denmark, Egypt, Finland, France, Germany, Greece, Japan, The Netherlands, Norway, Portugal, Romania, Sweden, United Kingdom, and the United States. The editor is grateful to all the collaborators for their precious contributions. Severian Dumitriu
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1 Progress in Structural Characterization of Functional Polysaccharides Kanji Kajiwara Otsuma Women’s University, Chiyoda-ku, Tokyo, Japan



Takeaki Miyamoto National Matsue Polytechnic College, Matsue, Japan



I. INTRODUCTION Oligosaccharides and polysaccharides are biopolymers commonly found in living organisms, and are known to reveal the physiological functions by forming a speciﬁc conformation. However, our understanding of polysaccharide chains is still in its premature state with respect to their structure in solid and in solution. Structural analysis may oﬀer the most fundamental knowledge to understand the functions of polysaccharides, but the diversity and irregularity of polysaccharide chains make it a formidable task. Polysaccharide chains are partly organized but are considered to be mostly amorphous. No single crystal was made from polysaccharides up to now. Thus the crystallographic analysis of polysaccharide chains has been performed by either using the small oligosaccharide single crystals or the x-ray ﬁber pattern diﬀraction from drawn polysaccharide gels. Although a monosaccharide unit is common to many polysaccharides, its linkage mode varies and characteristic functions/properties will appear accordingly. A good example is demonstrated by simple poly-D-glucans—water-soluble, digestible amylose and non-water-soluble, nondigestible cellulose. Both amylose and cellulose are homopolymers composed of glucosidic residues, but they diﬀer in the mode of linkage. Amylose is a (1!4)-a-Dlinked polyglucan, whereas cellulose is a (1!4)-a-Dlinked polyglucan. The (1!4)-a linkage (amylose) and the (1!4)-a linkage (cellulose) of D-glucosidic residues yield a wobbled helix and a stretched zigzag chain, respectively, by joining the D-glucosidic residues in a simple manner so as to place the chain on a plane [1]



(Fig. 1). In later sections, it will be shown that these basic conformations of amylose and cellulose are supposed to be retained to some extent in aqueous solutions. The diﬀerence in the structure is reﬂected by the respective physiological functions of edible amylose and nonedible cellulose. There are some evidences that the higher-order structure of polysaccharide chains is related to their physiological function as exempliﬁed by the triple-stranded helix of scleroglucan, which is known to possess an antitumor activity. Many polysaccharide chains are able to assume an ordered or quasi-ordered structure such as a doublestranded helix, but the ordered structure is interrupted by the irregularity of the primary structure in the polysaccharide chains. Many polysaccharide chains form gel in solutions by assuming an ordered or quasi- ordered chain structure, which constitutes a cross-linking domain. The conformational analysis of polysaccharide chains involves two aspects: (1) the characterization of a single chain conformation and (2) the analysis of the chain assembly (suprastructure) of polysaccharides. A single chain conformation of polysaccharides is primarily determined by the chemical structure speciﬁed by the types of sugar residues, sugar linkages, and side groups. A single chain conformation accounts, to some extent, for the formation of suprastructures such as the complexing capability of amylose and the fringed micelle formation of cellulose. Unlike cellulose and amylose, most polysaccharides have no regular homopolymeric structure, where the regularity is interrupted by the random intrusion of diﬀerent types of linkage and/or sugar units. The introduction of 1
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Figure 1 Wobbled helical conformation (a) and stretched zigzag conformation (b), representing the basic conformations of amylose and cellulose, respectively.



such an irregularity hampers crystallization and promotes the formation of a suprastructure that is characteristic of the polysaccharide species. The interchain interaction of polysaccharides seems to be speciﬁc as exempliﬁed by the suprastructure depending on the chemical structure and counterions (in the case of polysaccharides possessing carboxyl or sulfate groups). The formation of the suprastructure often results to gelation. The complexity in characterizing polysaccharide chain conformation is due to the fact that the interchain interaction of polysaccharides is so speciﬁc that polysaccharide chains are seldom dispersed in solvent as a single chain. Thus a ﬁrst task to understand the structure–function relationship of polysaccharides is to evaluate the intrinsic chain (single chain) characteristics free from interchain interaction. Once the intrinsic chain conformation is speciﬁed, the interchain interaction can be analyzed in terms of the mode of suprastructure composed of several polysaccharide chains. This review is intended to demonstrate the recent strategy in the structural and conformational characterization of oligosaccharides and polysaccharides. Although various techniques are applied for the structural and conformational analysis of oligosaccharides and polysaccharides, the general inability to crystallize excludes the



potential application of the crystallographic approach, which has been a main method of the structural analysis in protein science. Here we will describe two methods that are currently applied to the structural and conformational analysis of oligosaccharides and polysaccharides: smallangle x-ray scattering (SAXS) [2] and nuclear magnetic resonance (NMR) [3]. Molecular modeling by computer is considered to supplement the analysis by small-angle x-ray scattering and NMR. Although an initial intention of molecular modeling is to predict physical properties of carbohydrates a priori [4], the ab initio calculation is limited to a small monosaccharide and the semiempirical quantum method can be applied for the structural characterization of molecules up to the size of disaccharides. Molecular mechanics or molecular dynamics is an alternative method applied to the computer modeling of larger carbohydrate molecules, where the motion of constituent atoms is assumed to be described in terms of classical mechanics. In the ﬁnal chapter, the structural and conformational aspect is discussed from the chemical point of view. Here the controlled chemical modiﬁcation of cellulose is treated and the physicochemical characteristics are discussed by taking into account the structural change due to chemical modiﬁcation of cellulose.
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II. STRATEGY AND METHODS OF ANALYSIS Because many monosaccharides have a single, well-established conformation, the conformational analysis of oligosaccharides and polysaccharides starts from understanding the energetic relationship when the monosaccharide residues are linked in a speciﬁc way. The entire geometry of oligosaccharides and polysaccharide chains can be described in terms of a set of the pairs of dihedral angles of rotation about the monosaccharide links. If the rotation is independent at each monosaccharide link, the chain should assume a random coil conformation. However, the conformation of saccharide chains is found in most cases to assume nonrandom conformations due to intra- and interchain interactions that suppress the conformational space available for the chains linked by independent rotation. Even the crystal structure is partly retained in solution as in the case of protein. Thus a single chain conformation may account, to some extent, for the mode of interactions and the formation of suprastructures. This section gives a brief introduction on the structure of monosaccharides and disaccharides as the basis of the structural and conformational analysis of oligosaccharides and polysaccharides. The fundamentals of SAXS and NMR together with the molecular modeling are also described.



A. Structure of Monosaccharide and Disaccharide A monosaccharide is given by the chemical formula CnH2nOn, where n = 3–10. Pentose (n = 5) and hexose (n = 6) are the most abundant in nature, and are composed of a pyranose or a furanose (Fig. 2) as a basic ring structure. A pyranose ring has two stable chair form (C) conformers C1 and 1C where four atoms of O, C2, C3, and C5 are on the same plane. Fig. 3 lists some of pyranose-type pentose and hexose, which appear in later sections, where the abbreviated description is given for each monosaccharide. A disaccharide is composed of two monosaccharides linked by any of the four modes of glycosidic linkages a,aV, a,hV, h,aV-, or h,hV-. Table 1 shows some disaccharides



Figure 2 Pyranose and furanose.



3



found in nature. The structural analysis of disaccharide implies the identiﬁcation, the linking order, the link position, and the link mode of constituent monosaccharides. Chemical and optical methods are available to determine the structure of disaccharide, but the recent development in NMR has facilitated the assignment of speciﬁc protons or carbons as well as the conformational determination of the glucosidic linkage as shown in the next section. Fouriertransform infrared (FTIR) and laser Raman spectroscopy are also useful tools for the characterization of glycosidic bonds [5]. X-ray and neutron diﬀraction can be applied to determine the crystal structure and hydrogen bonding of monosaccharides and disaccharides that form a single crystal. A classic example will be found in the crystal structure analysis of h-maltose monohydrate [6] (Fig. 4), where the earlier structure determination using x-ray diﬀraction [7] was reﬁned to give a more accurate description of the hydrogen bond structure. The x-ray diﬀraction analysis provides the most explicit information on structure in terms of the precise atomic coordinates. The Cambridge Structural Database lists the crystal structure of about 40 small oligosaccharides (cyclodextrins are omitted) including about 10 trisaccharides, 2 tetrasaccharides, and 1 hexasaccharide. Here a number of crystal structures of mono-, di-, and trisaccharides were determined from the acetate derivatives because the acetylated derivatives are found to crystallize more easily than original (untreated) oligosaccharides. (1!3)-h-D-glucopyranosyl residues consist of a main chain of a medically important class of polysaccharides including curdlan, lentinan, schizophyllan, scleroglucan, and grifolan, which possess branches at C6 (except for curdlan). Glcph 1!3 Glc disaccharides are systematically synthesized and the crystal structures are determined. A ﬁrst attempt was made by Takeda et al. [8] on 3-O-h-D-glucopyranosyl-h-D-glucopyranose (h-D-laminarabiose) ethyl hepta-O-acetyl-h-D-laminarabioside [9], followed by Perez et al. [10] on octa-O-acetyl-h-D-laminarabiose), and by Lamba et al. [11] on (methyl hepta-Oacetyl-h-D-laminarabiose). Recently, 3-O-h-D-glucopyranosyl-h-D-glucopyranoside (methyl h-D-laminarabioside) [12] and methyl hepta-O-acetyl-h-D-laminarabioside [13] were prepared, and the crystal structures were determined by x-ray diﬀraction (Fig. 5). Table 2 summarizes two dihedral angles, / and w, with respect to the glycosidic bond for (1!3)-h-linked disaccharides, evaluated from the crystallographic data of laminarabiose and laminarabioside derivatives. Here the dihedral angles are taken as / = h[H(C1) ,C1 ,O1, C3V] and w = h[C1, O1, C3V, H(C3V)]. (See Sec. II.D for the deﬁnition of dihedral angles / and w.) The angle / is almost invariant around 45j regardless of the substituents, while the angle w is classiﬁed in two groups of around 45j and 8j. When the intramolecular hydrogen bond is formed between 04V and 05, the angle y assumes a negative value. The introduction of acetyl groups prevents the formation of intramolecular hydrogen bonds as seen from the stereoview of the molecular structures of methyl h-D-laminarabioside and methyl hepta-Oacetyl-h-D-laminarabioside in Fig. 5. The invariance of
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Figure 3 Pyranose-type pentose and hexose.



the angle 4) is attributed to the exo-anomeric eﬀect that restricts rotation around the bond between an anomeric carbon atom and a glycosidic oxygen atom [14].



B. Fundamentals of Small-Angle X-Ray Scattering [2] Small-angle x-ray scattering is characterized by its small scattering angle. A scattering process obeys a reciprocal law that relates the distance r in an ordinary (real) space with the scattering vector q in a Fourier (scattering) space by the phase factor deﬁned by exp(q  r); that is, the scattered intensity I( q) is given by the Fourier transformation of the electron density distribution in the object: ðl 4pr2 cðrÞ  expðiq rÞdr ð1Þ IðqÞ ¼ V ¼ 0



Here the magnitude of the scattering vector is given by (4p / k) sin(h / 2) with k and h being the wavelength and the scattering angle, respectively. c(r) is a correlation function representing the average of the product of two electron density ﬂuctuations at a distance r. The distance distribution function p(r) is deﬁned as pðrÞ ¼ Vr2  cðrÞ



ð2Þ



which is characteristic of the shape of the scattering object. The phase diﬀerence between scattered rays becomes more prominent as the scattering angle increases. Thus the scattered intensity is maximum at zero scattering angle and proportional to the number of electrons in the object where the scattered rays are all in phase. The scattered intensity decreases with increasing scattering angle and diminishes at a scattering angle of the order of k / D, where k and D
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Table 1 Disaccharides in Nature Mode of linkage (1!4) Linkage



(1!6) Linkage



(1!3) Linkage



(1!2) Linkage



(1!1) Linkage



Common name



Structure



Origin



maltose cellobiose lactose xylobiose chitobiose cellobiouronic acid isomaltose gentiobiose melibiose planteobiose nigerose laminaribiose turanose hyalobiuronic acid chondrosine kojibiose sophorose sucrose a,a-trehalose



Glcpa 1 ! 4 Glc Glcph 1 ! 4 Glc Galph 1 ! 4 Glc Xylph 1 ! 4 Xyl GlcNh 1 ! 4 GlcN GlcUAph 1 ! 4 Glc Glcpa 1 ! 6 Glc Glcph 1 ! 6 Glc Galpa 1 ! 6 Glc Galpa 1 ! 6 Fruf Glcpa 1 ! 3 Glc Glcph 1 ! 3 Glc Glcpa 1 ! 3 Fruf GlcUAph 1 ! 3 GlcN GlcUAph 1 ! 3 GalN Glcpa 1 ! 2 Glc Glcph 1 ! 2 Glc Frufh 1 ! 2 aGlcp Glcpa 1 ! 1 aGlcp



starch cellulose mammal milk xylan chitin D. pneumoniae amylopectin, etc. gentianose raﬃnose planteose mutan laminaran meleziose (honey) hyaluronic acid chondroitin sulfate Aspergillus orryzae Sophora japonica beet sugar yeast



p and f denote pyranose and furanose, respectively.



denote the wavelength of an incident beam and the average diameter of scattering objects. When x-ray is used as an incident beam (k = 0.154 nm), the limiting scattering angle to be observed is approximately equal to 0.450 when D = 10 nm, or to 0.0450 when D = 100 nm. Because the phase factor exp(q  r) can be replaced by its space average sin qr/qr for the statistically isotropic system according to Debye [15], Eq. (1) can be expanded in the series of q2 at very small angles by expanding the sine term to yield the particle scattering factor as ðl 1 4pr2 cðrÞ  r2 dr=2 PðqÞuIðqÞ=Ið0Þ ¼ 1  q2 3 0 ð3Þ ð



(Rt) of a ﬂat particle by describing approximately the scattering from the cross-section or the thickness in terms of the exponential form. The scattering factor of a rod-like particle (a cylinder) consists of two components of the height and the cross-section as   p  exp q2 R2c =2 ð6Þ Pcylinder ðqÞc 2Hq where 2H denotes the height of the cylinder. The scattering factor of a ﬂat particle (a disk) is given by the product of two terms of the cross-sectional area and the thickness as Pdisk ðqÞc



l



4pr2 cðrÞdr þ Oðq4 Þ







0



where the second term on the right side represents the radius of gyration RG, that is ðl ðl pðrÞ  r2 dr=2 pðrÞdr ð4Þ R2G ¼ 0



  2p  exp q2 R2t 2 Aq



ð7Þ



where A denotes the cross-sectional area. Equations (6) and (7) suggest that the cross-sectional radius of gyration Rc



0



in terms of the distance distribution function Eq. (2). The sine expansion of Eq. (3) is approximately closed in the exponential form, and the particle scattering factor is reduced to the Guinier approximation [2,16]: PðqÞcexpðq2 R2G =3Þ



ð5Þ



suggesting that the radius of gyration can be evaluated from the initial slope by plotting ln P( q) against q2 (the Guinier plot). A similar argument can be applied to evaluate the radius of gyration corresponding to the cross-section of a rod-like particle (Rc) or the thickness



Figure 4 Ref. 6.)



Stereoview of h-maltose monohydrate. (From
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Figure 5



Stereoview of methyl h-D-laminarabioside (top) and methyl hepta-O-acetyl-a-D-laminarabioside (bottom).



Table 2 Dihedral Angles of the Glycosidic Linkage for Glcph 1!3 Glc Disaccharides Compound Methyl h-D-laminarabioside h-D-laminarabiose Methyl hepta-O-acetyl-h-D-laminarabioside Methyl hepta-O-acetyl-a-D-laminarabioside Octa-O-acetyl-h-D-laminarabioside Octa-O-acetyl-a-D-laminarabioside



/ = h[H(C1), C1, O1, C3V]



w = h[C1, O1, C3V, H(C3V)]



43 28 43 43 42 54



52 38 5 2 14 11
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and the thickness radius of gyration Rt are evaluated from the initial slope of the corresponding Guinier plots: ln qPcylinder ( q) plotted against q2 or ln q2Pdisk( q) plotted against q2. Although the polymeric chain has an approximate shape as represented by a sphere or an ellipsoid as a whole in solution, the density distribution is not homogeneous but decays exponentially from the center to the circumference. A simple Ornstein–Zemike type is generally applied to the density correlation function for a Gaussian chain: n cðrÞic expðr=nÞ r



ð8Þ



where c is a concentration of polymer chains and n is a correlation length specifying the range of eﬀective density ﬂuctuation. Introducing in Eq. (1) for a statistically isotropic system, Eq. (8) yields the scattering proﬁle as IðqÞc



cn3 1 þ n2 q2



ð10Þ



Equation (10) yields the scattering proﬁle as cn3



ð11Þ



ð1 þ n2 q2 Þ2



which exhibits a faster decay of the scattered intensity with q. The particle scattering from a single molecule is in principle calculated from the coordinates of the constituent atoms n X



g2i /2i ðqÞ þ 2



i¼1



n1 X n X t¼1 j¼iþ1



PðqÞ ¼ / ðqRÞ ¼



ð12Þ



where q denotes the magnitude of the scattering vector given by (4p / k) sin(h / 2) with k and h being the wavelength of the incident beam and scattering angle, respectively, and gi is an atomic scattering factor. dij is the distance between the ith and jth atoms, and the form factor for a single atom /i( q) is assumed to be given by the form factor for a sphere with a van deer Walls radius of the ith atom



ðRi qÞ3



ðRqÞ3



ð13Þ



where RI is the van deer Walls radius of the ith atom. If a molecule is rigid, the distance dij is ﬁxed and Eq. (1) is



#2 ð14Þ



where R denotes the radius of a sphere. The observed scattering proﬁle is compared with that calculated from an assumed triaxial model of a suitable dimension, which is supposed to be composed of associated oligosaccharides or polysaccharide chains. No interdomain (interparticular) interaction is considered in the above argument, and the scattering is considered to be due solely to an isolated domain (or an isolated particle). When the interdomain (interparticular) interaction becomes dominant, an interference peak will appear at the q range corresponding to the interaction distance in the scattering proﬁle. If the interdomain (interparticular) interaction is isotropic and spherically symmetric, the scattering proﬁle is decomposed into the product of two terms of the particle scattering factor P( q) and the interference SI( q) [16]: ð15Þ



where the interference term is written as SI ðqÞc



3½sinðRi qÞ  ðRi qÞcosðRi qÞ 



3ðsin Rq  Rq cos RqÞ



IðqÞcPðqÞ  SI ðqÞ



gi gj /i ðqÞ/j ðqÞ



sindij q  dij q



/i ¼



" 2



cðrÞiexpðr=nÞ



IðqÞ ¼



equivalent to the particle scattering factor of such a molecule that freely moves in space. If a molecule (e.g., a ﬂexible polymer molecule) has a large internal freedom, the distance dij ﬂuctuates with time due to the internal motion of such a molecule. In this case, the particle scattering factor should be calculated as an average over a statistical ensemble generated by the Monte Carlo procedure [18,19] according to the conditional bond conformation probability [20]. When no molecular model is available, the scattering proﬁle can be analyzed in terms of a triaxial body model of homogeneous density representing the shape of the object [21] or by assuming a suitable pair correlation function for the electron density distribution in the object [22]. The scattering factor is explicitly calculated for some homogeneous triaxial bodies including a sphere, an ellipsoid, a cylinder, and a prism. For example, the scattering factor for a sphere is given by Eq. (14) as



ð9Þ



The volume term V in Eq. (1) is replaced by cn3, which corresponds to the number of units in the correlated density ﬂuctuation. Debye and Beuche [17] proposed a correlation function that speciﬁes the density correlation for a randomly associated system:



IðqÞc
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1 3=2



1  ð2pÞ



ðe=m1 ÞbðqÞ



ð16Þ



with e and m1 being a constant close to unity and the average volume allocated to each interacting domain, respectively. b( q) represents the interaction potential in the Fourier (scattering) space. When the interdomain interaction is given in terms of a hard-sphere repulsion, b( q) is represented by the scattering amplitude of a sphere, Eqs. (13) and (16) reduce to SI ðqÞc



1 1 þ 8ðm0 =m1 Þe/ð2qRÞ



ð17Þ



where m0 is the volume of the sphere and the hard-sphere interaction is represented by the sphere of a uniform radius 2R. The interaction potential b( q) is approximately given
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by the Gaussian function when the interaction is softer [22,23], and Eq. (16) is rewritten as SI ðqÞc



1   1 þ 2A2 Mw c exp n2 q2



ð18Þ



where the Gaussian-type interaction potential is speciﬁed by the correlation length n of interaction.



C. Fundamentals of Nuclear Magnetic Resonance Spectroscopy Applied to the Conformational Analysis Nuclear magnetic resonance (NMR) spectroscopy has been widely employed in the structural analysis and the conformational dynamics of polymers in solution, gel, or solid states. However, its application is limited to the polymers that are not entirely crystalline in general. It provides information on microscopic chemical structures, including the primary structure, stereoregularity, conformation, and secondary structure of synthetic polymers, proteins, and polysaccharides. Various NMR techniques have also been developed to investigate molecular motion through relaxation times, correlation times, and self-diﬀusion coeﬃcients. One of the advantages of NMR in the structure analysis is its sensitivity to a microscopic structure within a short-range order in comparison with smallangle x-ray scattering. The other advantages of NMR are that (1) it is a noninvasive method where no probes are needed; (2) the sample for measurement can be liquid, solid, or gel; (3) the NMR signals can be assigned individually to the main chain, the side chain, or the functional group of a sample and yield the structural information on a speciﬁc site; and (4) the molecular motion and dynamic structure (time-dependent structure) can be observed. However, NMR has some disadvantages: (1) the spatial position of atomic groups is not determined accurately; (2) the information on the long-range and higher-order structure will be lost; and (3) the duration time is long to observe NMR peaks from polymer samples with a reasonable S/N ratio and high resolution. Thus NMR spectroscopy compliments other methods of the structural and conformational analysis of polymers, including x-ray diﬀraction, light scattering, and small-angle x-ray (neutron) scattering. A variety of NMR techniques are available for the structure analysis of oligosaccharides and polysaccharides. The one-dimensional pulse NMR technique is mainly applied for the analysis of the saccharide primary structure in solution state and the determination of relaxation times. The solid state, high-resolution NIVIR technique can be applied for the structure analysis of oligosaccharides and polysaccharides in viscose solution, gel, and solid state. The two- or three-dimensional techniques are used to determine the primary and secondary structures and the conformation of oligosaccharides and polysaccharides. 1. Chemical Shift Oligosaccharides and polysaccharides show several 1H NMR signal peaks in the spectrum region between 2 and



6 ppm for protons on the ring. The anomeric protons (Hi) have peaks in the region between 4.5 and 5.5 ppm, whereas the chemical shifts for other protons (H2–H6) ranges from 2 to 4.5 ppm. The H1 chemical shift database will provide a starting key to assign the chemical shifts of unknown samples, although the chemical shift database for oligosaccharides and polysaccharides are still far from completion with respect to the accumulation and systematization. As the chemical shifts are also sensitive to the conformational change, solvent, and temperature, it requires experience and skill to identify the 1H NMR peaks for unknown oligosaccharides and polysaccharide samples. Various two-dimensional NMR techniques have been developed to facilitate the assignment and identiﬁcation of the chemical shifts as described in a later section. The 1H NMR chemical shift data are summarized for monosaccharides in Table 3 [24]. The data are shown for monosaccharides as the components of oligosaccharides in which each is linked to an adjacent monosaccharide via a glycosidic bond oriented either below (a) or above (b) the plane of the ring. The chemical shift values of monosaccharides will assist the identiﬁcation of oligosaccharides and polysaccharides, but the values vary considerably with the conﬁguration and conformation of samples. 2. Relaxation Time The spin-lattice relaxation time (T1) and the spin–spin relaxation time (T2) reﬂect the conformational change and the local tumbling motion of oligosaccharides and polysaccharide chains. The relaxation process has been observed to understand the structure-dependent molecular motion, the helix-coil transition, the sol–gel transition, the crystalline structure, the amorphous structure, the aggregation structure, and the hydration structure. The spin-lattice relaxation time T1 is measured with the repeated p–s–2/p radio frequency (RF) pulse sequence by the inversion recovery method [25]. T1 follows Eq. (19) derived from Bloch’s equation: lnðAl  As Þ ¼ ln 2Al  s=T1



ð19Þ



where Al and As are the magnitude of the recovering vector of magnetization evolved by a p/2 RF pulse at time t = l and s, respectively. T1 is evaluated from the plot of ln(Al  As) against s. T1 is given in terms of the viscosity g and temperature T [26] as 1 ¼ T1







128p3 h2







 l4 a3 g 



kT r6



ð20Þ



where l denotes a nuclear moment, a is the eﬀective radius of a spherical molecule, and r is the distance from the observed nucleus to its magnetic neighbor. T1 decreases in proportion to g/T and a3 increases with r6. The eﬀective volume a3 is replaced with the molar volume in the case of oligosaccharides and polysaccharides in solution. T1 as a function of the correlation time indicates the degree of molecular motion, and T1 takes a minimum at the temperature when the relaxation occurs according to the dipole–
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Table 3 Chemical Shifts (ppm) of Monosaccharides from Acetone at 2.225 ppm in D2O at 22–27jC Protons Monosaccharidea



H1



H2



H3



H4



H5



H6



H7



CH3



NAC



a-D-Glc-(1! h-D-Glc-(1! a-D-Man-(1! h-D-Man-(1! a-D-Gal-(1! h-D-Gal-(1! h-D-GlcNAc-(1! a-D-GalNAc-(1! h-D-GalNAc-(1! a-L-Fuc-(1! a-L-Rha-(1! h-D-Xyl-(1! 3-u-Me-a-L-Fuc-(1! 3-u-Me-a-L-Rha-(1! 2,3-di-u-Me-a-L-Rha-(1! 3,6-di-u-Me-h-D-Glc-(1!



5.1 4.4 1.9 4.7 5.2 4.5 4.7 5.2 4.7 5.1 4.9 4.5 4.8 5.0 5.1 4.7



3.56 3.31 3.98 4.04 3.84 3.52 3.75 4.24 3.96 3.69 4.06 3.27 3.70 4.24 3.94 3.34



3.72 3.51 3.83 3.63 3.90 3.67 3.56 3.92 3.87 3.90 3.80 3.43 3.40 3.59 3.52 3.31



3.42 3.41 3.70 3.58 4.02 3.92 3.48 4.00 3.92 3.79 3.46 3.61 – 3.52 3.41 3.51



3.77 3.45 3.70 3.37 4.34 3.71 3.45 4.07 3.65 4.1–4.9b 3.74



3.77 3.74 3.78 3.76 3.69 3.78 3.90 3.79 3.80 – – – – – – 3.66



3.87 3.92 3.89 3.93 3.71 3.75 3.67 3.68 3.75 – – – – – – 3.78



– – – – – – – – 1.23 1.28 – 1.32 1.32 1.32 –



– – – – – – 2.04 2.04 2.01 – – – – – – –



c



3.89 3.77 3.73 3.51



a These are average values for nonreducing terminal sugars linked by a glycosidic linkage to the adjacent monosaccharides. Signals for protons at the ring carbons are shifted downﬁeld when linked by another monosaccharide at the hydroxyl group of that carbon. b These signals considerably vary more than other signals due to conformational features. c H5ax 3.29; H5eq 3.93. Source: From Ref. 24.



dipole interaction [27]. The correlation time, sc, is given approximately by sc ¼ 4p3 a3 g=3kT



ð21Þ



1



H T1 varies with the spin diﬀusion [28] and the value of T1 is much inﬂuenced by O2 gas. The T2 experiments are performed to observe the molecular motion in an extreme narrowing condition [27] where the viscosity of a sample solution is low and the motion is fast. The T2 measurements are suitable especially for 1H nuclei because the problem resulting from the spin diﬀusion can be avoided in the T2 experiments. The T2 value is determined by the Carr–Purcell [29]/Meiboom– Gill [30] (CPMG) method. Here the pulse sequence (p/2)– s–py–2s–py–2s–py–p. . .. (s is the pulse interval) is used to avoid the cumulative error due to incorrect pulse lengths. 3. High-Resolution Solid State Nuclear Magnetic Resonance A rapid isotropic tumbling molecular motion is restrained in the viscose solution state or in the solid state of oligosaccharides and polysaccharides. The NMR spectrum shows a proton dipolar broadening of many kilohertz due to strong dipole–dipole interaction and a chemical shift anisotropy as a result of the restraint of the molecular motion. A high-power, proton-decoupling ﬁeld [31] is found to be eﬀective to remove a proton dipolar broadening. 13C–1H scalar coupling can be removed by the high-



power proton dipolar decoupling (DD) to improve the resolution. A magic angle spinning (MAS) method is employed to diminish the chemical shift anisotropy [32]. A sample placed in a cylindrical rotor is rotated about an axis making an angle a with the magnetic ﬁeld, H0, at 800–5000 Hz by air. The chemical shift Hamiltonian is composed of a timeindependent term and a time-dependent term [33]. The time-dependent term yields side bands at the multiples of the rotation rate in the spectrum, but the side bands disappear at a spinning rate faster than a half of the width of the chemical shift anisotropy powder pattern observed in the viscose solution or solid samples. When the sample is rotated at the ﬁxed angle a being equal to 54.74j (magic angle) with respect to the magnetic ﬁeld, the chemical shift anisotropy vanishes and the time-independent term contains only the isotropic chemical shift. Due to long 13C T1, a long repetition time is needed to observe an NMR spectrum with a suﬃcient S/N ratio and a high resolution in solid state experiments. The reduction of T1 can be achieved by transferring the energy of 13C spins in the excited state (at a high-spin temperature) to the NMR lattice. The energy is transferred from 13C spins at a highspin temperature to 1H spins in the cross-polarization (CP) technique [34,35] where the Hartmann–Hahn condition is satisﬁed. The RF pulse sequence of the CP technique for measuring 13C nuclei is shown in Fig. 6a. SL denotes a pulse for spin locking and DD is a pulse for heteronuclear dipolar decoupling. The Hartmann–Hahn condition is
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Figure 6 Timing diagrams for the NMR pulse sequence: (a) CP, (b) COSY, (c) HOHAHA, and (d) NOESY.



satisﬁed by the pulse applied to 13C while applying the SL pulse. The signal created by CP is four times the original magnetization in an ideal condition. The DD and the MAS are usually combined with the CP technique to obtain highresolution spectra (CP/MAS). 4. Two-Dimensional Nuclear Magnetic Resonance In interpreting the NMR spectra, the ﬁrst step is to identify signal peaks. As mentioned above, the spectra for oligosaccharides and polysaccharides are complicated and twodimensional (2-D) NMR technique is commonly applied to separate the NMR signals on the basis of J coupling. The 2D NMR technique yields information on the spin–spin coupling between heteronuclei, chemical exchange, and the nuclear Overhauser eﬀect (NOE). The 2-D NMR technique involves several spectroscopic methods classiﬁed by the mode of pulse sequence (Fig. 6). The response of the nuclear spin system to the RF pulse is observed as FID (free induction decay) as a function of a time t2, which is Fourier transformed to yield an NMR spectrum in the conventional (1-D) spectroscopy. By applying two RF pulses with a time interval t1, a second time axis t1 (an evolution time) can be introduced where the
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response of the nuclear spin system becomes a two-dimensional function of two independent times t1 and t2. When FID is two-dimensionally Fourier-transformed, a twodimensional spectroscopy is obtained as a function of two independent frequencies. The 2-D shift correlated spectroscopy (COSY) informs the connection of nuclei. The pulse sequence of COSY for 1H nuclei is shown in Fig. 6b. (p/2)/1 and (p/2)/2 are the ﬁrst and second pulses, which diﬀer in phase. The time interval between two pulses, t1, is an evolution time and t2 corresponds to an acquisition time. A 1H–1H COSY spectrum is represented by a square, where both axes correspond to 1H chemical shifts. The signals in the spectrum are classiﬁed in diagonal peaks and crosspeaks. The diagonal peaks are equivalent to the 1-D NMR spectroscopy. The cross-peaks appear symmetrically withrespect to the diagonal peaks and correspond to the difference of the chemical shifts of two sites speciﬁed on the diagonal line by the two coordinates of respective peak position. The 2-D homonuclear Hartman–Hahn spectroscopy (HOHAHA) reveals a spin–spin interaction network as a totally correlated spectroscopy that is obtained by changing the duration of the spin-locking application [36]. When the Hartman–Hahn condition is satisﬁed by spin locking, the magnetization transfer takes place by the spin–spin coupling between I and S spins and its degree can be adjusted by the duration of spin locking. Homonuclear Hartman–Hahn spectroscopy is more sensitive than COSY with respect to the line resolution, and facilitates the assignment of 1H signals along covalent bonds. To satisfy the Hartman–Hahn condition over a wide range, a proton broadband decoupling is introduced by a specially designed pulse sequence. Fig. 6c shows the pulse sequence of HOHAHA, where SLy is a spin-locking pulse and sm a mixing time. The MALEV-17 composite pulse [37] applied during the mixing time to lock spins over a wide frequency range. The nuclear Overhauser eﬀect correlated spectroscopy (NOESY) observes the nuclear Overhauser eﬀect due to the magnetic dipole–dipole interaction between nuclei in a short distance, and reveals the conformation, conﬁguration, and chemical exchange of large molecules [38]. The pulse sequence of NOESY is basically the same as COSY except for the additional p/2 pulse after a ﬁxed time sm as shown in Fig. 6d, where sm denotes a mixing time. The distance between 1H nuclei is determined from the intensity of cross-peaks, and oﬀers a mean of investigating spatial relationships between nuclei through NOE. The crossrelaxation rate for an I and S spin system, rIS, is a function of the distance between the I and S spin: c4 t2 rIS ¼ 10r6







6sc  sc 1 þ 4x2 s2c



 ð22Þ



where x is the Larmor frequency and the sc is the correlation time of reorientation [39]. rIS is evaluated from the sm dependence of cross-peak intensities. The spatial information obtained by NOESY is restricted within the distance of
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about 0.5 nm. sc depends on the motility of molecules. The cross-peaks show negative and positive values for xsc < 1 and xsc > 1, respectively. When xsc c 1, the cross-peaks of NOE are not observed. By applying spin locking, a positive NOB is observed over the wide time scale of molecular motion. The rotating frame nuclear Overhauser eﬀect spectroscopy (ROESY) is developed [39,40] to observe NOB of the sample whose molecular weight ranges from 1000 to 2000 and xsc c 1.



D. Molecular Modeling 1. Monte Carlo Method Two dihedral angles / and w with respect to the glycosidic bond determine the conformation of a disaccharide, provided that a pyranose ring is rigid (Fig. 7). The conformational analysis of a disaccharide thus comprises the
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evaluation of a total conformational energy as a function of a pair / and w. / and w can take any value between 180j and +180j. The most likely conformation is expected to have the lowest potential energy. For example, 38 pairs of / and w evaluated from the crystallographic data of maltose Glcpa 1!4 Glc are found to lay within the low-energy range of 2 kcal/mol above the absolute energy minimum on the energy map provided by molecular mechanical calculation, proving the validity of computer modeling. Here molecular modeling permits to evaluate the range of attainable conformations in terms of the potential energy at each point speciﬁed by a pair of / and w. The observed value of / and w will vary among the attainable conformations according to the crystal packing (in the solid state) or the type of solvent (in the solution). Fig. 7 shows the conformational energy map of maltose, cellobiose, xylobiose, chitobiose, laminaribiose, and sphorobiose calculated by



Figure 7 Deﬁnition of two dihedral angles, / and w, to determine the conformation of a disaccharide, and 2-D contour energy map (the potential energy as a function of two dihedral angles / and w) of (a) maltose, (b) cellobiose, (c) xylobiose, (d) chitobiose, (e) laminaribiose (s = 112.5j), and (f ) sophorose.



Figure 7 Continued.
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determined by a set of / and w when the bond angle s is ﬁxed. The eﬀect of excluded volume can be taken into account by excluding the step that places a unit in a speciﬁed vicinity of the space occupied already by the unit in a previous step. Because the polysaccharide chain undergoes thermal ﬂuctuation in solution, the scattering from the solution is observed as an average over space and time. Assuming the ergodicity, several chains are independently generated to constitute a microcanonical ensemble, and the particle scattering function is then given by an ensemble average over the scattering calculated from the atomic coordinates of each generated chain according to Eq. (12). Fig. 9 shows the scattering proﬁles averaged over 500 chains of two 1,4glucans, (1!4)-a-D-glucan (amylose), and (1!4)-h-D-glucan (cellulose), generated by the scheme represented by Fig. 8 with varying the number of glucosidic residues in terms of the Kratky plots by plotting q2I( q) against q. Here the occurrence probability for a pair of / and w is provided by



Figure 7 Continued.



molecular mechanics (MM2 or MM3) with the force-ﬁeld including bond vibration, bond stretching, angular torsion, and van der Waals interaction (see Table 1 for the terminology). Here the glucose residue is assumed to be rigid and replaced with a virtual bond connecting the neighboring oxygen atoms of the glycosidic linkage (Fig. 7). The bond angle s is ﬁxed, for example, to 110j in the case of amylose so as to yield a consistent value for the radius of gyration as observed for high molecular weight amylose. Longer chains are generated by the Monte Carlo method according to the scheme summarized in Fig. 8, where the assumption is made that the short-range interaction between two adjacent residues determines the range of permissible values of a pair of the dihedral angles / and w. That is, a pair of / and w is provided from the energy map (Fig. 7) according to the occurrence probability P(/, w) speciﬁed by the Boltzmann factor associated with the potential energy E(/, w) of a disaccharide with a set of / and w. Here P(/, w) is given as Pð/; wÞ ¼ c exp½Eð/; wÞ=kB T 



ð23Þ



with kB being a Boltzmann constant, T an absolute temperature, and c a normalization constant. A chain is constructed step by step as the geometry of each unit is



Figure 8 Flow chart to generate polysaccharide chains and calculate the scattering factor.
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Figure 9 Simulated scattering proﬁles of (1!4)-h-D-glucan (a) and (1!4)-h-D-glucan (b) as a function of the number of glucosidic residues with snapshots of a simulated structure of respective glucan chains composed of 40 glucosidic residues (a stereo ﬁgure) on the right.



the energy map of Fig. 7. The snapshots of simulated chains (DP = 40) are also shown on the right side of the Kratky plots. The simulated amylose chain reveals the wobble helical conformation with localized highly ordered helical regions, whereas the cellulose chain seems to have a rather extended chain structure as expected from the primary structure. The calculated scattering proﬁles reveal a pronounced peak in Kratky plots at q = 0.2 A˚1 for (1!4)-aD-glucan of higher degrees of polymerization, whereas (1!4)-h-D-glucan exhibits a scattering proﬁle typical to a rigid rod-like molecule. The intramolecular hydrogen bonding is responsible for stabilizing the quasi-helical



chain conformation of (1!4)-a-D-glucan, which yields a thicker cross-sectional radius of gyration evaluated as approximately 5 A˚ from the cross-sectional Guinier plot [Eq. (6)] of the simulated scattering proﬁles for (1!4)-a-Dglucan chains of over 20 glucosidic residues. The crosssectional radius of gyration remains as small as 2.1 A˚ in the case of (1!4)-h-D-glucan chains, whose extended chain conformation promotes to assume the intermolecular hydrogen bonding to form non-water-soluble aggregates. Table 4 summarizes the radius of gyration of (1!4)-a-Dglucan and (1!4)-h-D-glucan, each calculated from the simulated proﬁles and/or estimated from the observed
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SAXS proﬁles. Although some reﬁnement of the probability map is necessary, the simulation accounts, at least qualitatively, for the DP dependence of the radius of gyration and the diﬀerence in the radius of gyration due to the glucosidic linkage mode. When the saccharide chain is longer, the excluded volume eﬀect becomes more serious. The excluded volume eﬀect can be taken into account by considering the interaction between the nonbonded units. Conventionally, the repulsive interaction is dealt with in the Monte Carlo simulation by replacing the chain units (segments) with hard spheres of a ﬁnite radius. Fig. 10 demonstrates the snapshots of amylose chain generated by the Monte Carlo method with and without excluded volume, which is represented by a sphere of a radius 4 A˚ at the position of each glycosidic oxygen. The excluded volume eﬀect is seen to expand the chain, but the helical nature of amylosic chains is retained in both unperturbed and perturbed states. 2. Molecular Dynamics The Monte Carlo method described in the preceding section is based on the disaccharide conformation energy map, and no water molecules are taken into account in the model. Although the Monte Carlo method is capable of simulating longer polysaccharide chains, it does not allow including the solvation eﬀect directly through water-mediated hydrogen bonds. Molecular dynamics (MD) simulations [41] can be applied to the structural studies of various polysaccharides, where water molecules can be explicitly included in the simulation. However, the MD simulation is restricted to relatively shorter chains owing to a present computational capacity. The results of the MD simulation depend on the employed force-ﬁlled models such as Gromos [42], Glycam93/99 [43], and Cﬀ91/Cﬀ [44], as well as on the starting conformation. Among the force ﬁelds mentioned above, Gromos and Glycam is composed of a set of parameters speciﬁcally developed for amylose; however, they diﬀer in the treatment of the exoanomeric eﬀect



Table 4 Radius of Gyration of (1!4)-a-D-Glucan and (1!4)-h-D-Glucan Oligomers DP 1 2 3 4 5 6 7 8 9 10 20 40 50



(1!4)-h-D-glucan (A˚) (obs.) (cal.) 3.53 4.85 6.22 7.61 9.00 10.40 11.84 13.23 14.70 28.53 55.18



(1!4)-a-D-glucan (A˚) (obs.) (cal.) 3.47



–



4.55 5.28 6.15 6.69 7.26 8.08 10.21 10.11



4.43 5.32 6.04 6.56 7.06 7.54 7.77 8.83 13.89 23.18 28.12



Figure 10 Snapshots of amylose chain generated by the Monte Carlo method with (b) and without (a) excluded volume. Here the excluded volume is taken into account by replacing the glycosidic oxygen (denoted by a circle in the Figure) with the hard sphere of radius 4 A˚.



on the glycosidic linkages. Here Gromos ignores the exoanomeric eﬀect, while Glycam incorporates the eﬀect through the torsional terms determined from the ab initio geometry optimization at the HF 6-31G* level. Cﬀ91 is a general-purpose force ﬁeld for biomolecules, and Cﬀ is expanded from Cﬀ91 to include the parameters with a proper account of the anomeric eﬀect on the glycosidic linkages. The example of the MD simulations will be shown in the later section.



III. STRUCTURAL AND CONFORMATIONAL ANALYSIS OF OLIGOSACCHARIDES AND POLYSACCHARIDES The structural characterization of simple homoglucans is mainly introduced in this section. The structural and mechanical properties of the gels from various marine polysaccharides, plant polysaccharides, microbial polysaccharides, and animal polysaccharides are reviewed by Clark and Ross-Murphy [45]. This chapter intends to demonstrate the advanced methods applied for the structural and conformational characterization of oligosaccharides and polysaccharides, particularly in solution, by taking the examples of the homoglucans composed of diﬀerent modes of glucosidic linkage.
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A. (1!4)-A-D-Glucan Represented by Amylose The oligomers of (1!4)-a-D-glucans dissolve well in water. The observed SAXS proﬁles from maltohexaose and maltooctaose are shown in Fig. 11, where no eﬀect of association was observed. The simulated SAXS proﬁles are also shown in Fig. 11 to examine the consistency of simulation with the observed proﬁles. The characteristics of wobbled helix represented by a pronounced peak in the Kratky plots become more distinct in maltooctaose than in maltohexaose as expected from the molecular weight dependence of simulated SAXS proﬁles (Fig. 9). A good agreement between simulated and observed SAXS proﬁles assures that the simulation can be extended to a longer chain to elucidate
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a single chain conformation of amylose. Here no adjustable parameter is involved, except for the normalization with respect to the scattered intensity at q = 0. Amylose is known to assume a double-stranded (Bform) [46,47] or single-stranded helical (V-form) [48] conformation in a solid state from the analysis of the x-ray ﬁber diﬀraction, the x-ray powder, and the electron diffraction pattern of single crystals. Amylose aqueous solution forms gel by cooling. Gelation takes place through the formation of nanocrystallites that serve as cross-linking domains. Particle scattering from model nanocrystallites is calculated [49] by assuming nanocrystallites composed of B-form double helices or single-stranded V helices. The model nanocrystallite is approximately represented by an



Figure 11 Simulated and observed scattering proﬁles from maltohexaose (a) and maltooctaose (b). The Figures on the right show a snapshot conformation of simulated maltohexaose and maltooctaose, respectively (a stereoview).
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elliptical cylinder of 8.32-nm thickness (contains 42–222 duplexes composed of 24 glucosidic residues per strand) or a parallelepiped of 6.44-nm thickness (contains 120 helices composed of 24 glucosidic residues per strand) for the Bform or the V-form, respectively. The SAXS proﬁle from amylose aqueous solution reveals a sharp upturn at q!0 in the Kratky plots (Fig. 12) [ln q2I( q) plotted against q] according to the sol–gel transition. This pronounced upturn is ascribed on the formation of an inﬁnite structure (gel) as expected by the cascade theory of gelation [50]. At higher q regions, two scattering proﬁles from sol and gel coincide, indicating that the local conformation is identical in the sol and gel states. The local conformation is probably represented by a singlestranded chain simulated by the Monte Carlo method shown in Fig. 9a, considering that single-stranded chains are present in amorphous region of gel or in solution [51]. The observed proﬁles are ﬁt to the scattering proﬁle from



Figure 12 Small-angle x-ray scattering proﬁle from amylose gel and sol, where closed and open circles denote gel and sol, respectively. Solid lines represent the calculated scattering proﬁle from simulated (1!4)-h-D-glucan chains of DP = 40.
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Figure 13 Scattering proﬁle of amylose gel decomposed into two components. Iexcess denotes the excess scattering from amylose gel with respect to amylose sol (= IGEL  ISOL). Imodel is the scattering calculated from the oblate ellipsoid of revolution (12.9  13.1  4.3 nm), and Ical = ISOL + Imodel.



simulated (1!4)-a-D-glucan chains (DP = 40) in Fig. 12. The Guinier plots for the cross section [Eq. (6)] yields the cross-sectional radius of gyration as 0.45 nm in both gel and sol. The value of 0.45 nm (close to 0.5 nm), which is evaluated for the cross-sectional radius of gyration from the model double-stranded helix [52], also corresponds to an apparent cross-sectional radius of gyration of a single (1!4)-a-D-glucan chain. Here the deviation at lower q ranges is considered to be due to the presence of doublestranded helices formed by the coupling of two neighboring single-stranded helices without signiﬁcantly disturbing the conformation. The SAXS proﬁle from amylose gel was analyzed in terms of two components representing nanocrystallites and amorphous region [53], respectively, by assuming that no interference would take place between two components. The structure of the amorphous region in amylose gel should be identical to that in the sol state. Thus the excess scattering in the gel state with respect to the sol state mainly resulted from the formation of nanocrystallites that function as the cross-linking domain ( junction zone). The oblate ellipsoid of revolution was found to yield the scattering proﬁle ﬁt to the excess scattering (Fig. 13), and its dimension (three semiaxes 12.9  13.1  4–3 nm) approximately corresponds to the nanocrystallite composed of 42 B-form duplexes with 24 glucosidic residues per strand. The molecular dynamics simulation was performed on maltopentaose with currently available force ﬁelds [54]. The results are compared with the small-angle x-ray scattering observed from maltopentaose in aqueous solution. Fig. 14 compares the simulated proﬁles with the observed SAXS proﬁles, where Fig. 14a provides a series of results simulated with available force ﬁelds, and Fig. 14b the
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B. (1!4)-B-D-Glucan Represented by Cellulose



Figure 14 Small-angle x-ray scattering proﬁles observed from maltopentaose aqueous solution (open circles) of 20.13 mg/mL at 25jC with simulated proﬁles (respective curves). (a) MD results (the radius gyration and force ﬁeld are shown in the Figure) and (b) Monte Carlo results and proﬁles calculated from crystalline regular helices (the radius of gyration and the source of other data are shown in the Figure).



Monte Carlo results with two probability maps (Monte Carlo K denotes a rigid map employed in Fig. 9a) and the proﬁles calculated from the atomic coordinates of three regular helices. Both Monte Carlo results show a satisfactory agreement with observed SAXS proﬁles, where a small diﬀerence due to the glucose geometry was observed at higher q. The results of MD simulations vary with the force ﬁelds, and the Cﬀ91 seems to yield the best ﬁt to an observed proﬁle. Because the helix model of Goldsmith et al. [55] ﬁts satisfactorily well to the observed SAXS proﬁle, maltopentaose seems to assume a quasi-helical conformation speciﬁed by a radius of 5.38 A˚, a rise of 2.44 A˚, a pitch of 17.60 A˚, a repeat of 7.2 A˚, / = 105j, and w = 135j. A typical conformation of maltopentaose is shown in Fig. 15 as simulated with various force ﬁelds. In fact, the conformation observed by the MS simulation with the Cﬀ91 is similar to the helix model of Goldsmith et al.



Cellopentaose cannot be completely dissolved in water because of a strong intermolecular interaction by hydrogen bonding through OH groups on C6. The SAXS from the aqueous solution of cellopentaose (30 mg/mL) exhibits a sharp upturn toward lower q due to the formation of large aggregates (Fig. 16). If the aggregation is caused by intermolecular hydrogen bonding, the aggregates are considered to be formed by the side-by-side stacking of cellopentaose chains. The simulated proﬁle (a solid line in Fig. 16) reﬂects a chain stiﬀness of a (1!4)-h-D-glucan chain, but the observed proﬁle signiﬁcantly deviates from the simulated proﬁle at a lower q region. The cross-sectional radius of gyration is estimated as 3.5 A˚ at the intermediate q range and as over 70 A˚ at the smaller q range. A single (1!4)-h-D-glucan chain has the cross-sectional radius of gyration of 2.1 A˚, so that two cellopentaose chains are considered to form a stable aggregate and some further aggregate into a larger cluster. The intermolecular hydrogen bonds can be broken by adding urea in the aqueous solution of cellopentaose. Fig. 16b observes a good agreement between the observed and simulated SAXS proﬁles, and the cross-sectional radius of gyration is estimated as 2.1 A˚, which is expected for a single (1!4)-A˚-D-glucan chain. Regarding the local conformation of (1!4)-h-D-glucan chain in the presence of water, the potential use of multiple-RELAY-COSY is suggested from the analysis of complex spin networks of 1H NMR spectra of cellooligosaccharides where the complete assignment of 1H NMR resonance was achieved for cellotriose [56]. Solventsuppression COSY provides also a useful method to elucidate the interaction of the hydroxyl groups with water [57]. The 1H NMR of methyl h-cellobioside in H2O-acetoned6 (85 :15) yields sharp signals due to the seven hydroxyl groups at 20jC (Fig. 17), where all signals are identiﬁed [57].



Figure 15 Stereoviews of the snapshot conformations of maltopentaose as simulated by the Monte Carlo method and MD, including regular amylose helices. (a) Regular helix (8.3 A˚) [47], (b) regular helix (7.4 A˚) [55], (c) regular helix (5.9 A˚) [48], (d) Monte Carlo/MM3 (7.57 A˚), (e) Glycam93 (8.85 A˚), (f ) Glycam99 (8.08 A˚), (g) modiﬁed Glycam93 (7.72 A˚), (h) Cﬀ91 (7.83 A˚), (i) Cﬀ (8.30 A˚), ( j ) Gromos (8.32 A˚). The values in each bracket denote the radius of gyration, which was evaluated as 7.4 F 0.2 A˚ from the SAXS proﬁle.
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Figure 16 Small-angle x-ray scattering proﬁle from cellopentaose in water (a) and in 1 M urea aqueous solution (observed and simulated as indicated in the Figures). A stereoview of a simulated cellopentaose chain is shown on the right.



The crystal structure of cellulose has been a subject of a long-standing argument. Cellulose is known to have four diﬀerent polymorphic crystalline forms classiﬁed as cellulose I, II, III, and IV. Parallel chain packing is proposed for native cellulose I [58], and regenerated cellulose II is supposed to assume antiparallel chain packing [59,60] as analyzed from the results of x-ray ﬁber diﬀraction pattern. Because CP/MAS 13C NMR revealed cellulose I as being composed of the allomorphic mixture of triclinic Ia and monoclinic Ih, the reﬁnement of cellulose crystal structure again became a main issue in the cellulose science [61]. Here the multiplicity at C4, C1, or C6 is due to magnetically nonequivalent sites present in crystalline domain, and is



found to vary its pattern, implying that the ratio of two allomorphs Ia/Ih diﬀers by the origin of native cellulose [62–64]. It is interesting to note that a single microﬁbril of native cellulose is a composite of two crystalline phases, Ia and Ih [65,66]. The crystal structure of cellulose II is considered to consist of two antiparallel chains of almost identical conformation packed in a monoclinic unit cell, where the hydroxymethyl group at C6 assumes a tg or a gt conformation in the ‘‘up’’ or ‘‘down’’ chain, respectively. However, CP/MAS 13C NMR exhibits a singlet at 64 ppm for the C6 resonance from cellulose II polymorph against the expected doublet to be observed at 64 and 66 ppm from the
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tg and gt conformations [67]. The cellulose II crystal structure is re-examined [68] from the crystal structure of cellodextrin oligomers, including h-D-cellotetraose (Fig. 18) [69,70] and methyl h-cellotrio side [71]. In those cellodextrin oligomers, all the hydroxymethyl groups (C6–O6 bonds) are in the gt position, but the two antiparallel chains assume a diﬀerent glucose ring conformation. This ﬁnding accounts, at least qualitatively, a singlet for C6 and a doublet for C1 and C4 observed for cellulose II by CP/ MAS 13C NMR.



C. (1!3)-B-D-Glucan



Figure 17 1H NMR spectra of methyl h-cellobioside in H2O–acetone–d6 (85:15) at 20jC.



Figure 18



(1!3)-h-D-glucan consists of a backbone of a group of extracellular plant/fungal glucans such as cinerean, curdlan, krestin, laminaran, lentinan, schizophyllan, and scleroglucan, which are known to aﬀect the immune system as an unspeciﬁc modulator [72]. Except for curdlan, which is linear (1!3)-h-D-glucan, the (1!3)-h-D-glucan family contains some amount of h(1!6) branched Dglucose residues, and assumes a triple-helical conformation. Although the structural requirement is not explicitly understood, the antitumor activity is said to be more



Molecular structure (stereoview) of two h-D-cellotetraose chains.
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pronounced in lower h(1!6) branched (1!3)-h-D-glucans with a relatively high molecular mass [73]. Those (1!3)-hD-glucans form triple-stranded helices of high rigidity in aqueous solution [74,75], and the TEM image revealed the macrocyclic species made of multiple triple-stranded (1!3)-h-D-glucan chains in some cases after a cycle of denaturation-renaturation process [76]. Laminaran is produced by Laminaria seaweeds, and contains a small amount of h(1!6)-branched D-glucose residues and alkyl groups at reductive ends. The conformation of laminara oligosaccharides was characterized in aqueous solution by the combined method of small-angle x-ray scattering and Monte Carlo simulation [77]. The conformational energy map of laminarabiose (Fig. 7e) shows four local minima including two global minima around (/, w) = (0j, 50j) and (/, w) = (30j, 0j). The crystallographic data of laminarabiose and laminarabioside derivatives (except for methyl b-D-laminarabioside and h-D-laminarabiose) conﬁrm that two dihedral angles / and w with respect to the glycosidic bond fall in one of the global minima in the conformational energy map of laminarabiose (see Table 2). w is twisted by the formation of intramolecular hydrogen bond between O4V and O5, which is prevented by introducing acetate substituents. The global minima indicate the helical conformation of laminaran, which will be interrupted by the other local minima at (20j, 170j) and (160j, 10j). Over 500 chains were generated to constitute a statistical ensemble of laminara-oligomers according to the scheme shown in Fig. 8, and the average scattering factor



Figure 19
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over the ensemble was calculated to compare with the observed SAXS proﬁles. The simulated scattering proﬁles (in terms of the Kratky plots) exhibit characteristic maxima of helical conformation with increasing degree of polymerization (Fig. 19). Fig. 20 shows the observed and calculated SAXS proﬁles of laminarahexaose together with a snapshot of a simulated chain. Although laminarahexaose is not long enough to show the characteristics of helical conformation, the observed SAXS proﬁle is in good agreement with the simulated scattering proﬁle. The observed proﬁle has a smooth shoulder at q = 0.2–0.25 A˚1, whereas a simulated proﬁle shows a slight peak at q = 0.2 A˚1 due to a quasi-helical structure. The deviation of the observed proﬁle from the simulated one is probably due to hydration, which is not properly taken into account in the simulation. The radius of gyration RG and the crosssectional radius of gyration RG,c are consistent with the respective values evaluated from observed and simulated proﬁles—7.8 A˚ (RG) and 3.0 A˚ (RG,c) from the observed proﬁle for laminarahexaose, and 7.7 A˚ (RG) and 3.4 A˚ (RG,c) from the simulation. A triple-helical structure has been proposed for (1!3)h-D-glucan [78,79]. For example, the molecular and crystal structure of the anhydrous curdlan and its hydrated form was determined by combined x-ray diﬀraction from oriented curdlan ﬁbers and stereochemical model reﬁnement [80]. Here both hydrous and anhydrous forms assume a right-handed triplex (sixfold triple-helical conformation) crystallized in a hexagonal unit cell with the interstrand O2: : : O2 hydrogen bonds. Curdlan is believed to assume a



Scattering proﬁles calculated for laminara-oligosaccharides as a function of the degree of polymerization.
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Figure 20 Small-angle x-ray scattering proﬁle from laminarahexaose in water (observed and simulated as indicated in the Figure). A stereoview of a simulated laminarahexaose chain is shown on the right.



single- or triple-helical sevenfold conformation by swelling, where a chain is expanded along the chain direction to increase the helix repeat distance to 22.7 A˚ from 17.6 A˚ (in anhydrous form) or 18.8 A˚ (in hydrous form). Regular or irregular short-branch substitutions on the main chain O6 hydroxyls seem not to aﬀect the triplex structure as exempliﬁed by scleroglucan [81], schizophyllan [75], and lentinan [82], which retain a triplex structure even in aqueous solution. It is interesting to note that the dihedral angles / and w of curdlan polymorphs are similar to those of the acetylated derivatives of laminarabiose or laminarabioside (Table 2). Similar / and w values are also evaluated from the molecular structure of the tetrasacharride (1!6) branched (1!3)-h-D-glucan [83].



Gel is formed in the aqueous solution of (1!3)-h-Dglucans, but its mechanism seems to diﬀer from linear and branched species. Curdlan low-set gel is prepared by heating a slurry (>0.5% w/v) to above 60jC, and will be high-set with annealing at 95jC [84]. Gelation is suggested to proceed with breaking hydrogen bonds to solubilize curdlan and reforming intermolecular hydrogen bonds subsequently to consist the junction zones. Hydrophobic interaction promotes the intermolecular association of curdlan at elevated temperatures to form stronger highset gel. Thus curdlan gel is supposed to contain both liquid-like (composed of ﬂexible chains) and solid-like (composed of associated chains) domains. 13C NMR was applied to curdlan gel where various methods (including
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CP/MAS, broadband coupling, and MAS) were employed to obtain the signals from the domains of diﬀerent molecular motions [85]. Fig. 21 shows the 13C NMR spectra of curdlan hydrate and gel recorded by various methods. Here a conventional high-resolution NMR coupled with broadband decoupling conﬁrms that the liquid-like domain is composed of single-helical chains that are ﬂexible and undergo free molecular motion. The intermediate domain is also composed of single chains as indicated by high-power dipolar decoupling with magic angle spinning (MAS). The CP/MAS spectrum reveals a small amount of triple helices visible in the solid-like domain as shown by an arrow (a C5 signal from the triple helix) in Fig. 21, but otherwise gives the characteristics of the swollen sevenfold helical form of solid curdlan with C3 at 87 ppm and no peak at 79 ppm. Annealing at elevated temperatures results in the increase of the fraction of anhydrous (in a later stage hydrous) sixfold helical domains and the decrease of the swollen form portion [86]. The NMR observation indicates that curdlan undergoes gelation by forming quasi-crosslinking domain composed of single helical chains associated hydrophobically after swelling at lower temperatures, and subsequently, by increasing the triple-helical fraction at elevated temperatures. The triple-helical conformation
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of the anhydrous form appears at the early stage of annealing, and eventually the transformation takes place from the anhydrous to the hydrous form. The 13C NMR of branched (1!3)-h-D-glucan gel such as lentinan and schizophyllan shows the characteristic peaks of the triple helix [87], but the peaks corresponding to the liquid-like domain disappear by gelation [82]. Thus the gelation of h(1!6) branched (1!3)-h-D-glucans is mainly due to partial association of triple-helical chains. The gelation of schizophyllan is promoted by the presence of sorbitol [88] where thermoreversible optically transparent gel is formed by lowering the temperature. However, the small-angle x-ray scattering (SAXS) proﬁle from the schizophyllan/sorbitol system shows less-marked change by the sol–gel transition. The 1.5% aqueous solution of schizophyllan containing 4 M sorbitol is sol at 60jC but forms transparent gel at 5jC. The SAXS proﬁles from the solution at respective temperature were analyzed in terms of a modiﬁed broken rod model [89], which reads
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Figure 21 13C NMR spectra of curdlan hydrate (A) and gel (B–D), observed by CP/MAS (A, D), by broadband decoupling (B), and by MAS (C).
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where wi, MLi, and Rci denote the weight fraction, the linear mass density, and the cross-sectional radius of the rod-like component i, respectively. J1(x) is the ﬁrst-order Bessel function, and the constant term accounts that the rod-like components are connected by a free joint. The model takes into account the heterogeneity with respect to the cross-section. The results are shown in Fig. 22 in two types of Guinier plots. Schizophyllan assumes a triplehelical conformation in water, and undergoes no conformational change by decreasing the temperature from 60jC to 5jC as shown in Fig. 22a,b, where the scattering proﬁle was calculated from the molecular model of schizophyllan triple helix. The cross-sectional radius of gyration of schizophyllan is estimated as 6.4 A˚. When sorbitol is added, the cross-sectional Guinier plots yield a smaller apparent cross-sectional radius (5.1 A˚), which becomes even smaller (4.6 A˚) by gel formation at a lower temperature (5jC). Here the SAXS scattering proﬁle at 60jC was ﬁtted with the molecular model of (1!3)-h-D-glucan triple helices with no side chain (i.e., curdlan-type triple helix). The SAXS proﬁle at 5jC can be ﬁtted by a modiﬁed
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broken rod model [Eq. (24)] where each component is replaced with a triple helix and a single coil of the schizophyllan molecular model. The atomic radius is reduced to half of the van der Waals radius to account for the smaller cross-sectional radius. The inclusion of a constant term is necessary, so that schizophyllan triple helices are speculated to disentangle into single chains that act as a free joint. Sorbitol breaks intramolecular hydrogen bonds of schizophyllan triple helices, and solvates the broken parts to form a cross-linking junction by intermolecular hydrogen bonding through sorbitol. An apparent smaller atomic radius observed at 5jC is probably due to solvated sorbitol reducing the contrast between solvent and solute.



D. Cyclic and Linear (1!2)-B-D-Glucan Gram-negative bacteria such as Agrobacterium and Rhizobium [90,91] are known to produce a cyclic (1!2)-h-Dglucan referred to as cyclosophoran. The DP value (the



Figure 22 Small-angle x-ray scattering proﬁles from the 1.5% aqueous solution of schizophyllan and schizophyllan/4 M sorbitol at 60jC (a) and 5jC (b). The solid lines represent the scattering proﬁles calculated according to the molecular model (c) and Eq. (23).
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Continued.
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degree of polymerization) of cyclosophoran varies from 17 to 24 depending on the bacterial strain; the largest DP reported is 40. Cyclosophoran is thought to act as a regulator of the osmotic balance between the cytoplasm and the periplasmic space for bacteria to adapt the change in environmental osmolality [92] or to mediate the bacterium–plant host [93] interactions during the infection of the host. Although the exact physiological role of cyclic (1!2)h-D-glucan is a matter of speculation, its physiological function is assumed to be closely related to its conformation [94]. The conformation of (1!2)-h-D-glucan has been extensively investigated by computer modeling and 13C/1H NMR [95], but the homopolymeric nature and conformational identity of the glucose residues obscure the structure determination by NMR. The conformation of cyclic and linear (1!2)-h-Dglucans was investigated by the combination of the Monte Carlo simulation and SAXS [96]. Cyclosophoran mixtures produced by Agrobacterium radiobactor and Rhizobium fphaseoli were fractionated into nine fractions from DP = 17 to 25 (each designated as CS17 to CS25) by highperformance liquid crystallography (HPLC). Linear (1!2)-h-D-glucans (designated as LS 19 and LS2 1 according to DP) was prepared by acid hydrolysis of CS21 and subsequent fractionation by HPLC. Small-angle x-ray scattering (SAXS) was observed from the aqueous solutions of cyclic glucans (CS17 to CS24) and linear glucans (LS19 and LS21) at 25jC where the concentration was varied from 10 to 40 mg/mL (for the cyclic glucans) or from 12.5 to 25 mg/mL (for the linear glucans). The observed range of the magnitude of the scattering vector was from q = 2.50  102 A˚1 to q = 0.375 A˚1, which is equivalent to the Bragg spacing from 251 to 16.8 A˚. The observed SAXS proﬁles reveal the structural diﬀerence of cyclic and linear (1!2)-h-D-glucan chains in aqueous solution in the region of q > 0.15 A˚1 (Fig. 23). The radius of gyration, RG, was evaluated from the initial slope of the Guinier plots as summarized in Table 5. The cross-sectional radius of gyration Rc was evaluated from the Guinier plots for cross section [Eq. (6)] in the case of linear (1!2)-h-D-glucan chains or the thickness T from the Guinier plots for thickness [Eq. (7)] in the case of cyclic (1!2)-h-D-glucan chains. The results indicate that a cyclic (1!2)-h-D-glucan chain assumes the shape of a ﬂat disk and a linear homolog the shape of a cylinder. The compact conformation of a cyclic (1!2)-h-D-glucan chain is conﬁrmed from the smaller radius of gyration in comparison with a corresponding linear (1!2)-h-D-glucan chain. (1!2)-h-D-glucan chains were generated by the Monte Carlo method, consistent with the disaccharide conformational energy map (Fig. 7f ). The region of the energy well is speciﬁed as the conformation +A for w > 20j, or A for w < 20j according to York [95]. The glucose residue is assumed to be rigid, and the conformational energy map for h-sophorobiose is calculated by the molecular mechanics as a function of the dihedral angles / and w deﬁned as / = h[H1, C1, O, C2V] and w = h[C1, O, C2V, H2V]. Nonbonded van der Waals interactions and



26



Kajiwara and Miyamoto



Figure 23 Small-angle x-ray scattering proﬁles of cyclic and linear (1!2)-h-D-glucan chains in (a) Guinier plots [ln P( q) plotted against q2] and (b) Kratky plots [ q2P( q) plotted against q].



electrostatic interactions due to partial charges are taken into account in the calculation. The occurrence probability is given by the Boltzmann factor for a pair of (/, w) normalized with respect to the sum of the Boltzmann factors for all pairs of (/, w), whereas the bond angle s at the glycosidic oxygen is ﬁxed at 113.6j. Among the chains generated by the Monte Carlo method, those with the end-to-end distance less than 1.5 A˚ are collected to compose an ensemble of cyclic (1!2)-h-D-glucan chains. An ensemble of linear (1!2)-h-D-glucan is composed of 500 chains.



The scattering factors are calculated according to Eq. (12) from the atomic coordinates of generated chains in an ensemble, with the radii of carbon and oxygen atoms being taken to be 1.67 and 1.50 A˚, respectively. Here all the O6 atoms of the glucose unit are aﬃxed to the pyranose ring at a gauche–trans (gt) position with respect to the torsion angle h[O5, C5, C6, O6] and the torsion angle h[C4, C5, C6, O6], respectively. Fig. 24 shows a reasonable agreement of the simulated scattering proﬁle for cyclic (1!2)-h-D-glucans with that observed by SAXS, where the scattering proﬁles calculated



Progress in Structural Characterization of Functional Polysaccharides Table 5 The Radius of Gyration RG, the Cross-Sectional Radius of Gyration Rc, and the Thickness T of Cyclic and Linear (1!2)-h-D-Glucan Chains Evaluated from the Corresponding Guinier Plots of SAXS Data Sample code



RG (A˚)



Rc (A˚)



T (A˚)



7.8 8.1 8.5 8.3 8.6 8.4 8.9 10.6 11.1 12.0



– – – – – – – – 5.9 6.6



10.0 10.0 10.0 10.0 10.5 10.7 10.8 9.8 – –



CS17 CS18 CS19 CS20 CS21 CS22 CS23 CS24 LS19 LS21
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large molecule for the formation of an inclusion complex. All the glucosidic linkage torsion angles are found within the region A of the conformational energy map (Fig. 7f ) with 13 linkages in the region +A and 7 linkages in the region A where no special mode is observed for arranging +A and A. The Monte Carlo simulation for linear (1!2)-h-Dglucans yields less satisfactory results with respect to the scattering proﬁle (Fig. 24). Although the Monte Carlo simulation yields a consistent value of the radius of gyration with an observed one, the deviation in the scattering proﬁle becomes apparent at u (u qRG) > 1.3. A good linearity observed in the cross-sectional Guinier plots [Eq. (6)] indicates a cylindrical shape of a linear (1!2)-h-Dglucan chain as shown in Fig. 26 with space ﬁlling models. The cross-sectional diameter is evaluated as 11.8 A˚ (LS 19)



from two elementary models (a rigid ring [97] and a ﬂexible Gaussian ring [98]) are shown for comparison. The particle scattering factors of two elementary models are analytically given, respectively, as Prigid ðqÞ ¼ N1
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where u and D(x) denote the reduced scattering vector and the Dawson integral deﬁned as uuqRG DðxÞ ¼



ðx



ð27Þ expðt2 Þdt
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The observed SAXS proﬁles from cyclic (1!2)-h-Dglucans exhibit a certain chain stiﬀness in comparison with the proﬁles calculated from the elementary models, where the conformational freedom is suppressed by linking endto-end. The Monte Carlo simulated scattering proﬁles reproduce the observed SAXS proﬁles reasonably well except for the deviation at the higher q region. The deviation at the higher q region may indicate that the eﬀect of hydration should be taken into account, as no interference term due to the solvent–solute interaction is incorporated in the scattering proﬁle calculation. However, the introduction of an apparent scattering unit smaller than 1.67 or 1.50 A˚ (for a carbon atom or an oxygen atom, respectively) reduces the deviation from the observed proﬁle at u (u qRG) > 3 without any physical signiﬁcance. A typical conformation is shown in Fig. 25 with space ﬁlling models, which reveal an irregular doughnut-like ring with the thickness of 10 A˚. The diameter of the CS21 ring annulus is about 4–5 A˚; that is, the cavity in a cyclic (1!2)h-D-glucan chain seems too small to embrace a relatively



Figure 24 Monte Carlo simulated and observed small-angle X-ray scattering proﬁles (the Kratky plots) of CS17 (a) and CS21 (b). The open circles denote the SAXS data, the solid lines the Monte Carlo simulated proﬁle, the dotted lines the calculated proﬁle for a rigid ring [Eq. (24)], and the broken lines the calculated proﬁle for a Gaussian ring [Eq. (25)].
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Figure 25 Space ﬁlling models of cyclic and linear (1!2)-h-D-glucan chains generated by the Monte Carlo method. CS21 (left) and LS21 (right) are seen from the top and the side. Hydrogen atoms are not included.



and 13.2 A˚ (LS21) from the SAXS data, or as 10.6 A˚ (LS 19) and 11.3 A˚ (LS21) from the Monte Carlo simulation. The discrepancy between the two sets of corresponding cross-sectional diameters evaluated independently accounts to some extent for the deviation of the scattering proﬁles at the larger q region. When the observed thickening is compensated by introducing larger radii for C and O atoms than the equivalent van der Waals radii, the consistency of the scattering proﬁles at the larger q region also improves. In Fig. 24, the scattering proﬁle calculated from larger apparent scattering units (C and O atoms) shows a better ﬁtting to the observed SAXS proﬁle. The crosssectional diameter becomes approximately 12% larger by doubling the radius of the scattering units. Although the Monte Carlo simulation yields reasonably consistent results as a whole, more detail inspection reveals that the interaction with water (solvent) needs to be



considered to account for the interference eﬀect at the higher q region. We have observed an opposite tendency of the interference eﬀect at the higher q region in cyclic and linear (1!2)-h-D-glucan aqueous solutions. Although no physical signiﬁcance is known at this stage, the apparent diﬀerence in the size of the scattering units may explain the mechanism of the physiological function found only in cyclic (1!2)-h-D-glucans.



IV. SUPRAMOLECULAR STRUCTURE OF POLYSACCHARIDES IN SOLUTION AND GEL Polysaccharides assume not a completely random a but quasi-ordered conformation in solution as shown in the preceding sections. This particular characteristic results in



Figure 26 Monte Carlo simulated and observed small-angle X-ray scattering proﬁles (the Kratky plots) of LS19 (a) and LS21 (b). The open circles denote the SAXS data, the solid lines the Monte Carlo simulated proﬁles with the radii of scatterers 1.67 A˚ (C) and 1.50 A˚ (O), the broken lines the Monte Carlo simulated proﬁles with the radii of scatterers 3.34 A˚ (C) and 3.00 A˚ (O).
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the formation of quasi-ordered domains in polysaccharide solutions. As a consequence, many polysaccharides form physical gel where the cross-linking domain is constituted of the quasi-ordered assembly of polysaccharide chains. The size of the quasi-ordered domain varies from a few nanometers to a few hundred nanometers, and the overall appearance of polysaccharide solutions and gels is determined by its size, structure, and the mode of its connection. This section deals with the structural characterization of quasi-ordered domains formed by oligo- and polysaccharides in solution.



A. Thermotropic Liquid Crystal of Cellulose Derivatives



Figure 27 Isotropization temperature Ti and melting temperature Tm as a function of side-chain length index for fully substituted cellulose derivatives; tri-O-alkyl cellulose (.) and cellulose trialkanoate (E).



Polysaccharide is hydrophilic and water-soluble in most cases as one of the most fundamental molecular characteristics. However, for example, cellulose is not water-soluble. The lack of solubility of cellulose in water is caused by numerous intra- and intermolecular hydrogen bonds. Cellulose is a linear polysaccharide consisting of anhydroglucose units linked by (1!4)-h-glucosidic bonds. The equatorial



Figure 28 Representative structures of poly- and oligosaccharide-based liquid crystals: (a) chiral nematic (cholesteric), (b) hexagonal columnar, (c) discotic hexagonal columnar, and (d) smectic A phase. Here (d) is supposed to be a structure for 1-Oalkyl-h-D-cellobiosides.
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Figure 29 Transition temperature Ti (.) and Tm (o) for narrow fractions of fully decanoated cellulose.



conﬁguration of the (1!4)-h-glucosidic bond predestines the stretched chain conformation of cellulose, which in turn promotes the intra- and intermolecular hydrogen bonds among their chains. The conformation of (1!4)-h-glucans is discussed in Sec. III.B in some detail. Another characteristic of cellulose is that almost all cellulose derivatives can form lyotropic liquid crystals because of the semirigidity of cellulose main chains. Chitin and its deacetylated derivative, chitosan, are also (1!4)-h-linked homopolysaccharides, and they can form lyotropic liquid crystals. Both cellulose and chitin can form ﬁbers having good mechanical properties. Besides these, there occurs (1!4)-h-linked linear homopolysaccharide in nature. The properties of cellulose derivatives depend not only on the total degree of substitution (DS) and the molar substitution (MS) but also on (1) the distribution of substituents in the anhydroglucose (AHG) units (i.e., the relative DS and MS at three diﬀerent types of hydroxyl groups), (2) the distribution of substituents along the cellulose chain, and (3) the distribution of DS and MS. The distribution within glucose unit arises because the three hydroxyl groups of the glucose residue generally diﬀer in reactivity. This distribution can be estimated by 1 H and 13C NMR methods. On the other hand, the nonuniformity of the distribution along the chain is caused by heterogeneous reaction. In the case of copolymers, the control of compositional distribution is known to be very important to control their physical properties. The problem is equivalent to the control of the distribution of DS and MS values in the cellulose derivatives, although at present it is not easy to estimate their distributions. At all event, the substituent distribution control play a major role for the higher functionalization of cellulose [96–109]. An example is shown in the water solubility of the derivatives. Commercial methyl cellulose (MC) is watersoluble and shows a thermally reversible sol–gel transition in aqueous solution [103,110–112]. Commercial products are usually prepared by the so-called alkali cellulose process, which is based on a heterogeneous reaction. On the
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other hand, MC samples prepared in a homogeneous phase with a nonaqueous solvent system shows no sol–gel transition. In general, the polymers possessing polar hydrophilic and nonpolar hydrophobic groups can dissolve in water, if water is a good solvent for the hydrophilic groups and any neighboring hydrophobic group is hydrated. However, when the temperature is increased, hydrogen bonds are weakened and hydration is reduced in the aqueous solution; that is, solvated hydrophobic groups lose their weakly bound water at higher temperatures. Consequently, they coalesce into a water-insoluble phase and the polymer precipitates at a certain temperature termed as a lower critical solution temperature (LCST) [112,113]. The cloud point is deﬁned as the temperature at which turbidity is observed while heating a dilute solution slowly. Cellulose and chitosan are rich sources of lyotropic and thermotropic liquid crystals (LCs) [114,115]. As already described, both are linear, stereoregular polymers of D-glucose and D-glucosamine, respectively, linked by a (1!4)-h bond. This bonding together with the bulky



Figure 30



Four types of monomer units of xyloglucan.



Figure 31



Snapshots of xyloglucan monomer units with (1!4)-h-D-glucan spines on the right.
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Figure 32 Small-angle X-ray scattering observed (black circles) and calculated (solid or dotted lines) from four types of tamarind seed xyloglucan monomer units. Since octasaccharide has two isomers (i.e., XXLG and XLXG), two dotted lines correspond to the respective scattering proﬁles from XXLG (above) and XLXG (below) and the solid line represents the calculated scattering proﬁle as an average from the two isomers (30% XXLG and 70% XLXG in this instance).
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monomeric units forces the molecules to assume an essentially ﬂat and extended conformation, aﬀording these polymers and their oligomers mesogenic characters. Several studies have been reported on lyotropic and thermotropic cellulose derivatives. For a recent literature review on the lyotropic and thermotropic systems of these derivatives, the readers are referred to Ref. [116]. However, these studies are mostly concerned with HIPC-related derivatives. Those are chemically disordered polymers, the molecular structure–property relationships of which are diﬃcult to establish. Here we describe the main features of thermotropic mesophases exhibited by fully substituted derivatives, which are chemically ordered polymers [115]. Fig. 27 demonstrates the phase behavior of two types of fully substituted cellulose derivatives, trialkyl celluloses and cellulose trialkanoates [117]. The abscissa scale N denotes the side chain length (i.e., the number of the C and O atoms forming the side chain skeleton). As N increases, the melting temperature Tm decreases drastically at ﬁrst and seems to level oﬀ or slightly increases for N z 10, in all cases. Thus it is evident that the introduction of alkyl side chains eﬀectively lowers the melting temperature of cellulose, but as the side chains become longer and the side chain fraction becomes larger, the melting behavior of the systems becomes more governed by that of the side chain components. Although the melting behaviors of the two mentioned systems are similar to each other, their mesomorphic properties are very diﬀerent [118]. All cellulosic LCs, lyotropic or thermotropic, that were known in former times were cholesteric (or nematic). A cholesteric (chiral nematic) phase is characterized by the director ﬁeld propagating in one direction, forming a helix of pitch P (Fig. 28a). The ether derivatives form a cholesteric phase in the vertically hatched region in Fig. 27, while the ester derivatives form quite a diﬀerent phase in the horizontally hatched region. This phase is of a columnar hexagonal type [117]. The N dependence of the isotropization temperature Ti is also diﬀerent for the ether and ester derivatives. The Ti of the ethers decreases with N rather monotonically, whereas that of the esters goes through a small maximum (Fig. 27). To be emphasized here is that though the diﬀerence in the chemical structures of these polymers is rather small, the observed diﬀerences in their mesophase properties may be surprisingly large. Fig. 29 shows the chain length dependence of transition temperatures Ti and Tm obtained for narrow fractions of fully decanoated cellulose and its oligomers [115,118,119]. This phase diagram consists of four regions—a crystalline solid region K, an isotropic liquid region I, and two mesomorphic regions D and C. The oligomeric phase D, which is relevant to homologs with DP < 5, is a discotic hexagonal columnar phase, as illustrated in Fig. 28c [120]. On the other hand, the polymeric phase C, relevant to homologs with DPw > 20 corresponds to the structure given in Fig. 28b [117]. Thus in the oligomeric phase, the molecular axis is perpendicular to the column axis, while in
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the polymeric phase, it is parallel to the column axis. The transition from the perpendicular to the parallel orientation of the molecular axis is expected to occur at a DP of around 10, as Fig. 29 suggests, but it cannot be actually observed, as the transition temperature will be well below the melting temperature Tm. This behavior of the alkyl ester derivatives forms a remarkable contrast to that of the alkyl ether derivatives, which, as already described, form a chiral nematic phase when the chain lengths are suﬃciently large. (Short alkyl ethers show no liquid crystallinity.) Acylated derivatives of chito-oligosaccharides also form a discotic hexagonal phase [121]. Owing to the hydrogen bonding interaction of the amide group, their phases have a higher stability than those of the cellocounterparts. The stability of the discotic hexagonal phase of the chito-compounds decreases with increasing DP of the main chain, and the derivative with a DP of 6 and a side chain carbon number of 14 is likely to form a discotic nematic phase [122].



B. Supramolecular Structure in Xyloglucan Gel Xyloglucan is a general term applied to nonstarch plant polysaccharides composed of a (1!4)-h-D-glucan with (1!6)-a-branched xylose, which is partially substituted by (1!2)-h-galacto-xylose [123]. Xyloglucan is normally contained in plant seed, and its ﬂour has been traditionally used as a food additive in everyday life. Four types of monomer units are allocated to xyloglucan as designated as XXXG, XXLG, XLXG, and XLLG. Each unit is composed of a sequence of four (1!4)-h-D-glucans but diﬀers in the number of galactose side chain (Fig. 30), so that the total number of sugar residues is 7 (in XXXG), 8 (in XXLG and XLXG), or 9 (in XLLG). Tamarind indica (TSP) and



Figure 33 Sol-gel transition temperature diagram of enzymatically degraded tamarind seed xyloglucan solution (1%).
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Detarium senegalense are two common xyloglucans commercially available as a food additive, which have the same fundamental (1!4)-h-D-glucan spine with the diﬀerent content of galactose with respect xylose and glucose. Four types of xyloglucan monomers were simulated by molecular dynamics, and the particle scattering function was calculated according to Eq. (12) from the atomic coordinates of the simulated xyloglucan monomer units [124]. The snapshots of simulated xyloglucan monomers



are seen in Fig. 31, together with respective (1!4)-h-Dglucan spines (without branches) shown on the right side. Here (1!4)-h-D-glucan spines are seen to assume rather ﬂat zigzag conformation, and xylose and galacto-xylose branches to extend and fold upright on the (1!4)-h-Dglucan ﬂat surface. In detail, nonasaccharide (xyloglucan monomer composed of nine sugar residues) exhibits a ﬂatarched spin conformation, while octasaccharide (xyloglucan composed of eight sugar residues) and heptasaccharide



Figure 34 Molecular model for xyloglucan aggregate.
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Figure 35 Scattering proﬁle from the model xyloglucan aggregates. The number of aggregated chains is indicated in the Figure.
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Kajiwara and Miyamoto Table 6 Evaluated Parameters for the Tree-Like Model as a Function of Reaction Time Reaction time (min) 0 40 57 74 91 108



Weight fraction of ( f1)a



b (nm)



Single chain



14-Chain aggregate



0.45 0.5 1.0 1.04 1.06 1.07



6.0 11.0 13.5 13.7 14.0 14.0



1.0 0.49 0.24 0.13 0.07 0.05



0.0 0.51 0.76 0.87 0.93 0.95



(xyloglucan composed of seven sugar residues) assume a slightly twisted conformation. The loss of galactose side chains results in the increase of hydrophobicity, and seems to twist the backbone. A similar conformation of galactoxylose side chains is observed by Levy et al. [125] from the simulation by assuming a ﬁxed ﬂat (cellulose-like) or twisted (cellobiose-like) backbone conformation. Simulated scattering proﬁles are compared with the observed small-angle x-ray scattering proﬁles from tamarind seed xyloglucan monomer units in Fig. 32. The consistency of the simulated and observed results conﬁrms the reality of the chain conformation visualized in Fig. 31. As gelation is prevented by the steric hindrance and hydrophilicity of (1!2)-h-D-galacto-xylose branches, the enzymatic degradation by h-galactosidase promotes gelation of xyloglucan aqueous solution [126]. At room temperature, tamarind seed xyloglucan aqueous solution forms gel at about 45% release of galactose residues, but this gel will melt at an elevated temperature. The resulted gel is opaque and has a unique property to have two melting points at lower and higher temperatures as shown in Fig. 33. The loss of (1!2)-h-galactose proceeds with a reaction time and more aggregation will take place to form cross-linking domains during the course of enzymatic degradation. Here the aggregation will take place laterally at the portion of xyloglucan chains lacking in terminal galactose. The aggregation is expected to form a quasiordered domain composed of laterally arranged xyloglucan chains. Because the conventional analysis of the observed small-angle x-ray scattering proﬁles indicate the formation of ﬂat objects with 1.1-nm thickness upon gelation [50], the molecular model of a quasi-order domain was constructed by stacking cellulose-like (1!4)-h-D-glucan chains in parallel as shown in Fig. 34, and the scattering proﬁle was calculated according to Eq. (12). Here the model consists of 14 xyloglucan chains each composed of 40 (1!4)-h-D-glucans with 30 (1!6)-a-xylose branches in the sequence of XXXG. (1!2)-h-galactose terminal groups are eliminated because the quasi-ordered domains are formed by the loss of these terminal groups. The scattering proﬁle calculated from the model aggregate reveals distinguished peaks in the Kratky plots as the number of chains in the aggregate increases (Fig. 35). The small-angle x-ray scattering was observed from 1% tamarind seed xyloglucan aqueous solution during the



course of the enzymatic degradation. As the reaction time proceeds, the scattering proﬁle at the medium q range becomes ﬂat in the Kratky plots, while the proﬁle at a higher q region remains almost invariant, exhibiting the characteristics of the rod-like scattering. The scattering curve at q ! 0 indicates to upturn after 57 min. This symptom is a typical behavior of the scattering from gelling systems [50]. Here gelation is assumed to take place according to the classic Flory-Stockmayer polyfunctional polycondensation scheme [127], and the scattering intensity from such a system is given as IðqÞ ¼ A2 ðaÞð1 þ a/Þ=½1  ðf  1Þa/



  / ¼ exp b2 q2 =6



ð29Þ



Here f denotes the functionality of the cross-linking domain (the number of branches from a domain), a the



Figure 36 Observed and calculated scattering proﬁles at various reaction times (indicated in the Figure). Symbols represent the observed small-angle x-ray scattering intensities and solid lines the scattering proﬁles calculated from Eq. (29) with A2( q) corresponding to the domain composed of 14 aligned xyloglucan chains.



Progress in Structural Characterization of Functional Polysaccharides



Figure 37



Chemical structure of lactose-carrying polystyrene.



conversion (the probability that an arbitrary chosen unit is reacted), b2 the mean square average of the distance between the neighboring scattering units, and A2( q) the scattering amplitude of each scattering unit [i.e., A2( q) = 1 in the case of a point]. The scattering amplitude A2( q) in the gelling system could be represented by the scattering factors of the domain composed of aggregated chains or a single chain of a certain length (Fig. 35). For simplicity, the gelling system of enzymatically degrading tamarind seed xyloglucan is assumed to consist of two phases of single chains (a dilute phase) and the domains of 14 parallel stacked chains (a condensed phase), and the observed scattering proﬁles are analyzed according to Eq. (29). The results are summarized in Table 6 and Fig. 36. The calculated scattering proﬁles are consistent with the observed proﬁles over the entire time course of enzymatically degrading reaction, although the condensed phase is not necessarily composed of 14 xyloglucan chains. Because no explicit number is known for the functionality f of a domain ( f should be equal to 24 if exactly 14 chains are



Figure 38 Small-angle x-ray scattering proﬁle of VLA29, VLA92, and PVLA. The concentrations of each solution are the same (2 wt.%).
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stacked in parallel to constitute a cross-linking domain), ( f  1)a should be regarded as a parameter to specify the average branching degree, where ( f  1)a = 1 indicates a gel point. The analysis involves three parameters—b, ( f  1)a, and the weight fraction of the domain composed of 14 aligned xyloglucan chains. The evaluated parameters are summarized in Table 6, and indicate that gelation takes place after 57 min of the reaction time in the present system. Table 1 also indicates that about 3/4 of chains are involved in the quasi-ordered domain at a gel point, and more single chains are incorporated into the quasi-ordered domains as further reaction takes place mainly on single chains after gelation. The thickness of the aggregated domain does not grow from 1.1 nm, and thus the domain seems to be composed of a single layer of stacked xyloglucan chains. At the end of reaction, most of the chains are incorporated



Figure 39 (a) Scattering proﬁles for three degrees of polymerization calculated from the molecular model of lactosecarrying polystyrene and (b) the ﬁtting example for VLA92 where the symbols denote the observed SAXS intensities and a sold line represents the calculated proﬁle for DP = 92.
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in the thin domains, and the gel seems to be constituted of the cell-like network.



C. Glycoconjugate Synthetic Polymer Recent advances in the precise polymerization technique has resulted in synthesizing novel functional polymers mimicking biopolymers. Hybrids of synthetic polymers and biopolymers are of a particular interest, as the hybrid may enhance the characteristics of parent polymers. A series of glycoconjugate polystyrene derivatives have been synthesized with varying the types of pendant oligosaccharides [128]. The synthesized glycoconjugate polystyrene derivatives are amphiphilic with hydrophilic pendant oligosaccharides densely grafted on hydrophobic polystyrene main chain. Highly concentrated multiantennary glycol signals along hydrophobic main chain were in fact found to enhance the interaction with various types of carbohydrate-binding proteins, and the synthesized glycoconjugate polymers to function as a highly sensitive ligand [129]. For example, lactose-carrying polystyrene is suitable for the incubation of liver cells and the drug delivery systems [130]. Amphiphilic glycoconjugate polystyrene derivatives are water-soluble, as glycoconjugate polymers will form a single-molecule micelle in water to prevent precipitation. Three lactose-carrying polystyrene derivatives (the chemical structure is shown in Fig. 37) were prepared by radical homopolymerization or living radical polymerization of vinylbenzyl lactose amide [131]. The one prepared by radical homopolymerization (PVLA) has a high degree of polymerization with a broad molecular weight distribution, while the other two (VLA29 and VLA92) prepared by living radical polymerization have the degrees of polymerization of 29 and 92, respectively, with a narrow molecular weight distribution around 1.2. Small-angle x-ray scattering from the aqueous solutions of those samples (Fig. 38) reveals an identical proﬁle at a high q region ( q > 0.1 A˚1) [132], indicating that the conformation of lactose-carrying polystyrene is almost the same regardless of the molecular weight and the SAXS proﬁle diﬀerence at a low q region is due to the size of a whole molecule. The shape of both VLA92 and PVLA is approximately represented by a cylinder of the same cross-sectional radius as conformed from the cross-sectional Guinier plots of respective SAXS intensities, whereas VLA29 is not long enough to reveal the characteristics of a cylinder. The cylindrical shape of VLA 92 and PLLA could be accounted for by a polystyrene spiral backbone with protruding lactose side chains. Based on this conjecture, the molecular model of lactose-carrying polystyrene was constructed ﬁrst by assuming an arbitrary sequence of trans–gauche (TG observed in the crystalline phase of isotactic polystyrene), trans–trans (TT observed in the crystalline phase of syndiotactic polystyrene), and trans– trans–gauche–gauche (TTGG observed in syndiotactic polystyrene) for a polystyrene spiral backbone, and secondly by linking lactose side chains as shown in Fig. 37 [132,133]. Then, the molecular model was simulated by the



Figure 40 Simulated molecular model of lactose-carrying polystyrene.



use of Cerius2 ver 3.5, and the particle scattering factor was calculated according to Eq. (12) for three lactose-carrying polystyrenes from the atomic coordinates of simulated molecular models. The results are shown in Fig. 39 including the ﬁtting example for VLA92. The consistency of the calculated proﬁle to the observed SAXS is satisfactory in all three cases, where VLA29 (a low degree of polymerization) can be represented by a shape of an ellipsoid rather than a cylinder. The simulated molecular model consists of a pseudohelical polystyrene backbone covered with lactose side chains (Fig. 40). The simulated molecular model conﬁrms that the pseudohelical conformation of polystyrene backbone is retained even at DP = 29. Because polystyrene backbone is atactic, its conformation is random in principle but the backbone conformation is obliged to assume pseudohelical by the amphiphilic character of the backbone (hydrophobic) and side chains (hydrophilic). In this context, lactose-carrying polystyrene forms a singlemolecule cylindrical micelle.
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I. INTRODUCTION Photosynthetic organisms such as plants, algae, and some bacteria produce more than 100 million tons of organic matter each year from the ﬁxation of carbon dioxide. Half of this biomass is made up of the biopolymer cellulose, which, as a result, is perhaps the most abundant molecule on the planet. This carbohydrate macromolecule is the principal structural element of the cell wall of the majority of plants. Cellulose is also a major component of wood as well as cotton and other textile ﬁbers such as linen, hemp, and jute (ramie). For this reason, cellulose has always played an important role in the life of man, and its applications could even represent a landmark in the understanding of human evolution. Both ﬁne lingerie and rough cottons have been recovered from the tombs of Egyptian pharaohs. Methods for the fabrication of cellulose substrates for writing and printing go back to the early Chinese dynasties. Cellulose and its derivatives are one of the principal materials of use for industrial exploitation ( paper, nitrocellulose, cellulose acetate, methyl cellulose, carboxymethyl cellulose, etc.) and they represent a considerable economic investment. This article provides a synthesis of the developments and conclusions of many of the multitude of studies that have been conducted on cellulose. Several reviews have been published on cellulose research [1–8] Necessarily, we have been selective and we have focussed on what we consider to be the most important events. Particular attention has been paid to the impact that the accumulation of structural knowledge of cellulose at its various organizational levels has had on the understanding of the biological and commercial function and properties of this remarkable biological material.



II. CELLULOSE AND ITS CELL WALL ENVIRONMENT Throughout their lifetime, the cells of living plants continue to divide with the production of certain cells, thus conferring the unusual property of being able to grow indeﬁnitely while retaining the quality of young plants. These meristematic cells and those deriving from them grow and then diﬀerentiate into specialized cells for various functions, support, protection, ﬂow of sap, etc. A collection of cells specialized for one function constitutes a tissue. Plant cell walls are distinguished from animal cells by the presence, around the plasmalemma, of a wall within which complex physicochemical and enzymatic phenomena progress. In the course of cell growth, the dimensions of the cell wall vary according to the type of macromolecule of which it is composed. The ﬁrst wall deposited after cell division is called the ‘‘middle lamella’’ and is essentially composed of pectic material. The cell then lays down a wall composed of pecto-cellulosic material to supplant the middle lamella of the ‘‘primary’’ cell wall (Fig. 1). In fact, the primary cell wall is a glycoproteinaceous layer composed of pectin, cellulose, hemicellulose, and proteins. As the cell ages and diﬀerentiates, it secretes new materials, which form a mixture with the constituents of the primary cell wall, leading to the formation of a ‘‘secondary’’ cell wall. The nature of the constituents of the secondary cell wall depends on the cell type and tissue to which the cell belongs. In general, totally diﬀerentiated cells have stopped expanding and cannot divide further. Young plant cell walls represent a structure that is simultaneously rigid and dynamic. Indeed, rigidity is required to counterbalance the eﬀect of turgor pressure on the plasmalemma. To allow cell extension to occur, the cell 41
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Figure 1 Schematic representation of the plant cell walls along with the location of the main polysaccharides components. (From Ref. 143.)



wall structure must be deformable. This dual functionality of cell walls is achieved through the mixture of polysaccharides and proteins. Cellulose chains are formed into microﬁbrils, which constitute the basic framework of the cell conveying a great resistance to tensile forces [9]. The cellulose microﬁbrils represent about 20–30% of dry weight cell wall material occupying about 15% of cell wall volume. In cell walls that have diﬀerentiated and synthesized a secondary cell, the proportion of cellulose reaches 40–90% of the wall biomass [10]. The stages of cellulose biosynthesis involve transmembrane ‘‘rosettes’’ composed of hexamers of cellulose synthase [11]. The orientation and disposition of microﬁbrils in the wall are important because this more or less controls the capacity of the wall to deform and the direction in which the deformation can occur. In the ﬁnal stages of cell wall diﬀerentiation, notably in the middle lamella and primary cell wall, other wall polymers (‘‘lignins’’) are incorporated into the spaces around the polysaccharide ﬁbrillar elements to form lignin polysaccharides. Lignins arise from free radical polymerization of alcohols of para-hydroxy cinnamic acid and constitute between 10% and 30% of the dry weight of wood, placing them second to cellulose. They contribute to the mechanical strength of the plant cell wall and confer resistance to pathogens. Due to their hydrophobicity, they also confer resistance to water and control solute transport and water
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content. In the course of diﬀerentiation, cellulose microﬁbrils, associated with smaller molecules, hemicelluloses, and lignins, can provide a type of liquid crystalline matrix in which microﬁbrils can slide past one another, or else cause a disordered arrangement that resists further cell wall extension [9]. The hemicelluloses constituting a large number of diﬀerent polysaccharide molecules actually form a matrix for the cellulose microﬁbrils involving molecular interactions such as hydrogen bonds and van der Waals forces. In addition to structural properties, hemicelluloses may also have other functions such as cell signalling, or as precursors of signalling molecules, or as reserve substances. Xyloglucans are major components of the hemicelluloses of higher plant dicotyledons and represent 20% of the dry weight primary cell wall material [5]. In monocotyledons, xyloglucan constitutes only 2% of dry material mass. In this case, xylans and h(1–3)-h(1–4)-glucans represent the major hemicellulose components with about 15–20% of dry weight cell wall mass. Xyloglucans, like the xylans, are closely associated with cellulose microﬁbrils through intermediary hydrogen bonds. Pectins constitute a major component of dicotyledon higher plants, about 35% of dry weight cell wall. In monocotyledons, their proportion is less and their type is different. Pectins represent a complex range of carbohydrate molecules whose backbone is composed chieﬂy of chains of a-D-(1–4) galacturonan interrupted by units of a-L-(1–2) rhamnose. The rhamnose-rich regions are frequently branched with side chains composed of neutral sugars of the arabinan/arabinogalactan type. These segments constitute the so-called ‘‘hairy’’ regions in contrast to unsubstituted galacturonan segments or ‘‘smooth’’ regions. In addition to structural and developmental functions, pectins are responsible for the ion exchange capacity of the cell wall and control of the ionic environment and pH of the cell interior. The plant cell wall contains a range of proteins, which are implicated in the organization and metabolism of the cell wall. The structural proteins can be gathered into ﬁve main families: extensins (rich in hydroxyproline), proteins rich in glycine (GRP), proteins rich in proline (PRP), lectins, and proteins associated with arabinogalactans (AGP). Cell wall enzymes may also be grouped into families according to function: (1) peroxidases that participate in the ligniﬁcation processes of the cell wall; (2) transglycosidases that catalyze the breaking and making of glycosidic bonds in the cell wall; (3) a great number of hydrolases (glycosidases, glucanases, cellulases, polygalacturonases, etc.) and, just as important, esterases—a group of enzymes that constitute the machinery for the eﬃcient degradation of the cell wall; (4) ‘‘expansins’’—proteins capable of rupturing the hydrogen bonds between cellulose microﬁbrils and xyloglucans [10]. A schematic representation of the primary cell wall of dicotyledons, showing the possible relationships between the principal components, is shown. Higher plant tissues such as trees, cotton, ﬂax, sugar beet residues, ramie, cereal straw, etc. represent the main
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sources of cellulose. Cellulose is also synthesized by bacteria such as Acetobacter. It is also found in a highly crystalline form in the cell walls of algae such as Valonia and Microdicyon. The animal kingdom also provides examples of several types of cellulose, of which the best studied is the membrane of marine animals belonging to the Ascite family commonly referred to as tunicates material [5]. Available evidence suggests that cellulose is formed at, or outside, the plasma membrane. Groups of rosette of particles or terminal complexes are seen in the plasma membrane. These groups of rosettes of particles can be seen to be associated with the ends of microﬁbrils (collection of cellulose chains) and are thought to be cellulose synthase complexes involved in the elongation of whole cellulose microﬁbrils. The catalytic subunit is a transmembrane protein with a transmembrane region. At the initiation of polymerization, two uridine 5c-diphosphate (UDP) glucose molecules are present in the substrate-binding pocket. As the chain elongates, glucose is added to the nonreducing end. The globular region of the protein is thought to be located in the cytoplasm, the UDP glucose being in the cytosol. A general model has been set to explain the molecular organization of the cellulose synthase molecules from the molecular level of organization to the rosette terminal complex level [12]. This complex is responsible for the synthesis of a microfribril that has 36 cellulose chains. Each of the six subunits of the rosette



must consist of six glucan synthase molecules. The hydrophobic regions coordinate the insertion of the hydrophilic domains on the cytoplasmic side of the plasma membrane, facilitating aggregation and association to form the rosette subunit particles. This particle is believed to synthesize glucan chain sheets [13], which have been shown to be the ﬁrst products of the crystallization phase. Glucan chain sheets are then assemble to form the native cellulose (Fig. 2).



Figure 2 General model of the molecular organization of the cellulose synthase complex: the so-called ‘‘rosette terminal complex,’’ from which the crystalline cellulose I emerges. (From Ref. 144.)



III. CHEMICAL STRUCTURE OF THE CELLULOSE MACROMOLECULE Even though the early work of Braconnot [14] concerning the acid hydrolysis of the substance constituting plant cell walls goes back to the 19th century, it is with Payen [15] that the honor lies of establishing that the ﬁbrous component of all plant cells has a unique chemical structure. It is also in the studies of Payen that the word cellulose was coined for the ﬁrst time. However, it required another 50 years for the basic cellulose formula to be established by Willsta¨tter and Zechmeister [16] and for the volume of the crystalline mesh to be evaluated in 1921. The concept of cellulose as a macromolecule gave rise to a lively debate because the generally accepted idea was that the crystalline mesh corresponded exactly to the volume occupied by one molecule or a restricted number of molecules. It was due to the contribution of Staudinger [17] that the macromolecular nature of cellulose was ﬁnally recognized and accepted. Following this, Irvine and Hirst [18] and then Freudenberg and Braun [19] showed that 2,3,6-trimethyl glucose was the sole quantitative product resulting from methylation and hydrolysis of cellulose. This work showed that in cellulose, carbon atoms 2, 3, and 6 carried free hydroxyls available for reaction. Complementing these investigations were those in which, on one hand, the structure of glucose and cellobiose [20–22] was established and, on the other hand, those in which it was determined that cellulose was a homopolymer of h-(1–4)-linked Dglucopyranose. Crystallographical investigations of D-glucose and cellobiose [23] established unambiguously that the 4 D-glucose residues had the C1 chair conformation. All these investigations led to the establishment of the primary structure of cellulose as a linear homopolymer of glucose residues having the D conﬁguration and connected by h-(1–4) glycosidic linkages (Fig. 3). The two chain ends are chemically diﬀerent. One end has a D-glucopyranose unit in which the anomeric carbon atom is involved in a glycosidic linkage, whereas the other end has a D-glucopyranose unit in which the anomeric carbon atom is free. This cyclic hemiacetal function is in an equilibrium in which a small proportion is an aldehyde, which gives rise to reducing properties at this end of the chain so that the cellulose chain has a chemical polarity. Determination of the relative orientation of cellulose chains in the three-dimensional structure has been and remains one of the major problems in the study of cellulose.
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Figure 3



Schematic representation of the cellulose chain.



X-ray diﬀraction patterns obtained from ﬁbrillar samples do not provide suﬃcient experimental information to resolve the crystallographical structure unambiguously. Indeed, a ﬁber is composed of an assembly of crystallites having a common axis but random orientation. To this source of disorder, that arising from the disorientation of the chains in the interior of the crystallite domains, along with their small dimensions, needs to be added. These various sources of disorder are the origin of the low number of reﬂections found in the ﬁber diagrams. On these diffractograms, the reﬂections are distributed in horizontal rows, the spacing of which corresponds to the ﬁber repeat when the polymer axis is parallel to the ﬁber axis. Thus, this periodicity is a geometrical parameter that can be determined unambiguously from a ﬁber diagram, and this usually corresponds to the c dimensions of the unit cell. Systematic absences of (0,0,1) reﬂections also provide information about the helical symmetry of the polymer chain. The possibility of unambiguous determination of the other unit cell parameters, as well as systematic absences in all the reciprocal space, depends on the ability to index the observed reﬂections, which, in turn, depends on the quality of the samples (Fig. 4). The conformation of the cellulose chain can be determined by means of molecular modelling, taking into account experimental data such as the helical parameters derived from the x-ray ﬁber diﬀraction diagrams. In the case of the cellulose chain, the conformational variations depend principally on the rotations around the glycosidic linkage. The ﬁrst step involves construction of a map of the energies corresponding to the variations of the angles (U, W) that make up the glycosidic linkage. In the same way, it is possible to superimpose values of helical parameters on the iso-energy maps to permit the construction of a stable model (Fig. 5). The representation of the three-dimensional structure of the cellulose chain shows some key structural characteristics. As a consequence of the 4C1 chair conformation and the (1–4) glycosidic linkage of the h-D-glucopyranose residues, the structure is very much extended and corresponds to a twofold helix having a periodicity of 10.36 A˚ (Fig. 6). This conformation is situated in the low-energy zone in which van der Waals interaction and anomeric eﬀect are optimized. An intramolecular hydrogen bond between O3 and the ring O5 of another residue provides additional stabilization (O5. . .O3: 2.75 A˚). This linkage is standard in cellulose chains with twofold symmetry, but is absent when other less stable conformations are derived under diﬀerent



external environments. The exocyclic primary hydroxyl groups (O6) can adopt three low-energy conformations (gauche–gauche, gauche–trans, and trans–gauche) depending on a gauche stereoelectronic eﬀect (Fig. 7). Although the trans–gauche conformation is rarely observed in the crystalline structures of oligosaccharides



Figure 4 Idealized ﬁber diﬀraction diagram from x-ray or Neutron scattering. An assembly of partially oriented blocks of microcrystallites (A) diﬀracts to produce large diﬀraction arcs (B). A perfectly oriented specimen (C) diﬀracts to give Bragg reﬂections on layer lines (D). (From Ref. 145.) The meridian reﬂection of the second layer lines indicates twofold helix symmetry. The periodicity along the linear macromolecule shows up a series of diﬀracting layer lines having a regular spacing, corresponding to the diﬀerent orders of diffraction. The equator corresponds to the layer line 0, intersecting the non-diﬀracted central beam. The meridian is perpendicular to the equator and lies parallel to the ﬁber axis. The spacing along the meridian provides information about the periodicity of the macromolecule and its helical symmetry. The so-called helical parameters, n and h, are directly related to the symmetry of the macromolecular chain.
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Figure 5 Potential energy surface computed for cellobiose as a function of U and W glycosidic torsion angles. The iso-energy contours are drawn by interpolation of 1 kcal mol1 with respect to the energy minimum. (From Ref. 146.)
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Glycosidic Torsion Angles and O3. . .O5V Distances for Cellobiose Fragments in Crystal Structures Compound



U (j)



W (j)



O3. . .O5V distance (A˚)



H-bond



O6V conformation



O6 conformation



Reference



h-cellobiose Me-h-cellotrioside (average of eight) Cellotetraose (average of six) Me-4O-Me cellobioside (monoclinic form) Me-4O-Me cellobioside (triclinic form) Me-h-cellobioside MeOH Cellulose II mercerized



76.3 94.4



132.3 146.6



2.77 2.864



Yes Yes



gt gt



gt gt



23 147



94.4 88.1



146.8 151.3



2.875 2.81



Yes Yes



gt gt



gt gg



80 148



90.0



159.2



2.76



Yes



gt



gg



148



91.1 96.8 93.3 95.4 95.1 98.8 88.7 98.0 99.0



160.7 143.5 150.8 147.7 150.6 141.9 147.1 138.0 140.0



2.76 2.79 2.75 2.78 2.76 2.77 2.70 2.47 2.92



Yes Yes Yes Yes Yes Yes Yes Yes Yes



gt gt gt gt gt tg tg tg tg



gg gt gt gt gt tg tg tg tg



149 83



Cellulose II regenerated Cellulose Ih Cellulose Ia



82 68 150



Figure 5 Continued.



[24], this conformation would yield a second hydrogen bond between chains (O2H. . .O6 = 2.87 A˚) that brings an extra stabilizing factor to the cellulose chain conformation. Nevertheless, it should be mentioned that cellulose can adopt other low-energy conformations, in particular at the interface of crystalline and amorphous zones where stacking constraint is less strong. Obviously, the possibilities for the formation of intrachain and interchain hydrogen bonds can give rise to various possibilities for the formation of stable three-dimensional structures. The possibilities are also reﬂected in diﬀerences of reactivity of the diﬀerent functional groups, in particular in etheriﬁcation reactions, because it has been shown that the hydroxyl groups O3 and O6 are much less reactive than O2. The degree of polymerization (DP) of native celluloses depends on the source and it is not well established. In fact, the combination of procedures required to isolate, purify, and solubilize cellulose generally causes scission of the chains. The values of DP obtained are therefore minimal and depend on the methods used [25,26]. Values of DP ranging from hundreds and several tens of thousands have been reported [26]. For the same reasons, the distribution of chain lengths of cellulose is not well established. Nonetheless, some authors suggest that the molecular mass distribution must be homogeneous for a cellulose of a given source [27].



IV. CRYSTALLINITY AND POLYMORPHISM OF CELLULOSE The free hydroxyl groups present in the cellulose macromolecules are likely to be involved in a number of intra-



molecular and intermolecular hydrogen bonds, which may give rise to various ordered crystalline arrangements. In the case of cellulose, these crystalline arrangements are usually imperfect to the extent that, in terms of crystal dimensions, even chain orientation and the purity of the crystalline form must be taken into consideration. The crystal density can be gauged from the crystallographical data, as can the importance of the amorphous components generally present. The density of the crystalline phase is 1.59 g cm3, but when determined for natural samples is on the order of 1.55 g cm3 [28], which corresponds to a value of about 70% for the crystalline component. The degree of crystallinity can also be estimated by infrared spectroscopy as a function of the relative intensity of certain bands [29]. Four principal allomorphs have been identiﬁed for cellulose: I, II, III, and IV [30]. Each of these forms can be identiﬁed by its characteristic x-ray diﬀraction pattern. Progress achieved in the characterization of cellulose ultrastructure has shown that within these four allomorphic families, subgroups exist. The relationships among the various allomorphs are shown schematically in Fig. 8. From Ref. [31]. The natural form of cellulose, called cellulose I or native cellulose, apparently is the most abundant form. Its three-dimensional structure is highly complex and not yet completely resolved as a result of the coexistence of two distinct crystalline forms, cellulose Ia and Ih. This was a major discovery and led to a revival of interest in the study of cellulose structure [32]. Cellulose I can be made to undergo an irreversible transition to a stable crystalline form, cellulose II, by two distinct processes: regeneration and mercerization. Cellulose II allomorph is known by the term ‘‘regenerated’’ cellulose. Regeneration involves either preparing a solution of cellulose in an appropriate solvent,
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form cellulose IIII) or from cellulose II (which leads to the form IIIII). Cellulose III treated at high temperature in glycerol is transformed into cellulose IV. Here again, two types exist: cellulose IVI and IVII, respectively, obtained from cellulose IIII and IIIII. It is generally accepted that cellulose IVI is a disordered form of cellulose I. This could explain the reported occurrence of this form in the native state in some plants as determined by x-ray diﬀraction [33,34].



V. CRYSTALLINE STRUCTURES OF NATIVE CELLULOSES



Figure 6 Selected helical parameters n (number of residues per turn) and h (A˚) (projection of the residue on the helical axis) computed for a regular cellulose chain as a function of glycosidic torsion angles U and W. The iso-n and iso-h contours are superimposed on the potential energy surface for cellobiose. Arbitrarily, positive values of n and h designate a right-handed helix, and opposite signs will correspond to left-handed chirality. The screw sense of the helix changes to the opposite sign whenever the values n = 2 are interchanged. In practice, the regular parameters are readily derived from the observed ﬁber diﬀraction pattern (n = 2, h = 5.18 A˚). Values of the torsional angles consistent with the observed parameters are found at the intersection of the corresponding iso-h and iso-n contours. Discrimination between possible solutions is based on the magnitude of the potential energy.



or of an intermediate derivative followed by coagulation and recrystallization. This process is used to produce rayon ﬁbers. Mercerization involves intracrystalline swelling of cellulose in concentrated aqueous NaOH followed by washing and recrystallization. This process is used to improve the properties of natural yarns and fabrics. The transition from cellulose I to cellulose II is not reversible, and this implies that cellulose II is a stable form compared with the metastable cellulose I (Fig. 9). Treatment with liquid ammonia or certain amines such as ethylene diamine (EDA) allows the preparation of cellulose III either from cellulose I (which leads to the



X-ray investigations of native cellulose samples were made 20 years ago following the early observations by optical microscopy, which suggested the existence of submicroscopical birefringent and oriented domains [35,36]. The analysis of x-ray diﬀraction patterns has played and continues to play a major role in structural studies of cellulose [28]. Prior to the discovery of the crystalline dimorphism of cellulose, most crystallographical studies concentrated on the determination of a basic unit cell. The controversy concerning the cellulose I unit cell dimensions and space group (believed to be unique) has lasted for many years in spite of the observations of various workers [37,38] who reported experimental data showing that diﬀraction intensities and spacings varied greatly depending on sample origin. For this reason, the literature is especially confusing on these points and is overloaded with conﬂicting experimental data and structural models.



Figure 7 4C1 chair conformation of a hexopyranose and Newman projections of the three staggered conformations about the C 5–C6 bond. In this ﬁgure, g and t are abbreviations of gauche (160j) and trans (180j), respectively, indicating qualitatively the value of a dihedral angle. The angle of the O6–C6–C5–O5 moiety is indicated by the ﬁrst character and the angle of the O6–C6–C5–C4 moiety by the second character.
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Figure 8 Relationships among the diﬀerent cellulose allomorphs.



A. Cellulose I From the x-ray diﬀraction pattern of cellulose from ramie, Meyer and Mark [39] proposed a monoclinic unit cell [a = 8.35 A˚, b = 7.0 A˚, and c = 10.3 A˚ (ﬁber axis), c = 84j] that served as a point of reference for a long time. The symmetry elements in the space group P21 are compatible with a twofold helicoidal symmetry for the cellulose chain and the authors proposed a structural model in which the chains were oriented in antiparallel fashion. Later, more elaborate studies, which took advantage of methods for resolving crystal structures and taking the packing energies into account, showed that the original proposal of Meyer and Misch represented an approximation. However, the principal modiﬁcation to the original proposal concerned the chain orientation, which was concluded to be parallel in the crystalline lattice [40,41]. Studies on highly crystalline algal cellulose led to a reopening of the question of unit cell and space group proposed by Meyer and Misch. In particular, electron diﬀraction studies, made at low temperature on Valonia cellulose, produced results that were incompatible both with the unit cell dimensions and the space group symmetry proposed previously. The results, conﬁrmed by independent studies, contradicted the twofold symmetry of the chain and suggested that Valonia cellulose had space group P1 and a triclinic unit cell [41,42].



arrangements with diﬀerent dimensions [43,44]. It was 10 more years before the existence of two families of native cellulose was conﬁrmed by the application of solid-state nuclear magnetic resonance (NMR) (13C CP-MAS) to a range of cellulose samples of diﬀerent origins. From a detailed analysis of the carbon atom couplings observed



B. Celluloses IA and IB Away from the main controversy, other works suggested that celluloses from Valonia and bacterial sources had the same crystalline unit cell. Native celluloses of diﬀerent origins might, in the same way, crystallize in diﬀerent



Figure 9 Diﬀraction patterns of cellulose I and II after intracrystalline deuteration. (Courtesy of Dr. Y. Nishiyama.)
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in the solid-state NMR spectrum, Atalla and VanderHart [32] and VanderHart and Atalla [45] established that native cellulose was a composite of two distinct crystalline phases named Ia and Ih (Fig. 10). The crystalline phases Ia and Ih can occur in variable proportions according to the source of the cellulose. The celluloses produced by primitive organisms (bacteria, algae, etc.) are enriched in the Ia phase, whereas the cellulose of higher plants (woody tissues, cotton, ramie, etc.) consists mainly of the Ih phase. Study of the cellulose of the outer membrane of marine animals showed that this is uniquely composed of the Ih phase. Hence, this cellulose may be considered to be the standard for the Ih phase [46]. Cellulose from Glaucocystis has been shown to consist of essentially cellulose Ia [47]. The discovery of the crystalline dimorphism of cellulose was the starting point for a number of research projects of which the aim was to evaluate the properties of each allomorph and procedures for their interconversion [48–52]. The observed reﬂections could be indexed to a monoclinical unit cell having space group P21 and dimensions a = 8.01 A˚, b = 8.17 A˚, c = 10.36 A˚, c = 97.3j. This unit cell is close to that proposed originally by Meyer and Misch from their work on cellulose from ramie, now known to be enriched in phase Ih. Phase Ia corresponds to a triclinic symmetry with space group P1 and dimensions a = 6.74 A˚, b = 5.93 A˚, c = 10.36 A˚, a = 117j, b = 113j, and c = 97.3j. The discovery of the crystalline dimorphism of cellulose and the existence of two families of native cellulose explained the number of inconsistencies that has characterized 50 years of the crystallographical study of cellulose. Thus, the eight-chain unit cell [53] can be explained as an artifact arising from the superimposition of the diﬀraction diagrams of phases Ia and Ih, which are both present in the Valonia cellulose. The occurrence of the dimorphism in native cellulose has been conﬁrmed by systematic investigations of a wide range of samples by x-ray and neutron diﬀraction. The dimorphic concept has also allowed elucidation of several features of the spectra reported in infrared [54,55] and Raman spectroscopic studies [56]. In recent x-ray and electron diﬀraction studies, the space group and the chain packing of the Ia and Ih phases have been characterized [57,58]. Cellulose Ia has a triclinic unit cell containing one



chain, whereas cellulose Ih has a monoclinic unit cell containing two parallel chains, similar to the approximate unit cell proposed previously for cellulose I [40,41]. The ‘‘parallel-up’’ chain packing organization favored by Koyama et al. [59] has been conﬁrmed by an electron microscopy study. These results have allowed a number of molecular descriptions for Ia and Ih to be produced by molecular modelling investigations [60–64]. There are also been a reexamination of the cellulose Ih structure determined from x-ray patterns of Valonia cellulose [65]. The experimental revision of the structure of cellulose I, in light of this dimorphism, awaited the development of new structural tools such as those provided by synchrotron, and neutron techniques. To achieve this, methods have been developed for deuteriation of the intracrystalline regions of native cellulose without aﬀecting the overall structural integrity [66,67]. The neutron diﬀraction diagrams obtained in these studies are presented in Fig. 11 for cellulose I and II. These ﬁber diﬀraction diagrams are recorded at a resolution of 0.9 A˚, and several hundred independent diﬀraction spots can be measured by oﬀering the promise of the establishment of unambiguous threedimensional structures. The deuterated ﬁbers give highresolution neutron diﬀraction patterns with intensities that are substantially diﬀerent from the intensities observed on neutron diﬀraction patterns obtained from hydrogenated ﬁbers. The crystal structure and hydrogen-bonding system in cellulose Ih was elucidated by the combined use of synchrotron x-ray and neutron ﬁber diﬀraction [68]. Oriented ﬁbrous samples were prepared by aligning cellulose microcrystals from tunicin, reconstituted into oriented ﬁlms. These samples diﬀracted both synchrotron x-rays and neutron to better than 1 A˚ resolution, yielding more than 300 unique reﬂections and an unambiguous assignment of the monoclinic unit cell dimensions, (a = 7.784 A˚, b = 8.201 A˚, c = 10.380 A˚, c = 96.5j) in the space group P21. The x-ray data were used to determine the C and O atom positions. The positions of hydrogen atoms involved in hydrogen bonding were determined from Fourier diﬀerence analysis using neutron diﬀraction data collected from hydrogenated and deuterated samples. The chains are located on the 21 axes of the monoclinic cell. Therefore, they are not linked by any symmetry operation. The resulting structure consists of two parallel chains having slightly diﬀerent conformations, both in terms of backbone and glucose conformations. All the hydroxymethyl groups adopt the trans–gauche conformation, which allows the formation of intrachain hydrogen bonding involving O2 and O6 groups interacting throughout multiple possibilities. In contrast, the O3. . .O5 intramolecular hydrogen bond is unambiguously well organized. Such a multiple hydrogen bonding scheme explains the complex OUC stretching bands observed in the infrared spectra of cellulose Ih [69]. The cellulose chains are organized in sheets packed in a ‘‘parallel-up’’ fashion. There are no intersheet OUH. . .O hydrogen bonds in cellulose Ih and, therefore, the cellulose sheets are held together by only hydrophobic interactions and weak CUH. . .O bonds.



Figure 10 Solid-state NMR spectrum of cellulose Ia and Ih. (From Ref. 32.)
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hydrogen atoms involved in hydrogen bonding was determined from a Fourier diﬀerence analysis using neutron diﬀraction data collected from hydrogenated and deuterated samples. The resulting structure is a one-chain triclinic unit cell of dimensions: a = 6.717 A˚, b = 5.962 A˚, c = 10.400 A˚, a = 118.08j, b = 114.80j, c = 80.37j, space group P1. The resulting structure consists of a parallel chain arrangement of the ‘‘parallel-up’’ type packed in very eﬃcient way, the density being 1.61. Contiguous residues along the chain axis adopt a conformation remarkably close to a twofold screw, which is not required by the space group symmetry, all the hydroxymethyl groups being in a trans–gauche conformation. The occurrence of the intrachain hydrogen bond O3. . .O5 is found all over the structure with an alternation of two slightly diﬀerent geometries. The hydrogen bonds associated with O2 and O6 are distributed between a number of partially occupied,



Figure 11 Description of the three-dimensional structure of cellulose Ih. (From Ref. 68.) (A) Neutron ﬁber diﬀraction pattern recorded on a hydrogenated sample (left) and on a deuterated sample (right). (B) Corey, Pauling, Koltun (CPK) representation and ball-and-stick representation of the layers of cellulose chains packed in a ‘‘parallel up’’ fashion in the monoclinic unit cell. (C) Details of the conformation of the two crystallographically independent chains, along with the hydrogen-bonding schemes. All the primary hydroxyl groups are in a trans-gauche orientation.



The occurrence of nonequivalent chains may provide an explanation for the ﬁne details displayed by the 13C Cross Polarization-Magic Angle Spinning (CP-MAS) spectra of cellulose Ih [70]. The resonances assigned to the C1, C4, and C6 atoms exhibit distinct splitting. The diﬀerent conformations of the glycosidic linkages and at the primary hydroxyl groups for the nonequivalent chains provide a structural explanation for these splittings. The crystal and molecular structures of the cellulose Ia allomorph have been established using synchrotron and neutron diﬀraction data recorded from oriented ﬁbrous samples prepared by aligning cellulose microcrystals from the cell wall of fresh water alga Glaucocystis nostochinearum. The x-ray data recorded at 1 A˚ resolution were used to determine the C and O atom positions. The position of



Figure 12 Description of the three-dimensional structure of cellulose Ia. (From Ref. 150.) (A) Details of the conformation of two cellulose chains, made up of the alternation of slightly diﬀerent conformations of the glycosidic linkages (U = 98j, W = 140j) and (U =98j, W = 138j), All the primary hydroxyl groups are in a trans–gauche orientation. (B) Projection of the relative orientation of the parallel chains of cellulose arranged in a parallel-up fashion in the triclinic unit cell. (C) CPK representation and ball-and-stick representation of the parallel layers of cellulose chains along the ﬁber axis.
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but still well-deﬁned, positions. As with cellulose Ih, these partially occupied positions can be described by two mutually exclusive hydrogen-bonding networks, and there is no hint of intersheet OUH. . .O hydrogen bonds (Fig. 12). Given the relationship between monoclinic and triclinic unit cells, as well as the Ia!Ih transformation by annealing in the solid state, it is likely that cellulose Ia also packs in a ‘‘parallel-up’’ fashion. The projections of the crystal structures of cellulose Ia and Ih down the chain axes are remarkably similar. As the projection perpendicular to the chain axis in the plane of the hydrogen-bonded sheets shows, the main diﬀerence is the relative displacement of the sheets in the chain direction. In both Ia and Ih, there is a relative shift of about c/4 in the ‘‘up’’ direction between neighboring sheets. The most likely route for solid-state conversion of cellulose Ia!Ib is the relative slippage of the cellulose chains past one another. Such a movement does not require the disruption of the hydrogen-bonded sheets (along the 010 planes for cellulose Ih, and 110 planes for cellulose Ia, but slippage by c/2 at the interface of the sheets). The exact location of the Ia and Ih phases along the crystalline cellulose microﬁbrils is another subject of interest. The respective components could be identiﬁed as alternating along the microﬁbril of the highly crystalline algal cellulose in the Microdiction cell wall [71] (Fig. 13). Modelling studies have established that the two crystalline arrangements correspond to the two low-energy



structures that could arise from parallel associations of cellulose chains. Within the framework of these studies, three-dimensional models have also been proposed, which allows comparison of the similarities and the diﬀerences that characterize the two allomorphs of native cellulose [63]. Several hypotheses have been proposed to account for the occurrence of two phases in native cellulose. In general, samples that are rich in Ia are biosynthesized by linear terminal complexes containing a number of cellulose synthases assembled in biological spinneret at the cell membranes. Those rich in Ih are organized in a rosette fashion [72]. However, a notable exception is tunicin, where linear terminal complexes produce almost pure Ih [91]. Obviously, the comparison between the morphology of Ih tunicin microﬁbrils with those of Ia-rich seaweed would be instructive. The former have a parallelogram shape, whereas the latter have a square shape. Therefore, despite their common linear geometry, the terminal complexes of tunicates and those of seaweeds produce microﬁbrils of diﬀerent shapes and crystalline polymorphism. Obviously, other factors may play a key role in inducing cellulose crystalline structures.



Figure 13 The relationship between the unit cell of cellulose Ia and Ih.



VI. CELLULOSE II Early work on the solid-state structure of cellulose dates from 1929 [73] from which it was proposed that the unit cell had dimensions: a = 8.14 A˚, b = 14 A˚, c = 10.3 A˚, c = 62j and contained two cellulose chains. This proposal has caused little controversy in spite of the diﬃculty in indexing the x-ray diﬀraction reﬂections precisely. However, a larger unit cell (a = 15.92 A˚, b = 18.22 A˚, c = 18.22 A˚, c = 117j) was proposed on the basis of a neutron diﬀraction study [74], which called into question the previous assignment of the monoclinic space group P21. These variations could arise from the use of neutrons, which are sensitive to structural defects and disorder arising from the occurrence of various factors aﬀecting the conformations of the positions of the hydrogen atoms in the hydroxyl groups. Besides, it could also be argued that the methods of preparation of this allomorph might account for some of the diﬀerences. There are indeed two main routes to cellulose II: mercerization, which involves treatment with alkali, and solubilization followed by regeneration (recrystallization). In spite of the similarities in unit cell dimensions, there are some diﬀerences that seem to be signiﬁcant. For example, the values of the a dimension in a cellulose regenerated from ramie are 8.662 and 8.588 A˚ in the case of a cellulose obtained by mercerization. Similarly, the value of the angle g is always more signiﬁcant for mercerized celluloses than for regenerated celluloses. It also seems likely that the degree of sample purity has a bearing on the quality of the crystalline domains and unit cell parameters, leading, as in the case of regeneration, to elevated rates of conversion [75]. There are few reports of the occurrence of the type II allomorph in native celluloses [76]. However, a structure corresponding to cellulose II has been proposed for a mutant strain of Acetobacter xylinum [77].
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Several studies have been dedicated to structural determinations using a combined approach of x-ray diffraction data and modelling methods for minimizing the packing energies of cellulose chains in the unit cell [41,42,75,78]. In spite of some minor diﬀerences, the results agree suﬃciently well to propose a model in which the cellulose chains have almost perfect twofold symmetry and are compatible with occurrence of two intermolecular hydrogen bonds between consecutive residues [OH3V. . .OU5 (2.70 A˚) and OH-2. . .O6V (2.70 A˚)]. Within the crystalline mesh, a network of hydrogen bonds ensures the formation of layers composed of cellulose chains. A notable feature of this three-dimensional arrangement is the antiparallel orientation of the cellulose chains. The similarities that exist between x-ray powder diffraction diagrams of cellulosic oligomers and that of cellulose II have excited the curiosity of crystallographers because it seemed likely that high-quality structural data from single crystals could be used to construct a model for the polymer. However, in spite of early success in crystallizing cellotetraose [79] and attempts at simulation, it was not until 1995 that the structure was resolved by two independent research groups [80,81]. Cellotetraose crystallizes in a triclinical unit cell (a = 8.023 A˚, b = 8.951 A˚, c = 22.445 A˚, a = 89.26j, b = 85.07j, c = 63.93j) having space group P1 containing two independent molecules. A major conclusion of these studies concerned the signiﬁcant diﬀerences in the geometry of the two cellotetraose molecules, which were oriented in antiparallel fashion in the unit cell. The application of these new data to the resolution of cellulose II [80,81] has conﬁrmed the conclusions of these studies with regard to the relative chain orientation, network of hydrogen bonds, chain conformation, and unambiguous assignment of the gauche–trans conformation of the primary hydroxyl groups, all in accord with spectroscopic data. Recent progress with methods of intracrystalline deuteration [66,67] has also made an important contribution to the elucidation of the cellulose II structure. Indeed, the combination of x-ray and neutron diﬀraction data has allowed the precise analysis of the complex network of intermolecular and intramolecular hydrogen bonding in cellulose II obtained by regeneration. This is the best model available for cellulose II [82]. In this model, the structure of cellulose II is based on a two-chain unit cell of dimensions a = 8.10 A˚, b = 9.04 A˚, c = 10.36 A˚, c = 117.1j. The chains are located on the 21 axes of the monoclinic cell and are antiparallel. The two chains have diﬀerent backbone and glucose conformations. The glucoses of the central chain are strained and the chains are displaced relative to each other by about one fourth of the ﬁber repeat. The hydroxymethyl groups of the central chains are disordered and occupy both trans–gauche and gauche– trans positions. The precise location of hydrogen atoms provides the detailed description of the hydrogen-bonding system. A systematic three-center intrachain hydrogen bond is observed in both chains. This bond has a major component between O3 and O5, with O3 as a donor. A similar three-center hydrogen bond interaction occurs in
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the h-D-cellotetraose structure. The intermolecular hydrogen bonding diﬀers substantially from that observed in hD-cellotetraose. One consequence of the diﬀerence is that O6 of the origin chain can donate a hydrogen bond to three possible acceptors, the major component being O6 of the center chain. These three acceptors already interact with one another through a three-center hydrogen bond. It is not clear as to what extent of disorder of the O6 group of the center chain is responsible for this intricate hydrogenbonding arrangement (Fig. 14). The use of synchrotron x-ray data collected from ramie ﬁbers after ad hoc treatment in NaOH provided a revised crystal structure determination of mercerized cellulose II at 1 A˚ resolution [83]. The unit cell dimensions of the P21 monoclinic space group are a = 8.10 A˚, b = 9.04 A˚, c = 10.36 A˚, c = 117.1j. As with the regenerated



Figure 14 Description of the three-dimensional structure of cellulose II. (From Ref. 82.) Neutron diﬀraction patterns collected from two ﬂax samples: once mercerized in NaOH/ H2O (left) and the other mercerized in NaOD/D2O (right). The ﬁber axis is vertical. Details of the conformation of the two crystallographically independent chains (‘‘origin’’: (U = 96.8j, W = 143.5j); ‘center chain (U = 93.3j, W = 150.8j). These chains are arranged in an antiparallel fashion in the unit cell. The hydroxymethyl group displays a gauche– trans orientation. A schematic representation of the hydrogen bonds in sheets containing only ‘‘origin chains’’ (C), only ‘‘center chains’’ (D), and ‘‘center’’ and ‘‘origin’’ chains. Intramolecular hydrogen bonds are O3UH. . .O5 in each molecule, with a minor component involving O6 as acceptor.
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Figure 15 Projections of the structure of cellulose II along the ﬁber axis, along with the location of the chains in the monoclinic unit cell. CPK representation and ball-and-stick representation of the antiparallel layers of cellulose chains along the ﬁber axis.



cellulose, the chains are located on the 21 axes of the cell. This indicates that the diﬀerent ways of preparing cellulose II result in similar crystal and molecular structures. The crystal structure consists of antiparallel chains with diﬀerent conformations but with the hydroxymethyl groups of both chains near the gauche–trans orientation. There are, nevertheless, some signiﬁcant diﬀerences between the conformations of the hydroxymethyl group of the center chain compared to that found in regenerated cellulose. This may be related to the diﬀerence observed in the amount of hydroxymethyl group disorder: 30% for regenerated cellulose and 10% for mercerized cellulose. Whether this disorder is conﬁned to the surface of the crystallites or is pervasive is not known for the time being (Fig. 15).



VII. CELLULOSE III The crystalline forms of cellulose III (IIII and IIIII) are reversible and this suggests that, as with allomorphs I and II, the chain orientation is the same as in the starting material [84,85]. From unit cell dimensions a = 10.25 A˚, b = 7.78 A˚, c = 10.34 A˚, c = 122.4j, a structural model in which the chains did not have strict twofold symmetry was proposed. Several research investigations have focussed on the reversible transformations between cellulose I and III using techniques such as electron microscopy [86], solidstate NMR [50,51], x-ray diﬀraction [85], and molecular modelling [87]. From one study of the cellulose I–II transformation involving an intermediate cellulose I–EDA complex, it was concluded that a liquid crystalline phase was involved [87]. In the case of Valonia, the conversion from form I to II
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was accompanied by an important decrystallization and fragmentation of the cellulose crystal. The reverse transition resulted in partial recrystallization, but this did not allow complete restoration of the damage done to the morphological surface. Characterization by electron diffraction revealed that the uniplanar–uniaxial orientation of the crystalline cellulose microﬁbrils was lost completely during the stage of swelling and washing necessary for the conversion into cellulose IIII. Washing with methanol resulted in the formation of irregularities into which were inserted crystalline domains of small dimensions. The ﬁnal material that crystallized in the cellulose I form was obtained by treatment with hot water and characteristically displayed an increase in the accessible surface and consequently reactivity. Solid-state NMR studies have shown a signiﬁcant decrease in the lateral crystallite dimensions during the transition of cellulose I–IIII. At the same time, the cellulose chains show conformational changes arising from the primary hydroxyl groups that change from a trans–gauche arrangement in cellulose I (65.7 ppm) to gauche–trans in the cellulose I–EDA (62.2 ppm) in the allomorph IIII. Thus, the regenerated cellulose I provides a spectrum that diﬀers from that of the native form. Electron microscopy shows that cellulose I complexed with EDA is composed of nonuniform crystalline domains, whereas the III I allomorph is characterized by well-deﬁned crystalline zones. The conformational changes observed for the primary hydroxyl groups are of interest because they provide possible markers for study of the various conformational transitions associated with cellulosic systems.



VIII. CELLULOSE IV Cellulose IVI and IVII allomorphs originate from cellulose I and II, respectively. The conversions are never totally complete, which explains the diﬃculties in the production of good-quality x-ray diﬀraction patterns [88]. However, unit cell dimensions have been obtained for the two allomorphs of which IVI has a = 8.03 A˚, b = 8.13 A˚, c = 10.34 A˚, which is close to those found for form IVII (a = 7.99 A˚, b = 8.10 A˚, c = 10.34 A˚) [89]. In both these cases, the poor quality of the diﬀraction patterns does not allow determination of the space group. The authors suggest space group P1 but this is not compatible with the proposed unit cell dimensions.



IX. ALKALI CELLULOSE Up to the present, research reports have tended to focus on the relative arrangement of cellulose chains in the cellulose I and II allomorphs. Whereas in native architectures the chains are parallel, regenerated or mercerized cellulose has antiparallel arrangements. Elucidation of the detailed events that take place during the transformation of cellulose I and II is of great interest, especially as the process of mercerization does not appear to require solubilization of the cellulose chains. It would seem therefore that the
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cellulose structure should be preserved. To understand the mechanisms that come into play, a great number of studies have been dedicated to the study of intermediate structures [90,91]. By means of characterization by x-ray diﬀraction, Okano and Sarko [92] put forward evidence for the occurrence of ﬁve diﬀerent types of structure that could be classiﬁed as a function of the cellulose chain conformation. Soda celluloses of types I, III, and IV were characterized by a repeat of 10.3 A˚, whereas types IIA and IIB had a repeat of 15.0 A˚, corresponding to a helicoidal repeat of 3, a value not seen in previous studies. In addition, all the soda celluloses showed a reasonable degree of crystallinity and orientation. Hence, it seems diﬃcult to reconcile a change of orientation with the mercerization process. These workers proposed that, because Na-cellulose I could not be converted back into cellulose I, the chains must be arranged in antiparallel fashion (i.e., as in cellulose II). Despite the failure to identify the mechanisms that come into play during the transformation from a parallel arrangement (cellulose I) to an antiparallel arrangement (cellulose II), these reports nevertheless have the merit of identifying the intermediate stage (Na-cellulose) from which the structural rearrangement could arise without chain solubilization. An extension of this research can be found in the studies of Hayashi et al. [91] in which nine types of Nacellulose, which could be formed from allomorphs I, II, III, and IV, were identiﬁed [93,94]. From these studies, it was concluded that the irreversibility probably depended more on conformational changes of the cellulose chain than chain rearrangements. This argument seems unconvincing because the energy diﬀerences between twofold and threefold helices are too small to account for the irreversibility observed for type I and II structures. Another tentative explanation was made from the occurrence of two types of microﬁbril in samples of Valonia: one of which had the chains oriented along the Oz crystal axis, the other having chains oriented in the opposite sense [95]. Most of the investigations dealing with mercerization of cellulose have focused on global measurements recorded on whole ﬁbers (i.e., assembly of a large number of organized microﬁbrils). The structural and morphological changes accompanying mercerization of isolated cellulose microﬁbrils have been followed by transmission electron microscopy, x-ray, Fourier transform infrared spectroscopy (FTIR) and 13C CP-MAS NMR. The changes in morphology when going from cellulose I to cellulose II were spectacular as all the microﬁbrillar cellulose morphologies disappeared during the treatment. The outcome of this investigation is that is impossible for isolated cellulose microﬁbrils to become mercerized while keeping their initial morphology [96].



X. CRYSTALLINE MICROFIBRILS OF NATIVE CELLULOSE Much research has been devoted to experimental and theoretical studies of the crystalline component of native cellulose often in a context in which knowledge of the



molecular and crystallographical structure of native cellulose was lacking. It was during the 19th century that Hermans and Weidinger [28] developed a theory to deal with the birefringent materials in plant cells and starch grains. This theory led to the introduction of the concept of crystalline micelles having submicroscopical dimensions. This in turn led to the proposal that crystalline micelles were separate, well-deﬁned entities that were stacked like bricks, whose length coincided with the axis of the constituent cellulose molecules. In order to take account of the amorphous content of cellulose, the idea of individual micelles evolved into the hypothesis of fringed micelles [97]. In this model, the micelles are considered to be ordered regions statistically distributed in a mass of chains that are more or less parallel. The interface between crystalline zones and amorphous zones is blurred and the micelle length need not necessarily correspond to the constituent chain length and a single chain may even pass through several micelles. The microﬁbrillar structure of cellulose has been established beyond doubt through the application of electron microscopy [98,99] and great variations in dimensions, depending on origin, have been reported [1,33,34]. The question of whether or not intermediate structural elements called elementary ﬁbrils exist has been a topic of great controversy. However, the application of transmission electron microscopy [100,101] has established with certainty that the microﬁbril is the basic crystalline element of native cellulose [5,100–102]. It appears that the diﬀerent levels of structural organization of cellulose are now well characterized.



A. Polarity of Cellulose Crystals The cellulose chain possesses a polarity that arises from the chemical diﬀerence of the two ends of the molecule and this confers particularly interesting properties to the crystalline architecture. In eﬀect, two types of arrangement can be envisaged, depending on whether the reducing groups are all located at the same end of the chain assembly (parallel arrangement), or whether the reducing and nonreducing ends are arranged in alternating fashion within the assembly (antiparallel arrangement). The answer to this question has been the aim of numerous investigations but has equally given rise to a number of controversies. In their original model, Meyer and Misch [103] had proposed an antiparallel arrangement, which was supported by the observations of Colvin [104] on the production of bacterial cellulose in which the reducing ends of cellulose were stained with silver nitrate [105]. However, other attempts to identify reducing chain ends using conditions similar to those of Colvin were interpreted as supporting a parallel chain arrangement. It was from the use of exocellulases that ﬁnal experimental proof of parallel arrangement [106– 108] in the family of native celluloses was ﬁnally obtained [109]. Recent investigations using complementary enzymatic and chemical staining of reducing ends have supported this model and, at the same time, produced precise descriptions of the orientation of the chains relative to the
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crystal axes [59]. Hence, the crystalline microﬁbrils possess the same polarity as the chains of which they are composed. These conclusions are in agreement with the body of crystallographical and molecular modelling studies and reﬂect the constraints imposed by the biosynthetic requirements of native cellulose.



B. The Crystalline Morphology of Native Celluloses The availability of an accurate description of the crystalline structure of cellulose Ih, along with the predicted features of cellulose Ia, provides new insights into the crystalline morphology of native celluloses. These models can be used to generate diﬀerent ordered atomic surfaces, and evaluate their occurrence along with their respective features. The schematic representation of the crystalline arrangements of cellulose Ia and Ih in relation with their respective unit cells is shown on Fig. 16. Irrespective of the ﬁne structural diﬀerences, the same gross features are exhibited by the two polymorphs. This indicates that the same morphological features are expected to occur in the native celluloses. From such structural arrangements, well distinct types of crystalline surfaces can be identiﬁed. The type 1 surface represents the faces that run through the diagonal of the of the ab plane of the Ih monoclinical unit cell or through the a and b axis of the Ia triclinical unit cell. These surfaces are tortuous, displaying grooves extending parallel to the c axis. They are created by free spaces between the chains. Hydroxyl groups point outward, emphasizing the hydrophilic character



Figure 17 CPK representation of the main crystalline faces for cellulose I.



of these surfaces. The type 2 surface represents the faces that run through either the b axis of the Ih crystal or the ﬁrst diagonal of the ab plane of the Ia crystals. The cellulosic chains exhibit C–H groups at the surface. This surface is ﬂat and hydrophobic. The type 3 surface represents the faces that are parallel to the a axis of the Ih unit cell or to the second diagonal of the ab plane of the Ia crystals (Fig. 17).



C. Whiskers and Cellulose Microfibrils



Figure 16 Projection of the structure of cellulose Ia and Ih along the ﬁber axis. The triclinical and monoclinical unit cells are shown along with the main crystallographic directions, relevant for the crystalline morphologies.



Depending on their origin cellulose microﬁbrils have diameters from 20 to 200 A˚, whereas their length can achieve several tens of microns [5] (Fig. 18). These characteristics confer very interesting mechanical properties on microﬁbrils. Transmission electron diffraction methods have made a contribution to the quantiﬁcation of the degree of crystallinity. Thus, using the technique of ‘‘image reconstruction’’ it was shown that, in the microﬁbril of Valonia, which has a diameter of about 200 A˚, there could be more than 1000 cellulose chains all aligned in parallel in an almost perfect crystalline array. Some imperfections arose from dislocations at the interface of microcrystalline domains along the microﬁbril length [100,110]. These imperfections were used to advantage by treatment with acid to produce monocrystals called ‘‘whiskers’’ having the same diameter as the starting microﬁbrils but much shorter length. These cellulose whiskers possess a mechanical modulus of about 130 GPa, which is close to calculated value for cellulose [111]. These characteristics (microscopical dimen-
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Figure 18 Range of microﬁbril size from diﬀerent sources.



sions, form, and exceptional mechanical properties) made ‘‘whiskers’’ a choice ingredient in the manufacture of nanocomposite materials [112] (Fig. 19). Celluloses of diﬀerent origin yield whiskers of diverse structural quality suitable for a range of applications. Hydrolysis of bleached tunicin cellulose (Halocynthia roretzi) with sulphuric acid yields monolithic microcrystals with a smooth appearance and lengths varying from hundreds of nanometers to several micrometers. The lateral dimensions of these monocrystals range from 50 A˚ to more than 200 A˚, which makes them 100 times superior with regard to form. The microcrystals obtained by hydrolysis of cotton linters are shorter than those from tunicin and reach lengths of 0.1 Am and widths from 10 to 50 A˚, and have a shape value of 20. At the other end of the spectrum, there are cellulose microﬁbrils from parenchyma that are quite diﬀerent in appearance from those of cotton and tunimycin. These microﬁbrils are produced by a mechanical treatment, which, contrary to hydrolysis,



Figure 19



allows disruption of the microﬁbrils without aﬀecting the original length. As a result, microﬁbrils several microns long and 20–30 A˚ wide are obtained (Fig. 20). Analysis of these diﬀerent specimens by x-ray diﬀraction allows appreciation of the crystalline variation and the extent to which the amorphous components occur. The diﬀraction patterns of tunicin microcrystals are clearly of the allomorph I; they are detailed with welldeﬁned rings. Those of cotton are less well deﬁned and the rings are signiﬁcantly more diﬀuse. In the case of parenchyma microﬁbrils, the resolution of the rings is less good and they begin to merge—a reﬂection of decreased lateral order and small size of the microﬁbril diameter. In contrast, longitudinal order is maintained along microﬁbrils of large dimensions. The amorphous phase increases as a result of decrease in microﬁbril diameter and the increase in the number of surface chains. The noncrystalline component essentially corresponds to the surface chains of which there will be more when the microﬁbrils are small. Fig. 21 is an idealized representation of the organization of cellulose chains, displaying morphology and dimensions typical of those of microﬁbrils of parenchyma. In such a case, the total number of cellulose chains would be 26; among them, 16 could be considered as surface chains. This ﬁnding has been corroborated by CP-MAS NMR applied to ultrathin cellulose microﬁbril extracted from sugar beet pulp [113]. It can be estimated that the surface chains in tunicin microﬁbrils constitute no more than 5% of the total number of tunicin chains, whereas surface chains can represent 70% of the total number in parenchyma microﬁbrils [5]. The result of increasing number of surface chains and decrease in whisker diameter can also be seen by



Electron micrograph of cellulose whiskers. (Courtesy of H. Chanty.)
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Figure 20 Transmission electron micrographs of tunicin (A) microcrystals negatively stained with uranyl acetate. (B) Ultrathin section of microﬁbrils in bright ﬁeld. Transmission electron micrographs of (C) cellulose microcrystals negatively stained with uranyl acetate. (D) Ultrathin section of a cotton ﬁber in bright ﬁeld. Transmission electron micrographs of (E) parenchyma cellulose microﬁbrils negatively stained with uranyl acetate (F). (G) X-ray diﬀraction diagrams of cellulose microcrystals: (a) tunicin cellulose; (b) cotton; (c) parenchyma. (From Ref. 151.)
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Figure 21 Molecular model of a microﬁbril of cellulose projected along the ﬁbril axis compared to the typical morphologies observed for Tunicin and Valonia samples.



infrared spectroscopy by a broadening of the absorption bands with loss of resolution. It is believed that a peak at 1635 cm1 can be attributed to vibrations arising from water molecules absorbed in the noncrystalline regions of cellulose [114,115].



XI. SURFACE FEATURES OF CELLULOSES Many properties of native cellulose depend on the interactions that occur at the surface of the ﬁbrils. As compared to bulk chains, surface chains are accessible and reactive. This is due to the dense packing of the chains within the crystal in which all the hydroxyl groups participate in crystalline cohesion through intramolecular and intermolecular hydrogen bonds. This structural understanding is supported by the many reported selective modiﬁcations of the cellulose ﬁbrils, which occur only at the surface of the cellulose material. Surface chains play a fundamental role in the interaction processes (adsorption and adhesion) of the cellulose ﬁbrils with other molecules. Such surface interactions play a key role in many scientiﬁc areas: biology (interaction with the plant cell wall polymers, adsorption of cellulolytic enzymes), industrial (paper and textile industries), and technological (compatibilization and adhesion a thermoplastic amorphous matrix on cellulose). Unfortunately, to date, very little information has been gathered on the organization, conformation, and dynamics of the surface chains. As a matter of fact, few experimental techniques can access the morphology of the material and surface
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interactions; furthermore, they are often delicate to implement and the obtained data are generally not easily exploitable. The organization of the surface chains has been initially studied by microstructural chemical analysis in which the reactivity of the exposed hydroxyl groups toward various chemical agents is tested [116–122]. Such experiments are analyzed under the assumption that only the exposed hydroxyls can react with an external chemical agent. Furthermore, hydroxyl group reactivity may be correlated with the degree of organization at the surface. An equivalent reactivity is expected for the diﬀerent hydroxyls in the case of amorphous structure, in which the surface chains are not organized; this is a direct consequence of similar accessibilities. The speciﬁc reactivity of the O2H, O3H, and O6H hydroxyl groups toward various agents was measured [117] on cellulose samples diﬀering in crystalline content. Such studies showed that hydroxyl group O2H is almost always available, in contrary to O3H hydroxyl, whose reactivity is strongly dependent on the crystalline index of the studied cellulose sample. The O3H is almost not susceptible toward chemical agents in highly crystalline Valonia or bacterial celluloses, in contrast to its measured reactivity in cotton cellulose for which the degree of organization is far less perfect. Hydroxyl group O6H shows an intermediate reactivity that also depends on the crystal index of cellulose. Those results are in good agreement with hydrogen-bonding network revealed from analysis of the neutron diﬀraction data of a deuterated tunicin sample [68]. Absence of reactivity of the O3H hydroxyl suggests that the strong O3H. . .O5 hydrogen bond observed in the crystalline structure persists at the surface of the cellulose materials, whereas larger reactivity of the O2H and O6H suggests that the hydrogen bonds involving those hydroxyls are at last partially disrupted at the surface. A larger conformational dynamics is therefore expected at the surface as compared to the one of the bulk. Organization of the surface chains of cellulose has been observed by atomic force microscopy (AFM) [123– 127]. The recorded AFM images obtained on Valonia samples highlighted that the surface chains are organized alike those of the bulk. A triclinic organization has been observed on Valonia ventricosa [123–125], whereas Valonia macrophysa displays a monoclinic organization of the observed surface chains [127]. High-resolution images obtained by Baker et al. showed the (100) face of the Ia triclinical allomorph. Periodicities of 10.4 and 5.2 A˚ were recorded, corresponding to cellobiose repeat along the ﬁber axis and interchain spacing (the distance between interreticular planes has been measured at 5.3 A˚), respectively. Triclinic organization was conﬁrmed by the typical supermolecular arrangement of the chains, a diagonal shift close to 65j, corresponding to this allomorph, whereas discrimination between the (100) and (010) surfaces is based on the interreticular distance (Fig. 22). Finally, comparison between high-resolution images and reconstituted AFM image from crystallographic coordinates showed that the surface hydroxymethyl groups adopt a conformation that is diﬀerent from the trans–
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if all the diﬀerent studies attempt to highlight the intrinsic characteristics of the surfaces (stability, hydrophilic and hydrophobic character, morphology, etc.), only few of them explicitly unravel the interactions between the surfaces of native cellulose and a guest molecule.



A. Congo Red



Figure 22 Atomic force microscopy of native cellulose. (From Ref. 124.)



gauche conformation of the buried groups. Molecular models of the surface of cellulose having either gauche– trans or gauche–gauche orientation of the hydroxymethyl group have a better agreement with the observed images. Such conformational diﬀerences disrupt the intramolecular (O2H. . .O6) hydrogen bond of the chains that are located at the surface of the cellulose material. It should be noted that all these AFM studies require an acid treatment of the samples to remove the disorganized chains initially present at the surface of the materials. Such chemical treatment allows an experimental observation of the surface in which the backbone conformation and the super molecular organization of the chains are close to that of the crystal. The majority of the AFM observations are supported by solid-state NMR [128,129]. In particular, NMR suggests that the orientation of the exposed primary (O6) group is in the trans–gauche and gauche–gauche orientations, in contrast with the trans–gauche orientation of the buried hydroxymethyl groups. NMR is a powerful tool to evidence the conformational disorder of the surface chains; it allows an estimation of the relative proportion of the diﬀerent organization state of the ﬁbrils of cellulose: crystalline bulk, organized surfaces, less-ordered surfaces, and amorphous domains [128]. It has been shown that the puriﬁcation process, together with acid treatment, aﬀects the ultrastructural organization of the chains [113]. The diﬀerent experimental results show that the surface chains are partially disorganized; their conformational freedom is larger than the one of the bulk chains. The lesser amount of hydrogen bonds of the surface chains, as compared to the bulk ones, is consistent with a larger reactivity of those chains toward reactants and also for adsorbed species: water molecules, hemicelluloses, lignins, etc.



XII. INTERMOLECULAR INTERACTIONS In spite of the many structural investigations of cellulose, studies by molecular modelling remain surprisingly far from numerous. Furthermore, most of the eﬀorts are devoted to the bulk: crystal packing prediction and estimation of mechanical properties. Studies concerning the surfaces of cellulose are extremely rare [130–135]. Finally,



Work performed by Woodcock et al. [130] aimed at energetical and geometrical characterization of the adsorption process of the aromatic organic dye, Congo red, on crystalline surfaces of cellulose with the help of molecular mechanics program, Assisted Model Building with Energy Reﬁnement (AMBER). The considered surfaces are the (100) and (010) of the Ia phase, and the (1–10) and (110) of the Ih allomorph. Results suggest a preferential adsorption on the (010) of Ia and the (110) of Ih surfaces. Adsorption is mainly governed by the electrostatic contribution of the total energy between polar groups of the dye molecule and available hydroxyls and acetal oxygens of cellulose. Correlation between the calculated data and electronic microscopical experimental evidence [136,137] on adsorption of the cellulose-binding modules of cellulolytic enzymes on cellulose suggested that speciﬁc adsorption of cellulase might occur on the same surfaces of the modelled adsorption of Congo red. Such hypothesis has been recently revisited [138]; the cellulose-binding modules speciﬁcally adsorb on the (110) of the Ia phase of cellulose from Valonia. Nevertheless, preferential geometry of the complex has been reported from the arrangement that gives the lowest potential energy. Congo red is oriented parallel to the cellulose chains. In this study, the surface of the cellulose crystals is considered rigid; therefore, it does not consider possible structural disorganization and the enhanced mobility of the surface chains. Note also that no water molecules are included in the modelling protocol.



B. Benzophenone Surface chain mobility and structural disorganization have been considered in the work of Mazeau and Vergelati [135], which revealed the dependence of the cellulose surface characteristics on the adsorption behavior of benzophenone molecules. With the help of the Consistent Force Field (CVFF) force ﬁeld, the geometrical and energetical characteristics of adsorption of benzophenone on crystalline (110), (1–10), and (200) of the Ih allomorph and an amorphous surface have been studied. Adsorption of benzophenone molecules has been modelled by using Monte Carlo and molecular dynamics protocols. Both (110) and (1–10) crystalline surfaces give similar results, whereas notable diﬀerences could be observed between these two surfaces and the (200). Among all the crystalline surfaces, adsorption occurs preferentially on the (200) surface. Interaction energies are of the same order of magnitude for all those crystalline surfaces. The principal energetical component that stabilizes the adsorption on the (200) surface is the van der Waals term, whereas the
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electrostatic contribution is important for the (110) and (1– 10) surfaces. Many adsorption sites have been identiﬁed for each surface. Adsorption of benzophenone has no preferential geometry on the (200) surface; on the contrary, the (110) and (1–10) surfaces for the geometry of adsorption appear strict. Finally, independently of the considered surface, a hydrogen bond is systematically observed between the carbonyl oxygen of benzophenone and a hydroxyl group of cellulose (Fig. 23). Benzophenone adsorbs ﬂat on the (200) surface; the aromatic rings lie parallel to the surface of cellulose. In this preferential geometry, the aromatic rings are located above the apolar C–H groups of the surface chains, favoring hydrophobic stacking interactions. In spite of light structural diﬀerences between the (110) and (1–10) surfaces, the adsorption process of benzophenone is the same for these two surfaces. The authors also studied the formation of a benzophenone monolayer on (1–10), (200), and amorphous surfaces. On the crystalline surfaces, the adsorption sites are qualitatively identical and are periodically repeated on the surface. On the contrary, the amorphous surface of cellulose shows sites that are topologically extremely favorable to the benzophenone adsorption for which the interaction energy is large. Once those remarkable sites are fulﬁlled, benzophenone molecules adsorb on sites that are energetically comparable to the crystalline ones. Finally, stability and time evolution of the adsorbed monolayer of benzophenone at the interface with liquid water were tested by recording molecular dynamics trajectories. Diﬀerences in the density proﬁles between the initial structures and the structures obtained after 1 nsec of molecular dynamics experiment show a light reorganization of the crystalline surfaces and benzophenone molecules remain located at the surface within the time scale of



the experiment. On the contrary, for the amorphous surface, benzophenone molecules signiﬁcantly penetrate within the cellulose material.



C. Water Heiner and Teleman [132] and Heiner et al. [133] performed molecular dynamics simulations on an interface between crystalline cellulose and water, by using the Gronengen Molecular Simulation System (GROMOS) force ﬁeld. The considered surfaces are the (010) and (100) of the triclinical phase and the (100) and (1–10) of the monoclinical one. Each modelled system is composed of six layers of cellulose chains; each layer is constituted by six chains of six glucose residues. This cellulose material is solvated by explicit water molecules. Analysis of the geometrical and conformational parameters shows that only the topmost cellulose layer is aﬀected by the presence of water molecules. This result is in good agreement with solid-state NMR data, which show that the surface eﬀective component of the spectra corresponds to a single layer [128]. Dynamics and conformation of the surface chains diﬀer from the bulk chains. In particular, hydroxymethyl group conformation possesses a marked rotational freedom; gauche–trans is the preferred orientation, in opposition with the trans–gauche conformation of the hydroxymethyl group of the bulk chains. The decrease of hydrogen bonds at the surface of the cellulose is compensated by hydrogen bonds between cellulose and water. The O3H–O5 intramolecular hydrogen bond persists at the surface, in agreement with the conclusions derived from microstructural chemical analysis (Fig. 24). Hydration of the surfaces has been estimated from density proﬁles of the water molecules, which clearly



Figure 23 Molecular representation of the adsorption of benzoophenone on crystalline cellulose. (From Ref. 135.)
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same approach, but for an argon atom, which is a model of lipophilic molecules. Data showed that the two surfaces are equivalent, nonhydrophilic, and mainly lipophilic. Water molecules are not attracted by the surface.



D. Lignin



Figure 24 Hydration of cellulose as seen from molecular dynamics simulations. (From Ref. 132.)



indicate water structuring close to the surfaces. Because of the interactions between cellulose and water, the dynamics of the water molecules decreases by a factor of 2–3 close to the surface. It is also found that monoclinic (110) and triclinic (010) surfaces behave similarly just as the monoclinic (1–10) and triclinic (100) ones. These two last surfaces have a larger hydrophilic character than the two others. Hydrophilic character of the surface has been shown to be dependent on hydroxyl group distribution on the surface together with their ability to maximize hydrogen bonds. Hydrophilic and lipophilic character of the cellulose surfaces has been independently estimated by Biermann et al. [134], using molecular dynamics calculations. The modelled systems consist of an interface of cellulose, exposing their monoclinic (110) and (1–10) surfaces, and water. Hydrophilic character was estimated from local values of the chemical potential of water close to the surface with respect to its value far from the surface, in the bulk. Lipophilic character was estimated by using the



The hypothesis of association between lignin building blocs on the surface of the cellulosic matrix was tested by modelling. Houtman and Atalla [131] studied the dynamical behavior of model compounds that are lignin precursors (monolignols and trilignols) in the presence of a hydrated surface of crystalline Ih cellulose. Although initially located in the aqueous phase, at about 13 A˚ of the cellulose surface, modelling evidenced a rapid adsorption of the monolignol on the cellulose surface. Results showed that the driving force responsible for adsorption is mainly of electrostatic nature. Interactions between the monolignol and the cellulose chains are strong enough to inﬂuence the dynamics of the adsorbate close to the surface. Mobility of the monolignol is considerably decreased when the molecule reaches the surface. As a consequence of this limited mobility, the preferred adsorption geometry of the lignols is parallel to the cellulose ﬁber axis and the aromatic moieties of lignols are parallel to the cellulose surface; thus, hydrophobic interactions are maximized through stacking-type interactions. Also, a fast adsorption of the trilignol model was observed. It adsorbs ﬂat on the surface and two of the three aromatic rings are oriented parallel to the surface. On the basis of those results, authors conﬁrm that the cellulose ﬁbers and, more generally, the polysaccharide matrix, can inﬂuence monolignol polymerization and ultrastructural organization of lignin in the plant cell walls. Such adsorption leads to a reorganization of the lignin structural units before polymerization, which could inﬂuence the primary structure of the lignin polymer through selected distribution of the monomer units and also could inﬂuence the conformation of the lignin polymer. Work performed by Jurasek [139] also suggests that cellulose might inﬂuence the structure of the lignin polymer. The growing of a bidimensional model of the secondary cell wall is faster in the direction parallel to the ﬁber axis than in the perpendicular direction. Spatial



Figure 25 Schematic representation of wood ﬁber structure. P, primary cell wall; S2, middle secondary cell wall; S1, outer secondary wall; S3, inner (tertiary) cell wall.
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Structural levels of organization of cellulose in the plant cell wall.



Figure 26 Microﬁbril organization in wood. (From Ref. 142.) (A) Wood cells in cross section were scanned by a microbeam smaller than the thickness of a single cell wall. The tilt angle of the cellulose ﬁbrils with respect to the beam corresponds to the microﬁbril angle l. (B) A perfect alignment of all crystallographic axes of cellulose would yield sharp diﬀraction spots corresponding to the (0 2 0), (1 2 0), (1 1 0) reﬂections in the plane perpendicular to the ﬁbril axis in the reciprocal space. A random orientation of the ﬁbrils around their longitudinal axis would result in a smearing of the reﬂections to rings. (C) Principle for the measurement of local ﬁbril orientations. (i) Cellulose ﬁbril tilted by an angle l with respect to the incoming X-ray beam: a / denotes the orientation of the ﬁbril in the plane perpendicular to the beam. (ii) In reciprocal space, the smearing of the reﬂections [(0 2 0), large ring; (1 1 0) + (1 1 0), small ring] is caused by random orientation of the parallel cellulose ﬁbrils around their longitudinal axis. A and B are the points of intersection between the Ewald sphere and the Debye–Scherrer rings. (iii) Scattering pattern as it would appear on the area detector in the plane perpendicular to the beam. The scattering pattern is asymmetrical. The orientation af of the cellulose ﬁbrils (indicated by an arrow) can be extracted directly form the peak position. (D) Mesh scan over a complete wood cell in cross section with part of neighboring cells; pixel size: 2  2 mm. Dark region correspond to lumina; bright region showing a scattering signal corresponding to cell walls. (b) Two typical diﬀraction patterns (with greater magniﬁcation) showing the local orientation of the cellulose ﬁbrils af, denoted by arrows. (E) Map of local cellulose ﬁbril orientations. Following the arrows readily yields the trace of the ﬁbrils around the cell. Longer arrows denote a more pronounced asymmetry of the diﬀraction patterns corresponding to smaller local ﬁbrils angles; shorter arrows denote larger ﬁbril angles. (F) Translation of the arrow map into a three-dimensional model; the cellulose ﬁbrils trace a helix around the cell.
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constraints due to the presence of the cellulosic matrix impose a certain degree of regularity in the ﬁnal structure of lignin. Molecular mechanics calculations performed by Faulon and Hatcher [140] suggest that the helical conformations of lignin oligomers are energetically preferred than random coils. This is in agreement with experimental observation of lignin by scanning tunneling microscopy; images show an ordered structure [141].



XIII. MICROFIBRIL ORGANIZATION In nature, cellulose is most commonly found as part of an architectural complex whose ultrastructural organization depends on the organism under consideration. In a material such as wood, which is rich in cellulose, the cell walls are composed of cohesive, interlaced crystalline microﬁbrils that are themselves composed of cellulose (Fig. 25). The cellulosic ﬁbers are 1–2 nm long and about 35 A˚ wide and the microﬁbrils are composed of 30–40 cellulose chains. Application of new approaches using synchrotron radiation has made a momentous contribution to the characterization of their structural organization [142] (Fig. 26). X-ray diﬀraction diagrams have been recorded, using wavelengths of 0.78 A˚, on wood sections about 10 Am thick oriented perpendicularly to the incident beam. The specimen under investigation (52  42 Am) was scanned in increments of 2 Am, resulting in a collection of 26  21 diﬀraction patterns, which provided a distribution map of the orientation of the axes of the cellulose microﬁbrils. In eﬀect, each diﬀraction diagram is characterized by strong intensities, which were attributed to (0, 2, 0), (1, 1, 0) and (1, 1, 0), so that the orientation of the microﬁbril along the direction of propagation could be deduced. The outcome of such an exploration is shown schematically, in which the dark areas where no diﬀraction is recorded are considered to arise from the lumen. Analysis of each diagram for its part allows determination of the local orientation of the microﬁbril axis. Integration of the individual observations gives an image of the degree of disorientation. The big arrows indicate a marked local asymmetry in the microﬁbrils and thus that amplitude is of less importance than the local orientation of the microﬁbril. Translated into three dimensions, these results lead to an ultrastructural model in which it is established that the orientation of the cellulose ﬁbrils is aligned with the cell axis in a superhelicoidal fashion.



where knowledge is incomplete. The structure and dynamics of chains at the crystallite surface are also not well established and the study of outer chains is likely to become an important topic for future research using techniques such as solid-state NMR, near-ﬁlled microscopy, molecular modelling, mechanical spectroscopy, etc. The nature of the topological changes that accompany the transitions between the diﬀerent cellulose polymorphs also remains to be more ﬁrmly established. Without doubt, better knowledge of the diﬀerent structural levels in which cellulose participates will permit better use of this unique and metastable molecular assembly, which is produced by biosynthesis. The numerous classical applications of cellulose, depending on factors such as the macromolecular nature of the chain or as a component of wood, will soon be complemented by applications involving ‘‘whiskers’’. Thus, the industrial applications for cellulose will continue to grow. For this to be put into operation, understanding of the modiﬁcation of the heterogeneous phase by chemical and enzymatic means will be needed to confer new properties on the macromolecular chain assemblies of cellulose.
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I. HYDROGEN BONDS IN CELLULOSE The native biopolymer assembly has been shown to be a complex process involving two separate but integrated steps of polymerization and crystallization [1,2]. In particular, cellulose has shown to be assembled by a macromolecular complex of enzymes located on the cell surface. Nature has designed an eﬃcient system for regulating the molecular weight, crystallinity, size, and shape of the nanostructure of cellulose (called cellulose microﬁbrils). Then the microﬁbrils are self-assembled to form cell walls maintaining tree-frame structure. In this manner, cellulose molecules biosynthesized at angstrom scale assemble to be microﬁbrils at nanoscale, and the microﬁbrils assemble to be cell walls at micronscale, then they scale up with growing (Fig. 1). Hydrogen bonds are no doubt a major interaction to stabilize this hierarchical architecture of higher plants. Therefore considering hydrogen bonds of cellulose requires in your mind a picture of the size (angstrom, nano, or micron) of the subject that you are looking at. First, cellulose is considered as a single molecule (primary or chemical structure): cellulose owns an extended structure with a 21 screw axis composed of the h-1,4 glucosidic linkages between anhydroglucose units. Thus it would be natural to accept the dimer called ‘‘cellobiose’’ as a repeating unit. The present three kinds of hydroxyl groups within an anhydroglucose unit exhibit diﬀerent polarities, which contribute to the formation of various kinds of inter- and intramolecular hydrogen bonds among secondary OH at the C-2, secondary OH at the C-3, and primary OH at the C-6 position (Fig. 2). In addition, all the hydroxyl groups are bonded to a glucopyranose ring equatorially. This causes the appearance of hydrophilic site parallel to the ring plane. On the contrary, the CH groups are bonded to a glocopyranose ring axially, resulting in a hydrophobic site perpendicular to the ring as shown in Fig. 3. These eﬀects lead to the



formation of hydrogen bonds in parallel direction to a glucopyranose ring, and to van der Waals’ interaction perpendicular to the ring. Another important point for the hydroxyl groups is the type of hydroxymethyl conformation at the C-6 position, because the conformation of C(5)–C(6) and the resulting interactions including inter- and intramolecular hydrogen bonds in the present cellulose structure may diﬀer from that in crystallites as described in the following section, and it is also assumed to make up the extent of crystallization, as well as the ﬁnal morphology of cellulose [3–5]. In the noncrystalline regions, the rotational position of hydroxymethyl groups at the C-6 position may be considered as indeterminate or totally nonoriented, whereas all of those are identical in the crystallites. Therefore it was important to conﬁrm the type of O(6) rotational position with respect to the O(5) and C(4) in a h-glucan chain, employing CP/MAS 13C NMR [6]. The type of hydroxymethyl conformations, gauche–trans (gt), trans–gauche (tg), or gauche–gauche (gg) at the C-6 positions in carbohydrates is shown in Fig. 4. In the gt conformation, hydroxyl groups (OH) at the C-6 position locate at the opposite side to OH at the neighboring C-2 position, and thus they are supposed to form intermolecular hydrogen bonds with the neighbors, whereas tg conformation may provide intramolecular hydrogen bonds engaged between OH groups at the C-2 and C-6 positions. As for the noncrystalline states, they are considered as the gg conformation. As described above, the diﬀerence in polarity among hydroxyl groups and hydroxymethyl conformation at the C-6 position in relation to equatorial bonding of them to an anhydroglucose ring is strongly attributed to inter- and intramolecular hydrogen bonds of cellulose. Further, the hydrogen bonding patterns in cellulose are considered as one of the most inﬂuential factors on the physical properties of cellulose and its derivatives shown in Fig. 2. This issue will be treated later in this chapter. 69
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Figure 1 Hierarchical system of cellulose self-assembly.



Of course, cellulosic ﬁbers and materials are made of inter- and intramolecular hydrogen bonds, and turning to the molecular structure of cellulose, intramolecular hydrogen bonds are primarily to be employed as a most inﬂuential interaction to the molecule. Cellulose is supposed to have at most two diﬀerent intramolecular hydrogen bonds, which are between the OH-3 and adjacent ring O-5V and between the OH-6 and OH-2V when the hydroxymethyl conformation at the C-6 position is tg (Fig. 5) [7–11]. The intramolecular hydrogen bonds inﬂuence ﬁrst on the molecular main chain stiﬀness. Is the main chain for each cellulose single molecule that seems to be stiﬀ really stiﬀ ? For this question, extensive studies of solution properties and liquid crystalline properties for cellulose and cellulose derivatives have been carried out. At the moment it is explained that the main chain for each cellulose molecule is not so stiﬀ, and rather the molecule itself is a semiﬂexible one in which the worm-like chain model by Heine et al. [12] can be well applied to [13–15]. Therefore one single molecule is considered relatively mobile. Only a single molecule, however, cannot exist in normal states. The molecules are mutually inﬂuenced and interacted with each other. There may be two stabilizing ways for each molecule, depending on the initial step. One is that after a single molecule interacts with other molecules, then each molecule compensates the potential energy to be stabilized. Another is that ﬁrst the potential energy for each molecule is minimized and after the minimization, it starts interacting with each other by hydrogen bonding, van der Waals’ force, and dipole moment interaction. In any case, every single cellulose molecule interacts with each other. Therefore it becomes important to characterize the interaction that is engaged between molecules and further the relationship



Figure 2 A general idea on the correlation of basic characters for each hydroxyl group with physicochemical properties.
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Hydrophilic and hydrophobic nature in cellulose chemical structure.



between the interaction and physical properties of cellulose and the derivatives in order to anticipate both the physical and chemical characteristics of new cellulosic materials [16–28]. Among the interactions in cellulose, the hydrogen bonding interaction should be most frequently observed. Fig. 2 shows a general idea on the correlation of basic characters for each hydroxyl group with the physicochemical properties. Cellulose exhibits really versatile properties ranging from transformation of crystalline form to the regiochemical diﬀerence of the reactivity for the chemical derivatization and enzymatic hydrolysis. We have to distinguish the situation for the hydrogen bonds depending on



the state such as crystals, noncrystalline and amorphous solids, gels, liquid crystals, and solutions.



A. Hydrogen Bonds in Cellulose Crystals In this section, the object is up-scaled from a single molecule of cellulose up to a microﬁbril as a molecular assembled state. As shown in Fig. 6, after the biosynthesis of cellulose molecular chain, each single glucan chain starts associating with each other to self-assemble into a microﬁbril at a nanoscale (3.5–4.0 nm for wood microﬁbrils). Biosynthesis is an integrated step to form crystalline form of cellulose as a microﬁbril. The process mostly



Figure 4 Schematic diagram of the hydroxymethyl conformations at the C-6 position, namely, the orientation of the C6–O6 bond, gauche–trans (gt), trans–gauche (tg), or gauche–gauche (gg) with a cellobiose unit.
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Figure 5 Possible intramolecular hydrogen bonding formation in tg conformation of hydroxymethyl groups in cellulose.



produces highly crystalline domains, but not necessarily a perfect process to secrete a cellulose crystalline ﬁber. Therefore a cellulose ﬁbril contains a certain amount of noncrystalline domains as illustrated in Fig. 6. About cellulose biosynthesis, there are many books from diﬀerent viewpoints (see, for example, Ref. [29]). In this way, crystalline cellulose domain is an idealistic assembly of cellulose molecules in the biological system. Then hydroxyl groups equatorially bonded to the glucose ring become closer enough among neighboring h-glucan chains to form intermolecular hydrogen bonding. Therefore it would be of more importance to understand intermolecular interactions in crystalline cellulose. Crystalline cellulose has diﬀerent crystalline forms from cellulose I to cellulose IV, and even in alkaline conditions it shows so-called alkali–cellulose crystals, which still gives a question as to the manner of existence. In each form, the chains have approximately the same



Figure 6



backbone conformation, with the two glucose residues repeating in approximately 1.03 nm. Recently, native cellulose (cellulose I) was found to be a composite of cellulose Ia and cellulose Ih crystalline forms by Atalla and VenderHart [30]. However, some of the crystalline structures such as cellulose IV are still in question so far. Therefore we only focus on conventional crystalline structure, cellulose I and cellulose II. In particular, for cellulose I, we will employ cellulose Ih, which is two-chain monoclinic [31] and is close to the proposed models on the basis of X-ray and electron diﬀraction data as well as chain packing energetics [32,33]. Thus we can easily understand the formation of hydrogen bonds using the models. On the other hand, because, to date, we cannot have pure cellulose Ia, it is still diﬃcult to explain the hydrogen bonding formation for the cellulose Ia crystalline form. Just recently, a revised structure and a hydrogen bonding system in cellulose Ih [34] and cellulose II [35] have been proposed. In this section, the new insight as well as the previous one will be compared historically. Before getting into the details, we will conﬁrm how to take the crystallographic axes (a, b, and c) and a certain angle, g, between the a–b axes. Now many people use the recent crystallographic rule, namely, c axis is a molecular axis, but still some researchers take b axis for the molecular chain axis. In fact, the number of researchers who use the recent crystallographic rule is increasing gradually. In this chapter, we will follow the recent rule. 1. Hydrogen Bonds in Native Cellulose (Cellulose I) The crystalline nature of cellulose was revealed almost a century ago when Nishikawa and Ono recorded the ﬁrst X-ray diﬀraction patterns from ﬁber bundles originated



Crystalline and noncrystalline regions of cellulose microﬁbrils.
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from various plants [36]. Since then, in addition to X-ray, many powerful tools have appeared for investigating cellulose crystalline structures such as electron diﬀraction and microscope, FT-IR, Raman spectroscopy, and 13C CP/ MAS NMR. The development of high-resolution 13C solid-state NMR techniques in the 1980s has brought a new dimension to determining the crystal structure of cellulose. In fact, 13C CP/MAS NMR of highly crystalline cellulose samples such as Valonia showed the presence of two crystalline allomorphs (cellulose Ia and Ih) in cellulose I. However, FT-IR is still one of the best tools to study hydrogen bonding formation with consideration of the two-chain unit cell models (21 axis) [37]. In particular, not only FT-IR but also advanced FT-IR technique in combination with suitable attachments could provide us with further information on cellulose supermolecular structure. Many reports using IR analyses have appeared to date. Fengel analyzed the hydroxyl absorption bands by deconvoluted FT-IR spectra of celluloses [38–40]. Michell used the second-derivative mode in order to improve the FT-IR resolution [41–43]. The assignments for the hydroxyl frequencies had been established from the late 1950s to the early 1960s on the basis of the modiﬁed Meyer–Misch model [44–47]. In addition, the O–H stretching frequencies due to intra- and intermolecular hydrogen bonds in cellulose I were calculated [48]. Table 1 lists these reported band-assignments for native cellulose. To make an easy understanding of the hydrogen-bonding network, we will use the ab and bc projection of the unit cell for cellulose I (21 screw) originally proposed by Gardner and Blackwell [32] as shown in Fig. 7. This permits the formation of two intramolecular hydrogen bonds, OH-3: : :O5V and OH-
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2: : : O6V, to give an even more rigid four-ring layer conﬁguration. In these structures there is an intermolecular hydrogen bond, OH-6: : :O3 (Fig. 7C), linking the layers laterally, but no bonding between layers. In other words, there is no intermolecular hydrogen bonding along the (110) and (110) planes, but there is only one along the (200) plane as shown in Fig. 7A. Investigating hydrogen bonds in cellulose using IR was ﬁrst performed by Marrinan and Mann [44,49], and then Liang and Marchessault [46,47] proceeded to assign the whole area of OH stretching frequencies in IR spectra for celluloses I and II. They used polarized IR measurements for oriented ﬁlms having cellulose I or cellulose II crystalline structures and assigned some typical maxima for the OH regions of the IR spectra on the basis of the diﬀerence between the parallel and the perpendicular bands. Now let us take a look at Table 1 [46,48,50–52] and you would ﬁnd that two intramolecular hydrogen bonds and an intermolecular hydrogen bond have already been assigned. Some experimental assignments correspond to the calculated wavenumbers [48]. In the 1980s, the crystalline dimorphism of native celluloses was found [30,53], and the two phases, cellulose Ia and Ih, have been considered to diﬀer in their hydrogen bonding rather than in the conformation on the basis of Raman [51] and FT-IR [31,43] spectral data. According to Sugiyama et al. [52], a characteristic hydroxyl absorption band due to Ia crystalline phase is 3240 cm 1, whereas a band at 3270 cm 1 is due to Ih crystalline phase. There are a number of literatures reporting on the IR data of native cellulose [40–46,49,52,54]. Most of these studies give more or less complete lists of IR band assignments on the hydrogen bonding system. Most of these earlier IR studies,



Table 1 IR Assignments for OH Regions Reported in Native Cellulose



Frequency (cm 1) 3230–3310



Interpretation (Liang et al. 1959:L) (Ivanova et al. 1989:I) (Sugiyama et al. 1991:S)



Cellulose Ia (?) appeared in Valonia S: Cellulose Ia S: Cellulose Ih L: OH Inter H-bond OH Inter H-bond L&I: O(3)H–O(5) intra H-bond



3372 3405 3410–3460



OH Intra H-bond inter–O(3)H–O(5) L: OH Inter H-bond I: O(2)–O(6) Intra H-bond



3412 3429



Calculated wavenumbers (Tashiro et al. 1991)



I: O(6)H–O(3) Inter H-bond



3231 3240 3270 3305 3309 3340–3375



Interpretation by Raman (Wiley et al. 1987)



OH Intra H-bond O(2)–O(6)–inter Cellulose Ih (?) appeared in Ramie
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Figure 7 Proposed structure of cellulose I before the discovery of native cellulose allomorphs, Ia and Ih, in 1983 by Atalla and VanderHart [29]. (A) ab projection (looking along the chain axis); (B) bc projection; (C) hydrogen-bonding network in the sheet parallel to the bc plane. This ﬁgure is modiﬁed on the basis of the Gardner and Blackwell model [31].



however, were made before the discovery of the two crystalline phase system of cellulose. Thus a number of the earlier band assignments should be reevaluated in light of the two-phase system. Recently, Mare´chal and Chanzy [55] have reported the revised assignments of the IR bands in cellulose Ih from hydrothermally treated Valonia microﬁbrils. Their assignments are illustrated in Fig. 8. According to them, hydroxymethyl moieties were found adopting three conformations (a dominant one and two minor ones) allowing the formation of diﬀerent hydrogen bonding on adjacent chains. Most probably, the primary hydroxyl groups (OH) that accept a hydrogen bond from the adjacent OH at the C-2 position were not the ones adopting the dominant conformation. However, there are still some questions remaining as OH bands due to diﬀerent modes overlap with each other, causing diﬃculties in interpretation even in crystalline structures. The crystal and molecular structure of cellulose I need to be revised also in light of this dimorphism. This revision



requires data of pure Ia and Ih ﬁbers. Recently, the revised data have been proposed using synchrotron and neutron diﬀraction for oriented ﬁbrous samples from tunicate cellulose microcrystals [34]. The study proposed not only the revised Ih crystalline structure, but also the tg conformation of hydroxymethyl groups and the hydrogen bonding fashion. The hydrogen bonding scheme is represented schematically in Fig. 9: There is no hint of intersheet O–H– O hydrogen bonds in cellulose Ih, indicating that the cellulose sheets are held only by hydrophobic interactions and weak C–H–O bonds. Within the sheet, the intramolecular O3–O5 hydrogen bonds were well deﬁned, whereas those corresponding O2–O6 hydrogen bonds were indicated in a variety of the fashion. 2. Hydrogen Bonds in Cellulose II Native cellulose can be easily transformed into cellulose II after an alkaline treatment at more than 18 wt.% and
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Figure 8 Assignment of IR bands of cellulose Ih, with stretching bands drawn as two-headed arrows and bending bands of alcoholic groups as single-headed arrows. Assignments of bending bands to a particular alcohol group are tentative and may be the object of permutations between the three types of alcohols. Three conformations of hydroxymethyl groups at the C-6 position are displayed labeled I, II, and III. Conformations of II and III are deduced from conformation I by rotation of them around the C5–C6 bond. Conformation I represents at least 2/3 of the total conformations, conformation II (tg) less than 10%. Hydrogen bonds are supposed to be established by these primary alcohols on O atoms of other chains. For commodity hydroxyl groups at the C-2 position establishing weak hydrogen bonds is drawn with free OH groups [55].



subsequent washing thoroughly with distilled water. For cellulose II crystalline structure, some models have been proposed and they have deﬁned the crystals as consisting of two antiparallel and crystallographically independent chains. The proposed structure has a monoclinic cell where the chains are aligned on the 21 screw axes. Both chains have equivalent backbone conformation but diﬀer in the conformation of hydroxymethyl groups proposed by two groups, Kolpak and Blackwell [56] and Stipanovic and Sarko [57]. Their antiparallel model for cellulose II is shown in Fig. 10. The ab projection shows that the chains have approximately the same orientation about their axes and are stacked along the short ab diagonal (Fig. 10B). These stacks will be stabilized by hydrophobic (van der Waals) forces, more so than between the sheet in native cellulose. The relative stagger of the chains is 0.216c, again close to the quarter-stagger position. The reﬁnement has led to diﬀerent conformations of the –CH2OH groups on the center and corner chains. Adjacent center chains along the a axis are shown in Fig. 10C. The –CH2OH groups are oriented like those in native cellulose, so as to allow the formation of a second intramolecular hydrogen bond OH2V: : :OH-6 and an intermolecular hydrogen bond OH6: : : OH-3 along the a axis. The sheet of corner chains is shown in Fig. 10D. Here the –CH2OH group is swung round so that it forms an OH-6: : :OH-2 intermolecular hydrogen bond. Intramolecular bonding for OH-2 is now not possible, and this group forms another intermolecular



hydrogen bond OH-2: : :OH-2V to the next chain along the long ab diagonal. This bond is shown in Fig. 10E and is indicated by the dashed lines in Fig. 10A. This extra intermolecular bonding is a major diﬀerence between cellulose II and native cellulose and probably goes a long way to explain the higher stability of the regenerated form [58]. Table 2 lists the experimental IR assignments [47] and



Figure 9 Schematic representation of the hydrogen bonds in the origin (top) and center (bottom) sheets of cellulose Ih. Hydrogen bonds are represented by dotted lines. Only the oxygen atoms involved in hydrogen bonding have been labeled for clarity. (From Ref. 34.)
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Figure 10 Structure of cellulose II proposed by Kolpak and Blackwell [56]. (A) ac projection; (B) ab projection (- - - hydrogen bonds between center and corner chains); (C) hydrogen-bonding of the center chains; (D) hydrogen-bonding of the corner chains; (E) hydrogen-bonding between corner and center chains. This ﬁgure is modiﬁed on the basis of their model.



Hydrogen Bonds in Cellulose and Cellulose Derivatives Table 2 IR Assignments for OH Regions Reported in Cellulose II Frequency (cm 1) (Tashiro et al. 1991) 3175 3305 3308 3309 3315 3350 3374 3435 3447 3486 3488



Interpretation



Calculated wavenumbers (Marchessault et al. 1960)



OH stretching OH Inter H-bond
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B. Hydrogen Bonds in Regioselectively Substituted Cellulose Derivatives in Solid-State Noncrystalline Films 1. Characterization Using FT-IR and Solid-State CP/MAS 13C NMR Spectra The formation of hydrogen bonds in cellulosics is considered as one of the most inﬂuential factors on the physical



OH Inter H-bond OH Inter H-bond OH Intra H-bond (Corner chain) ? OH Intra H-bond (center chain) OH stretching OH Intra H-bond (corner chain) OH Inter H-bond



calculated wavenumbers [48] for cellulose II. The model for the crystalline structure indicated the formation of intraand intermolecular hydrogen bonds for cellulose II. In this model, hydroxymethyl moieties are near gt conformation for the glycosyl residues located at the origin of the cell as opposed to tg conformation for those at the center chain. The model of cellulose II has been further investigated using h-cellotetraose hemihydrate and methyl h-cellotrioside monohydrate 0.25 ethanolate [59–62]. Their molecular conﬁguration was also similar to that of the cellulose II model except in two main respects: all hydroxymethyl groups are in gt conformation and the sugar pucker was diﬀerent for the two chains. In addition, the proposed hydrogen bonding schemes using oligosaccharides were signiﬁcantly diﬀerent from the previous ones. Recently, Langan et al. have reexamined the structure of cellulose II using a neutron ﬁber diﬀraction analysis [35]. In crystalline ﬁbers of cellulose II, a 3-D network of hydrogen bonds exists. This new model as shown in Fig. 11 indicates a new substantially diﬀerent hydrogen bonding network from previous proposals. In Fig. 11, intermolecular hydrogen bonds are O2-D-O6 in sheets containing only origin molecules and O6-D-O2 in sheets containing only center molecules. In the sheets containing both center and origin molecules there are O6-D-O6 and O2-D-O2 intermolecular hydrogen bonds. The former has minor components involving O5 and O3 as acceptors. Intramolecular hydrogen bonds are O3-D-O5 in each molecule with a minor component involving O6 as acceptor. However, you would notice that there are still diﬃculties in the interpretation of reactivity, properties of cellulose in various forms, and transformation process of cellulose from one to the other as well as even crystalline structures, as OH groups with diﬀerent modes overlap with each other.



Figure 11 A schematic representation of hydrogen bonds on cellulose II proposed by Langan et al. [35]. Only atoms involved in hydrogen bonds are represented by dotted lines.
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Figure 12 The chemical structures of regioselectively substituted cellulose derivatives prepared in Ref. [67].



properties of not only cellulose itself but also its derivatives. The previous section explained the possible formation of hydrogen bonds in native cellulose and cellulose II crystalline structures. As for cellulose derivatives, they show either crystalline structure or noncrystalline structure, depending on the degree of substitution (DS) and the structural regularity or the distribution pattern of substituted units along the molecular chain. For cellulose derivatives we can use NMR spectroscopy to observe hydrogen-bonding engagements [63]. In this case, we can mostly use solution NMR as solid-state NMR still has a problem on the resolution for signal splitting. However, most of the investigations on hydrogen bonding formation in cellulose as a polymer have diﬃculties in interpreting the chemical shift for the same reason as those studies using IR spectroscopy. Therefore we had better simplify the formation of hydrogen bonds to be more easily analyzed if possible. How can we do this? Kondo and Gray developed the methods for synthesizing regioselectively substituted cellulose ethers, 2,3-di-O-, 6-O-, and tri-O-substituted cellulose derivatives [64–67] as shown in Fig. 12. As the hydroxyl groups should form controlled intra- and intermolecular hydrogen bonds particularly in regioselectively methylated celluloses, the cellulose derivatives are thought to be cellulose model compounds to investigate the relationships between formation of hydrogen bonds and physical properties of cellulose, as well as the cellulose derivatives. When the OH groups within the anhydroglucose units are blocked by methyl groups, it remains a question whether the pyranoglucose ring conformation still keeps the original shape (4C1 chair conformation) or not. To answer this question, it has already been reported [25] that the OH groups in the anhydroglucose units, despite being blocked by methyl groups, do not aﬀect the structure of the glucose ring. In other words, blocking hydroxyls by methyl groups in
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cellulose can be useful in controlling the formation of hydrogen bonds without causing a resultant change in the glucose ring conformation. Thus the regioselectively methylated celluloses have been proven to be satisfactory model compounds for cellulose. In continuation, the formation of hydrogen bonds in the regioselectively substituted cellulose derivatives was characterized by FT-IR and solid-state CP/MAS 13C NMR spectra of the ﬁlm samples [67]. Fig. 13 shows OH frequencies for ﬁlm samples of typical regioselectively substituted cellulose ethers, namely, 2,3-di-O- and 6-Omethylcellulose (23MC and 6MC), compared with that of pure cellulose. They were all predominantly noncrystalline ﬁlms with ca. 5-Am thickness prepared by casting from their dimethyl acetoamide (DMAc) solutions for methylated derivatives and the DMAc-LiCl cellulose solution for pure cellulose, respectively. Therefore we do not have to take into account speciﬁcally oriented intermolecular hydrogen bonds, diﬀerently from the crystalline samples. Thus we have only to consider the following hydrogen bonds for the above amorphous ﬁlm samples: isotropic intermolecular hydrogen bonds and two diﬀerent intramolecular hydrogen bonds, which are between the OH-3 and adjacent ring O-5V and between the OH-6 and OH-2V (Fig. 14A). Looking at the spectra in Fig. 13 under these assumptions, we will ﬁnd that they exhibited characteristic band shapes in the OH stretching vibration regions. The shape of the 6-Omethylcellulose (6MC) having two OH groups in a unit is rather symmetric and sharp, compared with that of 2,3-diO-methylcellulose (23MC), which has one OH group per anhydroglucose unit. Generally, increasing the number of



Figure 13 IR spectra of noncrystalline ﬁlm samples of (A) cellulose, (B) 2,3-di-O-, and (C) 6-O-methylcellulose derivatives in the region of OH stretching vibration.
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Figure 14 Schematic representation of possible hydrogen bonds in cellobiose units of (A) cellulose, (B) 2,3-di-O-, and (C) 6-O-substituted cellulose derivatives.



OH groups per unit should show the diversity of OH frequencies in IR spectra, and then the absorption band should become broader. In the present case, however, the appearance of OH band of 6MC, which has two OH groups per unit, is contradictory. This phenomenon appeared in other relationships between 6-O- and 2,3-diO-substituted cellulose derivatives with the same substituent [67]. It is assumed that the phenomenon is attributed mainly to the manner of formation of hydrogen bonds. Schematic representations of possible inter- and intramolecular hydrogen bonds in the cellobiose unit are shown in Fig. 14. Cellulose may possibly have two types of intramolecular hydrogen bonds and some intermolecular hydrogen bonds, depending on the phase. While the intermolecular hydrogen bonds are not speciﬁed, the two intramolecular hydrogen bonds are assumed to be either OH-3-OV5 or OH-6-OH-2V (Fig. 14A). In the 2,3-di-Osubstituted cellulose derivatives, the main reason for the broader OH bands due to the diversity of OH frequencies appears to be the formation of intermolecular hydrogen bonds associated with OH-6. In the case of 6-O-substituted cellulose, speciﬁc intramolecular hydrogen bonding formation, which makes the IR band of the OH region symmetric and sharper, may exist. Hydroxyl and ring ether (C-O-C) groups correspond to the hydrogen bonding donor and acceptor, respectively, which are common in
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biological structures. When the donor group is cation-like or the acceptor group is anion-like, as in O–H+–O or O– H–O , strong and almost symmetrical hydrogen bonds are also observed [1]. Because in 2,3-di-O-substituted cellulose free OH groups at the C-6 position are comparatively ﬂexible, intermolecular hydrogen bonds may be formed favorably. The OH groups may also form intramolecular hydrogen bonds with the ether oxygen at the adjacent C-2 position (Fig. 14B). Thus, mixture of the inter- and the intramolecular hydrogen bonds is considered to cause the broadening of the OH band in the IR spectra. On the other hand, two intramolecular hydrogen bonds may form in the 6-O-substituted cellulose derivatives as shown in Fig. 14C. The two intramolecular hydrogen bonds (O6HO-2V and 3-OH-O5V) have similar type of formation, which is between the OH group and the ether or acetal oxygen. Therefore the sharp and symmetric IR spectra of 6O-substituted cellulose derivatives in Fig. 15 indicate that the two intramolecular hydrogen bonding structures may give a similar OH absorption band, and intermolecular hydrogen bonding formation which broadens the OH band may be not signiﬁcant. Furthermore, the strengths of the two hydrogen bonds may be almost equivalent, and hence both of the intramolecular hydrogen bonds between the OH and the ether oxygen appear at almost the same wave number around 3465 cm 1 in OH stretching frequencies of the IR bands. In another experiment [68], the curve ﬁtting procedure was performed for the regions due to OH stretching vibration in the IR spectra of the noncrystalline ﬁlms from 2,3-di-O-methylcellulose (2,3-di-O-MC) and 6-O-methylcellulose (6-O-MC). The results are shown in Fig. 16. The OH bands for 2,3-di-O-MC are resolved into two Lorentzian bands, sharper (3472 cm 1) and broad (3382 cm 1) ones; 6MC has one major Lorentzian OH absorption band (3460 cm 1) and a small subband (3270 cm 1). These bands may correspond to the presence of speciﬁc inter- and intramolecular hydrogen bonds involved in 2,3-di-O-MC and 6-O-MC as mentioned above. Thus the bands with peak positions at higher wavenumbers of 3460–3470 cm 1 for both 2,3-di-O-MC and 6-O-MC result in the assignments of the following intramolecular hydrogen bonds, because in general for cellulosic materials the intramolecular hydrogen bonds tend to appear at relatively higher wave numbers (3410–3460 cm 1 in cellulose I [50] and 3460–3480 cm 1 in cellulose II [47,68,69]) in the IR spectra. There may be between OCH3 at the C-2 position and OH at the C-6 position for 2,3-di-O-MC. There may be between OH at the C-3 position and the adjacent ring oxygen and between OH at the C-2 position and OCH3 at the C-6 position for 6-O-MC. It has been conﬁrmed that such intramolecular hydrogen bonds can be formed in either solid ﬁlm or homogeneous solution states [69–72]. The formation of such intramolecular hydrogen bonds has also been observed in a DMSO solution state of 23MC using NMR analyses with deuteration [73]. To investigate the intramolecular hydrogen bonds, the ﬁlm samples were also analyzed by CP/MAS 13C NMR [67]. Fig. 17 shows the CP/MAS spectra of (1)
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2,3-di-O-MC, (2) 6-O-MC, and (3) Tri-O-MC. The introduction of an O-alkyl group promotes strong deshielding of the 13C nucleus of the substituted carbinol group, usually by ca. 9 ppm in solution NMR [74,75]. In the spectra of cellulose ethers, this characteristic should be reﬂected in the chemical shifts of carbons at C-2, C-3, and C-6 positions bearing alkoxy substituents. Thus peak assignment was carried out in the CP/MAS 13C NMR spectra of the ﬁlm samples using the solution-state 13C NMR results of Parfondry and Perlin [76]. Unsubstituted C-2, C-3, and C-5, and substituted C-6 carbon signals in 6-O-MC overlapped to some extent with each other in the range of 77–70 ppm. Signals of the C-2, C-3, and C-6 carbons shifted to downﬁeld (ca. 10 ppm) by methyl substitution. In the 2,3-di-O-MC and Tri-O-MC, the C-4 carbon signals, which are assignable in cellulose, shifted upﬁeld by substitution of the adjacent OH groups at the C-3 position and overlapped with the C-5 carbon signal. Signals of C-2 and C-3 carbons in the two MCs overlapped with each other and cannot be identiﬁed because of their similar and strong deshielding of 13C nuclei of completely substituted methoxy groups at both positions. Considering a weak deshielding eﬀect of the intramolecular hydrogen bonds between the methoxy oxygen at the C-2 position and the OH groups at the adjacent C-6 position as described later, the C-2 carbon may resonate



Figure 15 IR spectra of ﬁlm samples of cellulose, 2,3-di-Oand 6-O-substituted cellulose derivatives in the region of OH stretching vibration. MC: O-methylcellulose; EC: O-ethylcellulose; AC: O-allylcellulose; and BC: O-benzylcellulose.



Figure 16 Curve ﬁtting for OH stretching regions in 2,3-diO-MC and 6-O-MC.
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C NMR spectra of regioselectively substituted O-methylcelluloses (MCs).



upﬁeld to the C-3 carbon. Only the C-1 signal is easily assignable as it is completely separated from other signals. The presence of an ether substituent at the C-2 position causes an upﬁeld shift of the C-1 resonance relative to that of the glucose residue [76]. Therefore it is assumed that the C-1 resonances may have an upﬁeld shift similarly by the hydrogen bonding formation at the adjacent C-2 position. Naturally, the change in the hydrogen bonding arrangement should be more weakly attributed to the chemical shift of C-1 carbon than the eﬀect due to the substitution of the OH at the C-2 position. Kamide et al. [70] reported that the chemical shift of the C-1 carbon may appear to have an upﬁeld value of more than 105 ppm in the case of the intramolecular hydrogen bond between the C-2 and C-6 positions (Fig. 14A and C). They also mentioned that the C-1 chemical shift may have a ﬁeld value lower than 105 ppm in the case of the free OH at the C-2 position that did not include the hydrogen bond between the C-2 and C-6 positions. The latter case was based on the assumption that a seven-membered k–jelectron conjugate system is formed in a cellobiose unit [C-4-O-C-1V-O5V-HO-3-C-3-C-4: consider the case without the intramolecular hydrogen bond between C-6 and C-2V in Fig. 14(A)]. In Table 3, the C-1 chemical shifts of 6-O-substituted cellulose derivatives except 6-O-tritylcellulose show smaller values than 105 ppm, suggesting the existence of intramolecular hydrogen bonds between the C-2 and C-6 position. From this result and FT-IR analyses, it is indicated that in the 6-O-substituted cellulose derivatives except 6-O-tritylcellulose, two intramolecular hydrogen bonds (O6-HO-2V and 3-OHO5V) form predominantly and the strengths of the two bonds may be almost equivalent (Fig. 14C). The C-1 chemical shifts of 2,3-di-O-substituted cellulose derivatives in Table 3 also show smaller values than 105 ppm. This indicates the formation of the intramolecular hydrogen bonds between O2-HO-6V (Fig. 14B) in addition to intermolecular hydrogen bonds at the C-6 position. As for tri-O-substituted cellulose ethers, the C-1 signals appeared more upﬁeld than those of 2,3-di-O- and 6-O-substituted cellulose derivatives. Only tri-O-methylcellulose shifted downﬁeld compared with other tri-O-substituted cellulose derivatives. To explain these phenomena, the above explanation of chemical shifts with the hydrogen



bonding formation eﬀects cannot be simply applied to the C-1 signals of the tri-O-substituted derivatives. Because the substitution of both C-2 and the adjacent C-6 hydroxyls can cause a mutual repulsion between the two substituents, the interaction occurring among them can be of diﬀerent types such as hydrophobic linkage and hence the conformation of the main chain should change. As discussed in the previous section using FT-IR, CP/ MAS 13C NMR may suggest the type of the hydroxymethyl conformations, gt or tg at the C-6 positions in carbohydrates. Horii et al. indicated [6] that the C-6 carbon resonance occurs only as a singlet near 64 ppm in the case of the gt conformation, whereas a resonance band near 66 ppm will appear when the tg conformation is present within the crystalline structures, as shown in Fig. 18 [6]. According to them, the chemical shifts fall into three groups of 60– 62.6, 62.5–64.5, and 65.5–66.5 ppm, which are related to gg, gt, and tg conformations, respectively. In fact, the chemical shift of the C-6 for cellulose II [77–80] indicated the gt conformation, which agrees with the recent result from the neutron ﬁber diﬀraction analysis as described above [35]. In the regioselectively methylated cellulose ethers shown in Fig. 17 and other experiments, the chemical shifts of the C-6 were 61.58 and 61.66 ppm for 2,3-di-OMC and 3-O-MC [81], respectively. These results show that the conformation of the OH groups at the C-6 position for the two regioselectively methylated cellulose derivatives



Table 3 Comparison of Chemical Shifts at the C-1 Positions of Anhydroglucose Unit in CP/MAS 13C NMR Spectra of Various Cellulose Derivatives Sample



6-O-



2,3,di-O-



Tri-O-



Methyl cellulose Ethyl cellulose Propyl cellulose Decyl cellulose Allyl cellulose Benzyl cellulose Trityl cellulose



104.1 103.8 102.8 104.2 103.1 103.2 105.5



103.9 103.5 104.5 104.4 103.9 102.4 —



106.5 102.2 102.6 LCa 102.5 102.0 —



a



LC: Liquid crystal at room temperature.
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Figure 18 13C chemical shifts of the CH2OH carbon vs. torsion angles v around the exo-cyclic C–C bonds. a: a-D-glucose; b: a-D-glucose H2O; c: h-D-glucose; d: h-D-cellobiose; e: a-D-lactose H2O; f: h-lactose; g: sucrose; h: a-melibiose H2O; i: h-methyl cellobioside CH3OH.
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number, two intramolecular hydrogen bonds expected to be formed in 6-O-MC were maintained in 6-O-alkylcelluloses. Only in 6-O-decylcellulose there appeared a small shoulder around 3600 cm 1. In the case of electron-withdrawing substituents such as allyl and benzyl groups that are easy to form cations (Fig. 15C and D), the hydroxyl frequencies also appeared sharp and symmetric, although there was a slight shoulder at around 3580 cm 1. However, a remarkable shoulder of hydroxyl frequencies appeared at around 3580 cm 1 in both an electron-withdrawing and bulky trityl substituent as shown in Fig. 20. In general, hydroxyl frequencies at 3584–3650 cm 1 are considered as absorption band of ‘‘free’’ OH groups [54,71]. Hydroxyl frequencies due to the intermolecular hydrogen bonds were reported as 3305, 3350, and 3405 cm 1 by Marchessault and Liang [46,47]. The shoulder at 3580 cm 1 in the hydroxyl absorption band of the tritylcellulose was found to be due to rather ‘‘free’’ hydroxyl groups. The OH bands should be broad because of the diversity. Thus an intramolecular hydrogen bond and ‘‘free OH’’ appear to be formed at the C-2 position of the tritylcellulose. The 6-O-tritylcellulose was then multiple-methylated to investigate the behavior of OH groups at the C-2 and C3 positions. The change of distribution of the methyl group as a block of OH groups in a step is monitored in Table 4. As OH groups at the C-2 position were rapidly methylated in the ﬁrst methylation, the DS of methyl groups at the C-3 position increased slowly in the step. This diﬀerence indicates a quick break of hydrogen bond and methylation



may be gg. However, the indication due to the chemical shifts [6] was derived from mono- and oligosaccharides, which have diﬀerent hydrogen bonding engagements from the present samples. As mentioned already, even hydrogen bonds for celluloses I and II may be totally diﬀerent from those of 2,3-di-O-MC and 3-O-MC, judging from the OH stretching frequencies in the IR spectra. As the relatively large scattering of data within 2 ppm depending on the conformation at the C-6 may be due to other additional eﬀects such as packing [82] and hydrogen bonding [83,84], the chemical shifts of the C-6 for the regioselectively methylated cellulose derivatives, which are expected to have controlled and speciﬁc hydrogen bonds, may not agree with the indication. In addition, the conformation of the glucopyranose ring may be somehow changed by the regioselective substitution by methyl groups. Further studies will be required. 2. Inﬂuence of Substituent on the Hydrogen Bonding Formation Hydroxyl frequencies in the IR spectra of 6-O-alkylcelluloses with diﬀerent lengths of alkyl chains are shown in Fig. 19. The sharp and symmetric shape of the IR spectrum for 6-O-MC did not show a signiﬁcant change with increasing of alkyl chain length. It suggests that irrespective of the alkyl chain length with the range of 1 to 10 in carbon



Figure 19 IR spectra of 6-O-alkylcellulose ﬁlms in the region of OH stretching frequencies: (a) 6-O-methylcellulose; (b) 6-O-ethylcellulose; (c) 6-O-propylcellulose; and (d) 6-Odecylcellulose.
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Table 4 Degree of Substitution at Individual Positions in 6-O-trityl- and Methylated Tritylcellulose Derivatives



2,3-di-O-methyl-6-O-tritylcellulose prepared in another way [64]. This indicates that ‘‘free’’ OH groups coming from the hydroxyl group at the C-2 position and scission of intramolecular hydrogen bonds at the C-3 position were methylated. CP/MAS 13C NMR spectra of the above samples also showed the same behavior of the hydroxyl groups through methylation (Fig. 21). Broad C-1 signal at 105.5 ppm in the tritylcellulose shifted to upﬁeld peak that has three peak tops at 105.5, 102.5, and 101.4 ppm in MTC1 (Fig. 21 (2)). Each peak top at the three values is due to ‘‘free OH’’, the intramolecular hydrogen bond, and methylation of hydroxyl groups at the C-2 position, respectively. The broad C-1 signal of the tritylcellulose also has a shoulder at around 102.5 ppm due to the intramolecular hydrogen bond. Judging from the C-1 peak shape, the region around 105.5 ppm is main and the vicinity at 102.5 ppm is relatively small. This indicates that the free OH is the one, rather than the OH engaged in the intramolecular hydrogen bonds at the C-2 position. When the methylation proceeded, the peak top at 105.5 ppm decreased as the other two peak tops appeared distinguishably. The peak top at 102.5 ppm decreased and eventually the C-1 signal became one peak at 101.4 ppm in 2,3-di-O-methyl-6-O-tritylcellulose whose OH groups



Sample



X2



X3



X6



6-O-TC MTC1 MTC2 MTC3



0 0.74 0.82 0.84



0 0.55 0.66 0.73



Trityl Trityl Trityl Trityl



Xn: DS on the OH of Cn (n=2, 3, and 6).



of the free hydroxyl groups at the C-2 position, and a slow scission of the intramolecular hydrogen bond between C-3 and O5 through three methylation steps. Namely, the ﬁrst apparent change in the IR spectrum of methylated tritylcellulose is attributed to the behavior of the hydroxyl group at the C-2 position. In the traces of Fig. 20, as the methylation step preceded, the intensity of the absorption band at 3484 cm 1 decreased gradually and the shoulder at 3580 cm 1 got smaller and sharper. In Fig. 20, the absorbance of the OH bands for the MTCs was normalized on the basis of the internal standard band at 1596 cm 1 due to the trityl group which was not aﬀected by the methylation, and the peak heights between 6-O-TC (tritylcellulose) and MTC1-3 were not comparable with each other. Eventually, OH frequencies mostly disappeared and all hydroxyl groups were almost completely methylated in



Figure 20 Change of OH stretching frequencies in IR spectra of tritylcellulose through the multiple methylation step. 6-O-TC: tritylcellulose; MTC1-3: see Table 4.



Figure 21 Change of the C-1 chemical shift of tritylcellulose and methylated tritylcellulose derivatives: (1) 6-O-tritylcellulose; (2) MTC1*; (3) MTC2*; (4) MTC3*; and (5) 2,3-di-Omethyl-6-O-tritylcellulose. *See Table 4.



84



Kondo



were almost completely blocked by methyl. This phenomenon also indicates that ‘‘free OH’’ at the C-2 position is rapidly methylated and then scission of the intramolecular hydrogen bonds at the C-2 position occurred and ﬁnally all hydroxyl groups at the C-2 position were completely methylated. 3. Assignment of ‘‘Free’’ Hydroxyl Groups in Cellulose As described in the above section, Kondo et al. have extensively characterized intra- and intermolecular hydrogen bonds involved in cellulose derivatives using regioselectively methylated cellulose derivatives as model compounds by FT-IR and CP/MAS 13C NMR analyses. It mentioned that not only the assignments due to inter- and intramolecular hydrogen bonds but also the IR interpretation of ‘‘free’’ or non-hydrogen-bonded hydroxyl groups should be of importance to characterize the formation of hydrogen bonds. So far not many papers reported on the IR interpretation of ‘‘free’’ or non-hydrogen-bonded hydroxyl groups. Kondo attempted to assign the ‘‘free’’ hydroxyl groups in the IR absorption bands [68]. In the multiple-methylated derivatives (MTC1V-3V) from 6-O-tritylcellulose (6TC), which have a diﬀerent distribution pattern from the above MTC1-3, the methyl substitution behavior of hydroxyl groups at the C-2 and C-3 positions in 6TC was monitored by FT-IR (Fig. 22) together with the change of the DS of methyl and the remaining hydroxyl groups at each position for the above four samples determined by gas-chromatographic analyses for the hydrozates of the polymer (Table 5). All spectra in Fig. 22 were normalized on the basis of the internal standard band at 1596 cm 1 due to trityl groups that are not aﬀected by the methylation. In the C–H stretching regions from 2800 to 3100 cm 1, the methylation had an inﬂuence obviously on each spectrum. Even in the 23M6TC spectrum shown at the bottom of Fig. 22, the hydroxyl absorption band was slightly observed. This band cannot be noise because S/N ratio in this FT-IR machine was better than 1/15,000. The same band shape was also observed carefully in the other tri-O-substituted derivatives that were already prepared in previous papers [65,67].



Figure 22 Change of IR spectrum for the methylated 6-Otritylcellulose (MTC1V–3V) and 2,3-di-O-methyl-6-O-tritylcellulose (23M6TC) prepared from 6-O-tritylcellulose (6TC).



Considering that the product was very similar to these tri-O-substituted derivatives and that the remaining OH groups were quite small, the IR absorption bands cannot be considered simply due to hydrogen-bonded OH groups; they may be due to ‘‘free’’ or non-hydrogen-bonded hydroxyl groups. In other words, a trace amount of hydroxyl groups in the original tritylcellulose remained intact during this methylation process, possibly because of heterogeneity in the reaction mixtures. Thus when the ﬁlm sample for FT-IR measurements was cast from the clear solution of



Table 5 Distribution of Methyl and Hydroxyl Groups in Regioselectively Methylated 6-O-tritylcellulose Derivatives



Sample MTC1V MTC2V MTC3V 23M6TC



DS at positions



DS of OH at each position



Overall DS



X2



X3



X6



OH-2



OH-3



OH-6



1.39 1.67 1.68 1.80



0.82 0.91 0.91 0.92



0.57 0.76 0.77 0.88



— — — —



0.18 0.09 0.09 0.08



0.43 0.24 0.23 0.12



Xtri Xtri Xtri Xtri



Overall DS equals X2+X3+X6. Each Xn was determined by a gas chromatographic analysis. Xn is the mole fraction of glucitol derivatives substituted on the OH of Cn (n=2, 3, and 6). DS of OH-n = 1-Xn; Xtri: degree of trityl substitution.
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Figure 23 Curve ﬁtting and peak assignments for OH stretching regions in 23M6TC.



the product powder, the molecules in the powder may have rearranged to give ‘‘free’’ hydroxyl groups in the ﬁlm. The probability of the formation of intermolecular hydrogen bonds in this ﬁlm is fairly low because neighboring hydroxyl groups are rare; the intramolecular hydrogen bonds can occur: between OH at the C-3 position and the adjacent ring oxygen, between OCH3 at the C-2 and OH at the C-6 positions, and between OH at the C-2 position and OCH3 at the C-6 position. As reported by Kondo [18], the intramolecular bonds may still be maintained even in the homogeneous solution state. The formation of such intramolecular hydrogen bonds has also been observed in a DMSO solution state of 2,3-di-O-methylcellulose (23MC) using NMR analyses with deuteration [81]. To assign the IR band due to free OH groups, it is necessary to evaluate the contribution of the intramolecularly hydrogen-bonded OH groups. In addition, the three hydroxyl groups at each position are quite diﬀerent in the sense that secondary hydroxyl groups at the C-2 position are inﬂuenced by the anomeric C-1 carbon, secondary hydroxyl groups at the C3 position are favorable to form the intramolecular hydrogen bonds, and the hydroxyl groups at the C-6 position are primary OH. Therefore the hydroxyl groups at each position can exhibit three diﬀerent IR absorption bands. The IR absorption bands for OH stretching regions in 23M6TC of Fig. 22 were deconvoluted into three bands for the curve ﬁtting as shown in Fig. 23. To improve the calculation, the peaks needed to be well resolved, and the number of peaks, the positions, and the areas were accurately determined. Three was employed as the number of peaks and the position was determined by the point at which the second derivative of the spectrum contained peaks. All other parameters in the calculations were vari-



able. After the best curve ﬁtting, the peak positions of the three deconvoluted bands were 3579, 3558, and 3489 cm 1, respectively. The two bands (3579 and 3558 cm 1) were assigned to the free hydroxyl groups because they appeared at higher wavenumbers than those for inter- or intramolecular hydrogen-bonded hydroxyl groups in cellulose (Tables 1 and 2). As a reference for the IR band due to free hydroxyl groups, it is reported that the free OH in secondary alcohol appears at 3620–3635 cm 1, whereas the free OH for primary alcohol shows bands at 3630–3645 cm 1 [85]. The diﬀerence in the band positions between cellulose and alcohol can be due to the regiochemical eﬀects in cellulose.



Table 6 The Results from a Curve Fitting Method Applied to the Methylated Tritylcelluloses, MTC1–MTC3 and 23M6TC. Each Correlation Coeﬃciency (R2) is Better than 0.99 Three peaktops of the deconvulated IR bands



MTC1V MTC2V MTC3V 23M6TC



a (cm 1)



b (cm 1)



c (cm 1)



3579 3577 3578 3579



3513 3552 3559 3558



3480 3486 3487 3489



OH2



OH-6



Intramolecular H-Bonds
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To assign the three OH bands, the corresponding deconvoluted IR bands in partially methylated tritylcelluloses as cast ﬁlms, MTC1V–MTC3V, were compared with those for 23M6TC. The results are shown in Table 6. IR absorption bands in the OH stretching region for each sample were also deconvoluted into three IR bands (a, b, and c in Fig. 23) with peak tops at around 3580, 3555 (‘‘free’’ hydroxyl groups), and 3485 cm 1, respectively. The wave number of band c with a lower peak top at 3485 cm 1 coincides with that calculated for intramolecular hydrogen-bonded hydroxyl groups in regenerated cellulose (Table 2) and is very close to the assignment (3470–3480 cm 1) proposed for intramolecular hydrogen-bonded hydroxyls using regioselectively methylated cellulose derivatives in Fig. 15 [17] and Fig. 14B and C, between OH at the C-3 position and the adjacent ring oxygen, between OCH3 at the C-2 position and OH at the C-6 position, and between OH at the C-2 position and OCH3 at the C-6 position. Considering these results, band c in Fig. 23 may involve not only the intramolecular hydrogen bonds at the C-3 position, but also possible intramolecular hydrogen bonds between the functional groups at the C-2 and C-6 positions. Therefore some of the free hydroxyl groups at the C-2 and C-6 positions may contribute to band c, which may be the reason for the inconsistency between FT-IR results and OH values determined by the gas chromatographic method as shown in Table 5. Bands a and b, because of the remaining free OH groups at either C-2 or C-6 position which were not tritylated in 6TC (although some of them may contribute to intramolecular hydrogen bonds), can be assigned in the following way: The original IR bands in Fig. 23 show two peak tops at 3575 and 3485 cm 1, where bands a and c are mainly indicated, and their relative intensities change depending on the samples (MTC1V-3V in Fig. 22). In contrast, the relative intensity of band b does not change signiﬁcantly. During this multiple methylation process, the OH groups at the C-2 and C-3 positions are replaced and their FT-IR spectra are aﬀected. On the other hand, for the OH at the C-6 position, which was a trace amount from the beginning, the inﬂuences are small. Thus bands a and b with peak tops of 3580 and 3555 cm 1 are assigned to free OH at the C-2 and C-6 positions, respectively. Furthermore, the two peak positions of bands a and c did not shift signiﬁcantly from 23M6TC to MTC1V as shown in Table 6. However, the peak position of band b at 3558 cm 1 changed to a lower wave number between MTC2V (3552 cm 1) and MTC1V (3513 cm 1). This indicates that intramolecular hydrogen bonding at the C-6 position starts to perturb the OH bands.
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molecular association can be categorized in cellulose. A major consideration is that the predominant crystalline state of cellulose is included as a component in the ordered state. This means that the ordered state also contains noncrystalline-ordered states. The category ‘‘ordered’’ is in contrast to the ‘‘nonordered’’ state which, to date, has been considered as ‘‘amorphous cellulose’’ for lack of a useful way to characterize the product. It should be noted that the amorphous state being categorized as the ‘‘nonordered’’ state should be distinguished from the ‘‘noncrystalline state of cellulose. Thus in this classiﬁcation it becomes crucial whether the state is ‘‘ordered’’ or ‘‘nonordered.’’ The relationship is schematically illustrated in Fig. 24 [5]. Historically, it has been diﬃcult to ﬁnd an appropriate method to characterize noncrystalline or amorphous domains of cellulose. Often, wide-angle X-ray diﬀraction (WAXD) has been used for determining the crystalline forms and the crystallinity; however, in most cases when WAXD provides a diﬀuse diﬀraction pattern, it is considered simply as ‘‘amorphous cellulose.’’ However, as mentioned above, noncrystalline state does not necessarily indicate amorphous state. Noncrystalline state includes both liquid crystalline and nematic-ordered cellulose [5] that exhibits a certain order state, whereas amorphous state does not own any preferred orientation. Thus we have attempted to determine the ‘‘noncrystalline regions’’ of noncrystalline cellulose ﬁlms using FT-IR monitoring of the deuterated hydroxyl groups [86]. We have found that such noncrystalline regions may comprise at least three diﬀerent domains. The study [86] also indicated the presence of ordered domains in the noncrystalline regions. As the regioselectively methylated celluloses, 23MC (64), 6MC(66), and tri-O-methylcellulose (236MC)(65) had a controlled distribution of substituents and thus hydrogen bonds, they were considered to be model compounds for amorphous cellulose and hence ideal in examining the relationship between polymer structure and the



C. Hydrogen Bonds in Noncrystalline or Amorphous Cellulose 1. Noncrystalline Cellulose and Amorphous Cellulose Cellulose, which is a h-1,4-linked glucan homopolymer, is normally classiﬁed according to how the h-glucan chains associate. We expand the concept of how various states of



Figure 24



Concept of glucan chain association for cellulose.
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physical properties of cellulose and its derivatives in terms of hydrogen bond formation. It is noted that pure cellulose tends to order somehow in a certain way, so that it is diﬃcult to keep amorphous state in cellulose if it can be obtained. In the previous sections, FT-IR spectroscopy was used to identify intra- and intermolecular hydrogen bonds in the regioselectively synthesized 23MC and 6MC. Films of 23MC and 6MC exhibited narrow OH stretching bands in their IR spectra because of the controlled hydrogen bonding (Fig. 13). Morphologically, ﬁlms cast from these methylcellulose derivatives were also found to be predominantly noncrystalline or rather amorphous than crystalline. Therefore the narrow OH absorbance bands and the amorphous homogeneity of the sample microstructure enabled us to clarify and classify the interchain hydrogen bond interactions found in the samples. It is believed that a characterization of the hydrogen bonds found in amorphous cellulose would be of fundamental value and, furthermore, that a structural study of amorphous cellulose in light of hydrogen bonding might be a ﬁrst step in uncovering details of how molecules rearrange in going from the liquid to the crystalline state. So-called ‘‘amorphous cellulose’’ samples are usually prepared by ball milling of cellulose [87,88] by deacetylation of cellulose acetate with sodium methoxide in anhydrous methanol [89], or by precipitation from nonaqueous solvent systems into nonaqueous regeneration media with the avoidance of stress [90–94]. To date, most of these samples have been studied by WAXD [87–95], FT-IR spectroscopy [95], and solid-state NMR [94]. Hatakeyama and Hatakeyama [96] have previously reported on the formation of interchain hydrogen bonds with increasing temperature for amorphous regions in cellulose ﬁbers. More recently, Kondo and Sawatari [24] have tried to analyze and comment on the types of hydrogen bonds formed in amorphous cellulose. The methodology was threefold: (1) to quantitatively produce an artiﬁcial IR spectrum for amorphous cellulose by using a combination of amorphous methylcellulose model compound IR spectra; (2) to characterize the diﬀerence between the real and the artiﬁcial spectra in terms of the formation of hydrogen bonds; and, ﬁnally, (3) to compare the result of (2) with the IR spectra of propyl alcohol solutions, which can serve as model systems for intermolecular hydrogen bonding. This approach lets us draw a number of conclusions about the hydrogen bonds formed at the C-2 and C-3 positions in the anhydroglucose repeating units of amorphous cellulose. For this investigation, all ﬁlm materials (cellulose, 23MC, 6MC) used should have a nonordered amorphous microstructure at the level of WAXD patterns as shown in Fig. 25. Fig. 13 shows the OH frequency region of the IR spectra for each amorphous homopolymer ﬁlm sample investigated. By using these four spectra and by quantitative manipulation, the artiﬁcial spectrum could be constructed as illustrated in Figs. 26b and 27b. The IR spectrometer software produced a list of the most prominent bands in this artiﬁcial IR spectrum in the region being
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Figure 25 Wide-angle X-ray diﬀraction patterns for cast ﬁlms: (A) cellulose, (B) 23MC, (C) 6MC, and (D) a blend of 23MC and 6MC (1.08/1 w/w).



studied, and Table 7 shows the most probable assignment for these bands, as well as those found in a real amorphous cellulose sample. Figs. 26 and 27, respectively, show OH and C–O stretching vibration regions resulting from the glucose ring skeletal vibration. In comparing the real and the artiﬁcial spectra for the amorphous cellulose, there is no signiﬁcant diﬀerence in the ring stretching vibration region as clearly illustrated in Fig. 27. This indicates that any absorption contributions by methyl groups may be precluded in the methylated samples to the ring stretching vibrations. Thus the artiﬁcial spectrum mirrors the glucose ring structure found in real amorphous cellulose. The data contained in Table 7, which lists typical absorption frequencies for the two spectra, also seem to support this hypothesis. In regard to the stretching and bending vibrations for methine and methylene groups in cellulose, the quantitative mathematical model could not completely remove the contribution by methyl groups in the methylated samples to totally match the artiﬁcial spectrum for amorphous cellulose. Diﬀerence Between the Real and the Artiﬁcial Spectra There is a marked diﬀerence in the OH stretching region of the real and the artiﬁcial IR spectra. The diﬀerence spectrum (real artiﬁcial; Fig. 26a–b) is shown in Fig. 28 with the region between 3750 and 3000 cm 1 expanded to clearly show this marked diﬀerence. Considering that the artiﬁcial spectrum was constructed assuming a linear contribution by the intra- and intermolecular hydrogen bonds at the C-6 position, the diﬀerence spectrum should thus contain peaks arising from intermolecular hydrogen bonds at the C-2 and C-3 positions and any ‘‘free’’ hydroxyl groups. Of course, the bands resulting from common hydrogen bonds in both the real and the artiﬁcial
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Figure 26 IR spectra in the OH stretching vibration (3750–3000 cm 1) region: (a) real spectrum of amorphous cellulose ﬁlm, (b) artiﬁcial spectrum, and (c) spectrum for the blend sample (23MC/6MC=1.08/1 w/w).



spectra are not completely canceled out by subtraction because in the two spectra the magnitude for each OH absorbance band is not necessarily of equal value. The diﬀerence spectrum can thus include, to a greater or lesser extent, all the hydrogen bonds present in pure amorphous cellulose. However, the marked diﬀerences in the two spectra cannot adequately be explained simply in terms of unequal contributions from common hydrogen bonds: the two positive peaks and negative valley in the diﬀerence spectrum are attributed to intermolecular hydrogen bonds at the C-2 and C-3 positions as well as ‘‘free’’ OH groups. The main negative and positive peaks in Fig. 28 appeared at two particular wavenumbers, 3472 and 3352 cm 1. Unbonded or ‘‘free’’ OH groups absorb infrared



Figure 27 IR spectra in the C–O stretching vibration (1500– 700 cm 1) region: (a) real cellulose spectrum and (b) artiﬁcial cellulose spectrum.



light at 3558 and 3580 cm 1 described in a previous section (see Assignment of ‘‘Free’’ Hyroxyl Groups in Cellulose under Section B) [68], which is a higher wave number than the two peaks. A shoulder around 3580 cm 1 with an absorption of 0.06 may be due to the ‘‘free OH.’’ As all the OH groups in 23MC and 6MC are engaged in some form of



Table 7 Comparison of Typical Absorption Frequencies Between the Real and the Synthesized IR Spectra of Amorphous Cellulose Frequency (cm 1) Synthesizedc
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Interpretation OH out-of-phase bending Antisymmetric out-of-phase ring stretching C–O stretching Skeletal vibrations involving C–O stretching Antisymmetric in-phase ring stretching Antisymmetric bridge C–O–C stretching CH bending CH2 symmetric bending CH stretching OH stretching



Key: S, strong; M, medium; W, weak. Real spectrum of amorphous cellulose ﬁlm prepared by casting. c Synthesized spectrum of amorphous cellulose. b
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Figure 28 Diﬀerence IR spectrum obtained by subtracting the artiﬁcial (Fig. 26b) from the real (Fig. 26a) cellulose spectrum.



hydrogen bonding, the artiﬁcial spectrum formed by combining the two contributing spectra is thought to have few ‘‘free’’ OH groups. Therefore the almost negligible signal at 3580 cm 1 in the diﬀerence spectrum indicates that there are very few ‘‘free’’ OH groups in the amorphous cellulose itself. A negative absorbance valley at 3472 cm 1 (assigned to intramolecular hydrogen bonds) indicates that the signal was overcanceled in the artiﬁcial spectrum, whereas the positive band around 3352 cm 1 was attributed to the intermolecular hydrogen bonding at the C-2, C-3, or C-6 position. The negative valley (3472 cm 1) in the diﬀerence spectrum appeared to reﬂect an excess of the intramolecular hydrogen bonds either at the C-2 position and the OCH3 at the C-6 position, or at the C-6 position and the OCH3 at the C-2 position, or at the C-3 position and the ring oxygen in the artiﬁcial spectrum. Interestingly, as the solvent is changed for the same 23MC sample, the crystallinity of the ﬁlm varies from solvent to solvent and the OH groups at the C-6 position may be favorably involved in an intermolecular hydrogen bonding. The extent of crystallization may be dependent upon the behavior of the primary OH group located at the C-6 position. Stated diﬀerently, the OH group at the C-6 position may be signiﬁcant in determining the ﬁnal morphological make-up of cellulose. This indicates that when the C-6 hydroxyls in cellulose are, to a great extent, engaged in the intermolecular hydrogen bonding, the resulting cellulose should exhibit high crystallinity. Invoking this hypothesis, either a random distribution of microcrystallites or a series of domains arising from intermolecular hydrogen bonds will result in a highly amorphous state for cellulose. To conﬁrm the existence of these postulated microcrystallites, small angle X-ray scanning (SAXS) intensity distributions were measured using a PSPC system. The SAXS pattern for the amorphous cellulose showed no signiﬁcant scattering maxima, indicating that there was no lamella structure present in the cellulose. Thus SAXS



and WAXD patterns for the amorphous cellulose gave no support to the idea that microcrystallites were present. It is therefore concluded that the amorphous cellulose must include, to some degree, domains formed by the intermolecular hydrogen bonds at the C-2, C-3, and C-6 positions. Kondo and Sawatari therefore proposed a model for amorphous cellulose in which some amorphous domains are partly interacted by intermolecular hydrogen bonds as illustrated in Fig. 29. This is similar to a fringed micellar structure. In a dilute and semidilute cellulosic solutions Buchard et al. proposed the formation of the fringed micelle to explain the rheological behavior of the cellulosics as shown in Fig. 30 [97–100]. Considering the above results, there may be correlation on the aggregation states between the solution states and amorphous states of cellulose. In other words, from a dilute solution state and a concentrated lyotropic liquid crystalline state to an amorphous and a crystalline solid state there might be a connection in terms of rearrangements through inter and intramolecular hydrogen bonding formation. 2. Hydrogen-Bonded Domain in Amorphous Cellulose Currently, there is a shortage of structural information about the noncrystalline regions including amorphous state, perhaps partly because terminology suggests and impression persists that molecular chains in these regions are completely without structure and partly because methodology has been limited to WAXD and CP-MAS 13C NMR for measuring order in the presence of substantial amount of disorder. It is not uncommon for substrates that are not identiﬁable as crystalline by a method such as X-ray diﬀraction to be labeled ‘‘amorphous’’, but the deﬁnition of amorphous goes beyond noncrystalline to unorganized and having no pattern of structure as described above [5,101]. Therefore in this section details of the noncrystalline regions are particularly examined in the noncrystalline
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Figure 29



Schematic model for amorphous cellulose.



cellulose ﬁlm samples, regioselectively methylated 23MC and 6MC amorphous ﬁlm samples used above, as model components of amorphous cellulose using FT-IR methods [86]. Applications of deuteration methods to IR have so far focused on the separation of IR spectra for cellulose structure into two parts of crystalline and noncrystalline regions, respectively, and then only the discriminated crystalline regions have been studied [44,102,103]. Here,



Figure 30 Schematic drawing to demonstrate various size of particles visualized by changing the angular dependence of light scattering: qRgOH-6>OH-3 for MC prepared from alkali-cellulose in an aqueous solvent system. The higher reactivity of OH-2 has been postulated to be due to its high acidity that is enhanced by its proximity to the anomeric center, C-1 [111]. Therefore, if an intramolecular hydrogen bond was still present at the C-2 position even in the reaction mixture, then the reactivity of OH-2 should be altered, and it would probably be reduced. Within this deﬁnition, the relative reactivity of the remaining hydroxyl groups (OH-2 and OH-3) in 6MC,
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6TC, and 6BC was examined. As reported previously [67], the two kinds of 6-substituted derivatives, 6TC and 6BC, are assumed not to have any intramolecular hydrogen bonds; only 6MC has them. From the change in the DS values at the C-2 and C-3 positions before and after the reaction, the relative reactivity was found to be in the following order: 6TC> 6BC>6MC. This is apparently due to the diﬀerence in reactivity at the C-2 position. Moreover, this diﬀerence is directly attributed to the presence of intramolecular hydrogen bonds at the C-2 position. As described in a previous section, the introduction of electron-withdrawing and bulky functionalities such as trityl and benzyl groups at the C-6 position changes the structure of the intramolecular hydrogen bonds to give free OH groups at the C-2 position and, in addition, the substituent eﬀect of the more bulky trityl group shows itself more in the appearance of free OH-2 than in the smaller benzyl group [67]. Further, the bulkiness of the trityl groups at the C-6 position for 6TC may change the conformation of the glucose backbone to cause, to some extent, a break of the intramolecular hydrogen bonds between the OH at the C-3 position and its neighboring ring oxygen (O-5). Thus, this produced free OH-3 for 6TC which can be more methylated than 6BC. In the case of 6MC, this deformation of the intramolecular hydrogen bonds is not expected by the substitution at the C-6 position. Therefore the order of 6TC>6BC>6MC above can be considered as the reverse order of preference for the formation of intramolecular hydrogen bonds. Indeed, in 6MC that has strong intramolecular hydrogen bonds, the relative reactivity at both the C-2 and C-3 positions exhibited almost the same values, which was distinctly diﬀerent for both 6TC and 6BC. This does not mean an enhanced reactivity of the OH-3 reactivity, but rather a reduction in the OH-2 reactivity probably due to the formation of intramolecular hydrogen bonds at this position. Simultaneously, the hydrogen bonds at the C-2 position which form between OH-2 and the ether oxygen of a methoxy group at the C-6 position seem to be very similar to the intramolecular hydrogen bonds at the C-3 position, between OH-3 and the glucose ring oxygen. Therefore reactivity at both the C-2 and C-3 positions shows similar values. In contrast, 6TC and 6BC exhibited relative reactivity in the order of OH-2>OH-3. Taking hydrogen bonding into account, this order is reasonable and coincides with that usually exhibited in aqueous systems as mentioned previously. In this study, it is noted that the methylation was performed in homogeneous DMSO solution, and therefore the hydroxyl groups in 6TC and 6BC may be solvated to prevent further involvement of the hydrogen bonds. In 6MC, as stated above, the relative reactivity at the C-2 and C-3 positions indicates that the intramolecular bonds were still maintained even in the homogeneous solution state [19,26]. Crystallinity The X-ray diﬀraction patterns for 6MC ﬁlms cast from both DMAc and CHCl3/CH3OH(4/1 v/v) solvents
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exhibited noncrystalline (amorphous) patterns similar to those obtained from noncrystalline celluloses obtained from the DMAc-LiCl and SO2-diethyl amine-DMSO solutions, and further the 6MC did not show a crystalline pattern even after heat treatment at 160jC. Thus 6MC shows poor crystallinity irrespective of the homogeneity of the structural unit along a molecular chain. In general, crystallization depends not only on the regularity of chemical structure but also on suﬃcient chain ﬂexibility for coordinated molecular motion to form nuclei. The 6MC chain may be suﬃciently stiﬀ to form a high viscosity medium during evaporation of the solvent that would prevent nucleation. Therefore precipitation/crystallization in a dilute solution was tried. However, crystallized 6MC could not be obtained after this process. On the other hand, 23MC showed diﬀerent patterns depending on the solvents. As indicated in previous papers on crystallization [25] and gel formation [20,26] of cellulosics, the primary OH groups at the C-6 position may be favorably involved in interchain hydrogen bonding. The extent of crystallization may depend on the behavior of the primary OH groups. Thus cellulose derivatives whose OH groups at the C-6 position are blocked like in 6MC may prevent crystallization in the same manner as crystallization resulting from interchain hydrogen bonding in, say, 23MC. Stated diﬀerently, 6MC, which shows strong intramolecular hydrogen bonds, can perhaps possibly form a crystalline state simply from van der Waals’ force by a minimization of the system potential energy. However, the poor crystallinity exhibited by 6MC described above suggests that interchain hydrogen bonds at the OH groups of the C-6 position may be more advantageous in aiding crystallization in cellulosics than van der Waals’ force. The fact that the uniform structure of 6MC in which every structural unit is completely and regioselectively substituted can engage in intramolecular hydrogen bonds is not an advantage for crystallization, which diﬀers from other synthetic polymers such as polyoleﬁns and polyesters. This might be due to an induced stiﬀness in the main chain of 6MC, which results from the presence of intramolecular hydrogen bonds. Concerning precedence for the primary OH at the C6 position to the secondary OH at the C-2 and C-3 positions in crystallization, one reason is that, as described above, 23MC, which has only free primary OH at the C-6 position, was easier to be crystallized than 6MC and yet the crystallized 23MC did not show a melting point. This appears probably due to the strong hydrogen bonding engagements in the crystallized 23MC. As for the favorableness of the interaction, Kondo et al. have already reported [18,23] that in the comparison of 23MC with 6MC for the blend with poly(ethylene oxide) (PEO) which has oxygen in the polymer backbone, only primary OH at the C-6 position for 23MC was engaged in intermolecular hydrogen bonds, whereas secondary OH at the C-2 or C-3 position for 6MC did not form the interaction with PEO. Therefore it is considered that the primary 6-OH may contribute to the crystallization more than the secondary hydroxyls.



94



The Inﬂuence of Intramolecular Hydrogen Bonds on Handedness in Ethylcellulose/CH2CL2 Liquid Crystalline Mesophases In 6MC samples there was a direct correlation between the physical properties observed and the formation of intramolecular hydrogen bonds that can even be maintained in solution [19,27]. The intramolecular hydrogen bonds were also found to have an inﬂuence on the enzymatic hydrolysis of 6MC [21,22]. Kondo and Gray [64] succeeded in preparing a series of methyl- and ethyl celluloses having a systematically controlled distribution of substituents and DS. These polymers would appear to form an ideal set of complete samples for determining what type of correlation exists between the physical properties and the distribution of substituents for alkylcellulose derivatives in terms of hydrogen bond formation. Thus the eﬀect of substituent distribution on the liquid crystalline properties of EC is the focus in this section. The majority of cellulosic mesophases that have been studied to date are right-handed cholesteric, but a few left-handed systems have also been reported [112–116]. Speciﬁcally, lyotropic ethylcellulose (EC) mesophases were observed to show both types of handedness depending on the polymer volume fraction and solvent [112]. Guo and Gray [115,116] reported that cholesteric liquid crystalline solutions of acetylated EC in chloroform exhibited a change in handedness from a lefthanded to a right-handed helicoidal supermolecular arrangement with an increasing acetyl content in the EC. The twist sense of EC mesophases in chloroform and CH2Cl2 was also observed to change from left-handed to righthanded with an increasing degree of ethyl-substitution in EC [117]. However, the driving force for this structural reversal is still not clear. Using ethylcelluloses having a systematically controlled distribution of substituents and



Figure 33 Change in the degree of substitution (DS) pattern at the individual C-2, C-3, and C-6 positions for series A samples prepared from synthesized 23EC.
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Figure 34 Change in DS pattern at the individual C-2, C-3, and C-6 positions for series B samples prepared from a commercially available EC.



DS, the inﬂuence of intramolecular hydrogen bonds, within the same chiral backbone, in determining the handedness of these lyotropic mesophases was investigated [27]. Two series (A and B) of ethylcellulose samples were used in this experiment to cover the entire range of hydroxyl substitutions possible in EC. For this set A of samples (Fig. 33), all hydroxyl groups at the C-2 and C-3 positions were almost completely ethylated and only the ethyl DS at the C-6 position hydroxyl was systematically increased with increasing sample code number. The hydroxyls at the C-6 position in cellulosics easily form intermolecular hydrogen bonds, resulting in poor sample solubility in many solvents. In this series as seen in Fig. 33, samples 1 to 4, which had a DS at the C-6 position of less than 0.78, did not give clear CH2Cl2 solutions even at concentrations of 1 wt.%. A high degree of substitution at the C-6 position was required for the polymer to dissolve in CH2Cl2. For series B (Fig. 34), the DS at the C-3 position was somewhat lower than that for the other positions. The C-2 and C-6 hydroxyl groups were easily and completely ethylated to give a saturated point with a DS of 1.0. Thus only the ethyl DS for the C-3 hydroxyls was individually increased up to a limit of 1.0. In contrast to series A, the C-6 position hydroxyl groups in series B were almost completely ethylated and all samples dissolved in CH2Cl2 at 1 wt.% to yield clear solutions. Circular dichroism (CD) was used to determine the handedness of the cholesteric structure by the sign of the induced CD band that results from the selective reﬂection of circularly polarized light. A positive CD band corresponds to a left-handed cholesteric twist, whereas a negative CD band corresponds to a right-handed twist. Samples from series A, as shown in Fig. 33, showed a totally diﬀerent behavior in cholesteric handedness from
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that of series B samples. Series A samples that were prepared from 23EC have free hydroxyls only at the C-6 position. As the sample code number increases, the free hydroxyl groups at the C-6 position are gradually replaced by ethyl groups. As already noted, hydroxyl groups at the C-6 position in cellulosics contribute favorably to the formation of intermolecular hydrogen bonds and this results in poor solubility of the polymer. This can be seen for samples 1 to 4 in Fig. 33, which do not dissolve completely even in very dilute solution. Instead, they were found to swell and form gels. Samples with a DS of more than 0.8 at the C-6 position, namely, samples 5 to 9, show induced CD spectra for concentrated anisotropic solutions from 40 to 50 wt.% polymer (Fig. 33) and all are righthanded chiral nematic liquid crystals. The above results strongly suggest that the distribution of ethyl substituents among C-2, C-3, and C-6 positions of the anhydroglucose unit in EC samples can aﬀect the cholesteric handedness of their anisotropic solutions. In particular, the substitution of hydroxyl groups at the C3 position may play an important role in determining the handedness, whereas hydroxyl groups at the C-6 position are important and contribute to the solubility of the sample in various solvents. The intramolecular hydrogen bonds formed between hydroxyls at the C-3 position and adjacent ether oxygen of the glucose ring may even be maintained in the solution state. Further, the intramolecular hydrogen bonds at the C-3 position may play a role in determining the conformation of the extended glucose chain structure, causing greater chain stiﬀness. Therefore once the hydroxyl groups at the C-3 position are highly substituted, then the intramolecular bonds must be cut, and the glucose unit is now freer and may rotate easily to alter the torsion angle between two consecutive units and as a result the molecular chain will be more ﬂexible. In fact, T1 relaxation time of the C-1 carbon in a glucose unit in cellulose derivatives whose hydroxyl groups at the C-3 position remain unsubstituted is longer than that for 2,3-O-substituted cellulosics even in the solution state. 13 C NMR chemical shifts and relaxation time at the C-1 carbon also change after deuteration of the hydroxyl groups in the same system [73]. These results indicate not only the engagements of the intramolecular hydrogen bonds in the solution state, but also the positive contribution of the interaction to the molecular chain stiﬀness. For all samples in series A, the hydroxyl groups at the C-3 position are assumed to be almost fully substituted and thus as long as the sample is dissolved, the anisotropic solution shows right-handedness. As shown in Fig. 34 (series B), the samples with an ethyl DS of more than 0.9 at the C-3 position, EC 5 to 9, form a lyotropic righthanded chiral nematic mesophase. In relating the intramolecular hydrogen bonds at the C-3 position with chain stiﬀness, the above results indicate that the less stiﬀ the chain is the more favorably the right-handed chiral nematic structure is formed. These results indicate that the contribution of intramolecular hydrogen bonds should be considered when trying to explain or account for the chiroptical properties of cellulosic mesophases.
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II. CONCLUSION In this chapter, the author has attempted to explain the characterization of hydrogen bonds in various states from crystal to solution. It is clear that using regioselectively substituted cellulose derivatives some speciﬁc intramolecular hydrogen bonds can be characterized. However, hydrogen bonds themselves are still a very diﬃcult subject to clarify. Further extensive study will be desired to realize the correlation between the formation of hydrogen bonds and their inﬂuence on the properties found in cellulosics. In addition, interchain hydrogen bonds in cellulosics/synthetic polymer blends [18,23,24,104] and aggregation in gels are dropped in this chapter. Of course, these subjects are of importance in terms of polymer–polymer interactions. The author could not ﬁnd enough space to mention about it. We will wait for another review.



REFERENCES 1. 2. 3.



4. 5. 6.



7. 8. 9. 10. 11.



12. 13.



Jeﬀrey, G.A.; Saenger, W. Hydrogen Bonding in Biological Structures; Springer-Verlag, 1991, Chapters 1 and 2. Cousins, S.K.; Brown, R.M., Jr. Photoisomerization of a dye-altered h-1,4 glucan sheet induces the crystallization of a cellulose-composite. Polymer 1997, 38, 903–912. Togawa, E.; Kondo, T. Change of morphological properties in drawing water-swollen cellulose ﬁlms prepared from organic solutions. A view of molecular orientation in the drawing process. J. Polym. Sci. B: Polym. Phys. 1999, 37, 451. Kondo, T.; Sawatari, C. A Fourier transform infra-red spectroscopic analysis of the character of hydrogen bonds in amorphous cellulose. Polymer 1996, 37, 393. Kondo, T.; Togawa, E.; Brown, R.M., Jr. Nematic ordered cellulose: A concept of glucan chain association. Biomacromolecules 2001, 2, 1324. Horii, F.; Hirai, A.; Kitamaru, R. Solid-state 13C-NMR study of conformations of oligosaccharides and cellulose-conformation of CH2OH groups about the exocyclic C–C bond. Polym. Bull. 1983, 10, 357. Liang, C.Y.; Marchessault, R.H. Infrared spectra of crystalline polysaccharides. I. Hydrogen bonds in native celluloses. J. Polym. Sci. 1959, 37, 385. Liang, C.Y.; Marchessault, R.H. Infrared spectra of crystalline polysaccharides. II. Native celluloses in the region from 640 to 1700 cm 1. J. Polym. Sci. 1959, 39, 269. Hermans, P.H. Physics and Chemistry of Cellulose Fibres; Am. Elsevier: New York, 1949. Marchessault, R.H.; Liang, C.Y. Infrared spectra of crystalline polysaccharides. III. Mercerized cellulose. J. Polym. Sci. 1960, 43, 71. Blackwell, J.; Marchessault, R.H. In Cellulose and Cellulose Derivatives; Bikales, N., Segal, L., Eds.; Wiley Interscience: New York, 1971 Part IV, Chapter XII, 1– 37. Marchessault, R.H.; Sundararajan, P.R. In The Polysaccharide; Aspinall, G.O., Ed.; Academic Press, Inc.: New York, 1983; Vol. 2, 12–95. Heine, S.; Kratky, O.; Porod, G.; Schmit, P.J. Eine verfeinerte Theorie der Ro¨ntgenkleinwinkelstreuung des verkna¨uelten Fadenmoleku¨ls und uhre Anwendung auf Cellulosenitrat in Lo¨sung. Makromol. Chem. 1961, 44, 682.



96 Gray, D.G. Liquid crystalline cellulose derivatives. J. Appl. Polym. Symp. 1983, 37, 179. 15. Flory, P.J. Liquid crystal polymers. Adv. Polym. Sci. 1984, 59, 1. 16. Fukuda, T. Liquid crystals of cellulosics (Japanese). Sen-i Gakkaishi 1990, 46, P-504. 17. Kondo, T. Hydrogen bonds in regioselectively substituted cellulose derivatives. J. Polym. Sci.: B, Polym. Phys. 1994, 32, 1229. 18. Kondo, T.; Sawatari, C.; St-J. Manley, R.; Gray, D.G. Characterization of hydrogen bonding in cellulosesynthetic polymer blend systems with regioselectively substituted methylcellulose. Macromolecules 1994, 27, 210. 19. Kondo, T. The relationship between intramolecular hydrogen bonds and certain physical properties of regioselectively substituted cellulose derivatives. J. Polym. Sci.: B, Polym. Phys. 1997, 35, 717. 20. Itagaki, H.; Takahashi, I.; Natsume, M.; Kondo, T. Gelation of cellulose whose hydroxyl groups are speciﬁcally substituted by the ﬂuorescent groups. Polym. Bull. 1994, 32, 77–81. 21. Kondo, T.; Nojiri, M. Characterization of the cleavage of h-glucosidic linkage by Trichoderma viride cellulase using regioselectively substituted methylcelluloses. Chem. Lett. 1994; 1003–1006. 22. Nojiri, M.; Kondo, T. Application of regioselectively substituted methylcelluloses to characterize the reaction mechanism of cellulase. Macromolecules 1996, 29, 2392– 2395. 23. Kondo, T.; Sawatari, C. Intermolecular hydrogen bonding in cellulose/poly(ethylene oxide) blends: Thermodynamic examination using 2,3-di-O- and 6-O-methylcelluloses as cellulose model compounds. Polymer. 1994, 35, 4423. 24. Kondo, T.; Sawatari, C. Interchain hydrogen bonds in cellulose/poly(vinyl alcohol) characterized by DSC and solid-state NMR analyses using cellulose model compounds. ACS Symp. Ser. 1998, 680. 25. Kondo, T.; Sawatari, C. A Fourier transform infra-red spectroscopic analysis of the character of hydrogen bonds in amorphous cellulose. Polymer. 1996, 37, 393. 26. Itagaki, H.; Tokai, M.; Kondo, T. Physical gelation process of cellulose whose hydroxyl groups are regioselectively substituted by the ﬂuorescent groups. Polymer. 1997, 38, 4201–4205. 27. Kondo, T.; Miyamoto, T. The inﬂuence of intramolecular hydrogen bonds on handedness in ethylcellulose/ CH2Cl2 liquid crystalline mesophases. Polymer 1998, 39, 1123–1127. 28. Sekiguchi, Y.; Sawatari, C.; Kondo, T. A gelation mechanism depending on hydrogen bonding formation in regioselectively substituted O-methylcelluloses, Carbohydr. Polym. 2003, 53, 145–153. 29. Cellulose and Other Natural Polymer Systems; Brown, R.M. Jr., Ed.; Plenum: New York, 1982; 412 pp. 30. Atalla, R.H.; VanderHart, D.L. Native cellulose: A composite of two distinct crystalline forms. Science 1984, 223, 283. 31. Sugiyama, J.; Vuong, R.; Chanzy, H. Electron diﬀraction study on the two crystalline phases occurring in native cellulose from an algal cell wall. Macromolecules 1991, 24, 4168. 32. Gardner, K.H.; Blackwell, J. The structure of native cellulose. Biopolymers 1974, 13, 1975. 33. Sarko, A.; Muggli, R. Packing analysis of carbohydrates and polysaccharides: III. Valonia cellulose and cellulose II. Macromolecules 1974, 7, 486. 34. Nishiyama, Y.; Langan, P.; Chanzy, H. Crystal structure



Kondo



14.



35.



36. 37. 38. 39. 40. 41. 42. 43. 44. 45. 46. 47. 48.



49. 50. 51. 52. 53. 54. 55. 56. 57.



58.



and hydrogen-bonding system in cellulose Ih from synchrotron X-ray and neutron ﬁber diﬀraction. J. Am. Chem. Soc. 2002, 124, 9074–9082. Langan, P.; Nishiyama, Y.; Chanzy, H. A revised structure and hydrogen-bonding system in cellulose II from a neutron ﬁber diﬀraction analysis. J. Am. Chem. Soc. 1999, 121, 9940–9946. Nishikawa, S.; Ono, S. X-ray diﬀraction of cotton cellulose ﬁbers. Proc. Tokyo Math, Phys. Soc. 1913, 7, 131. Meyer, K.H.; Misch, L. U¨ber den Bau des krystallisierten Anteils der cellulose, V. Mitteil. Ber. 1937, 70B, 266. Fengel, D. Characterization of cellulose by deconvolution the OH valency range in FTIR spectra. Holzforschung 1992, 46, 283. Fengel, D. Inﬂuence of water on the OH valency range in deconvoluted FTIR spectra of cellulose. Holzforschung 1993, 47, 103. Fengel, D. Inﬂuence of the alkali concentration on the formation of cellulose II. Holzforschung 1995, 49, 505. Michell, A.J. Second-derivative F.T.-I.R. spectra of celluloses I and II and related mono- and oligosaccharides. Carbohydr. Res. 1988, 173, 185. Michell, A.J. Second-derivative F.T.-I.R. spectra of native celluloses. Carbohydr. Res. 1990, 197, 53. Michell, A.J. Second-derivative FTIR spectra of native celluloses from Valonia and tunicin. Carbohydr. Res. 1993, 241, 47. Marrinan, H.J.; Mann, J. Infrared spectra of the crystalline modiﬁcation of cellulose. J. Polym. Sci. 1956, 21, 301. Tsuboi, M. Infrared spectrum and crystal structure of cellulose. J. Polym. Sci. 1957, 25, 159. Liang, C.Y.; Marchessault, R.H. Infrared spectra of crystalline polysaccharides: I. Hydrogen bonds in native cellulose. J. Polym. Sci. 1959, 37, 385. Marchessault, R.H.; Liang, C.Y. Infrared spectra of crystalline polysaccharides: III. Mercerized cellulose. J. Polym. Sci. 1960, 43, 71. Tashiro, K.; Kobayashi, M. Theoretical evaluation of three-dimensional elastic constants of native and regenerated celluloses: Role of hydrogen bonds. Polymer. 1991, 32, 1516. Mann, J.; Marrinan, H.J. Crystalline modiﬁcation of cellulose: Part II. A study with plane-polarized infrared radiation. J. Polym. Sci. 1958, 32, 357. Ivanova, N.V.; Korolenko, E.A.; Korolik, E.V.; Zbankov, R.G. Mathematical processing of the IR spectrum of cellulose. Zh. Prikl. Spektrosk. 1989, 51, 301. Russian. Wiley, J.M.; Atalla, R.H. Band assignments in the Raman spectra of cellulose. Carbohydr. Res. 1987, 160, 113. Sugiyama, J.; Persson, J.; Chanzy, H. Combined infrared and electron diﬀraction study of the polymorphism of native cellulose. Macromolecules 1991, 24, 2461. VanderHart, D.L.; Atalla, R.H. Studies of microstructure in native celluloses using solid-state 13C NMR. Macromolecules 1984, 17, 1465. Kondo, T. The assignment of IR absorption bands due to free hydroxyl groups in cellulose. Cellulose 1997, 4, 281. Mare´chal, Y.; Chanzy, H. The hydrogen bond network in Ih cellulose as observed by infrared spectrometry. J. Mol. Struct. 2000, 523, 183–196. Kolpak, K.; Blackwell, J. Determination of the structure of cellulose II. Macromolecules 1976, 9, 273. Stipanovic, A.; Sarko, A. Packing analysis of carbohydrates and polysaccharides 6. Molecular and crystal structure of regenerated cellulose II. Macromolecules 1976, 9, 851. Blackwell, J. In Cellulose and Other Natural Polymer



Hydrogen Bonds in Cellulose and Cellulose Derivatives



59.



60.



61.



62.



63. 64. 65. 66. 67. 68. 69. 70.



71. 72.



73. 74.



75.



76. 77.



78.



Systems; Brown, R.M., Jr., Ed.; Plenum: New York, 1982; 412 pp. Gessler, K.; Krauss, N.; Steiner, T.; Betzel, C.; Sandmann, C.; Saenger, W. Crystal structure of h-Dcellotetraose hemihydrate with implications for the structure of cellulose II. Science 1994, 266, 1027. Gessler, K.; Krauss, N.; Steiner, T.; Betzel, C.; Sandmann, C.; Saenger, W. h-D-cellotetraose hemihydrate as a structural model for cellulose II. An X-ray diﬀraction study. J. Am. Chem. Soc. 1995, 117, 11397. Raymond, S.; Heyraud, A.; Tran Qui, D.; Kvick, A˚.; Chanzy, H. Crystal and molecular structure of h-Dcellotetraose hemihydrate as a model of cellulose II. Macromolecules 1995, 28, 2096. Raymond, S.; Henrissat, B.; Tran Qui, D.; Kvick, A˚.; Chanzy, H. The crystal structure of methyl h-cellotrioside monohydrate 0.25 ethanolate and its relationship to cellulose II. Carbohydr. Res. 1995, 277, 209. Gagnaire, D.; St-Germain, J.; Vincendon, M. NMR evidence of hydrogen bonds in cellulose solutions. J. Appl. Polym. Sci. Appl. Polym. Symp. 1983, 37, 261. Kondo, T.; Gray, D.G. The preparation of O-methyland O-ethyl- celluloses having controlled distribution of substituents. Carbohydr. Res. 1991, 220, 173. Kondo, T.; Gray, D.G. Facile method for the preparation of tri-O-(alkyl)cellulose. J. Appl. Polym. Sci. 1992, 45, 417. Kondo, T. Preparation of 6-O-alkylcellulose. Carbohydr. Res. 1993, 238, 231. Kondo, T. Hydrogen bonds in regioselectively substituted cellulose derivatives. J. Polym. Sci.: B, Polym. Phys. 1994, 32, 1229. Kondo, T. The assignment of IR absorption bands due to free hydroxyl groups in cellulose. Cellulose 1997, 4, 281. Blackwell, J.; Marchessault, R.H. Cellulose and Cellulose Derivatives; John Wiley and Sons: New York, 1971. Part IV. Kamide, K.; Okajima, K.; Kowsaka, K.; Matsui, T. CP/ MASS 13C NMR spectra of cellulose solids: An explanation by the intra-molecular hydrogen bond concept. Polym. J. 1985, 17, 701. Silverstein, R.M.; Bassler, G.C.; Morrill, T.C. Spectrometric Identiﬁcation of Organic Compounds, Fourth Edition; John Wiley & Sons: New York, 1981; 112 pp. Dudley, R.L.; Fyfe, C.A.; Stephenson, P.J.; Deslandes, Y.; Hamer, G.K.; Marchessault, R.H. High-resolution 13 C CP/MAS NMR spectra of solid cellulose oligomers and the structure of cellulose II. J. Am. Chem. Soc. 1983, 105, 2469. Nojiri, M.; Kondo T. unpublished work. Dorman, D.E.; Roberts, J.D. Nuclear magnetic resonance spectroscopy. Carbon-13 spectra of some pentose and hexose aldopyranoses. J. Am. Chem. Soc. 1970, 92, 1355. Perlin, A.S.; Casu, B.; Koch, H.J. Conﬁgurational and conformational inﬂuences on the carbon-13 chemical shifts of some carbohydrates. Can. J. Chem. 1970, 48, 2596. Parfondry, A.; Perlin, A.S. 13C-N.M.R. spectroscopy of cellulose ethers. Carbohydr. Res. 1977, 57, 39. Dudley, R.L.; Fyfe, C.A.; Stephenson, P.J.; Deslandes, Y.; Hamer, G.K.; Marchessault, R.H. High-resolution 13 C CP/MAS NMR spectra of solid cellulose oligomers and the structure of cellulose II. J. Am. Chem. Soc. 1983, 105, 2469. Fyfe, C.A.; Stephenson, P.J.; Veregin, R.P.; Hamer, G.K.; Marchessault, R.H. Carbohydr. Chem. 1984, 3, 663.



97 79. Isogai, A.; Usuda, M.; Kato, T.; Uryu, T.; Atalla, R.H. Solid-state CP/MAS 13C NMR study of cellulose polymorphs. Macromolecules 1989, 22, 3168. 80. Horii, F.; Hirai, A.; Kitamaru, R.; Sakurada, I. Cellulose Chem. Technol. 1985, 19, 513. 81. Unpublished data. 82. VanderHart, D.L. J. Magn. Reson. 1981, 44, 117. 83. Imashino, F.; Maeda, S.; Takegoshi, K.; Terao, T.; Saika, A. Intermolecular hydrogen-bonding eﬀect on 13C NMR shielding for enol forms of diketones in the solid state. Chem. Phys. Lett. 1982, 92, 642. 84. Horii, F.; Hirai, A.; Kitamaru, R. Solid-state highresolution 13C-NMR studies of regenerated cellulose samples with diﬀerent crystallinities. Polym. Bull. 1982, 8, 163. 85. Bellamy, L.J. The Infrared Spectra of Complex Molecules; Chapman and Hall: London, 1975. 86. Hishikawa, Y.; Togawa, E.; Kataoka, Y.; Kondo, T. Characterization of amorphous domains in cellulosic materials using a FTIR deuteration monitoring analysis. Polymer. 1999, 40, 7117. 87. Hess, K.; Kiessig, H.; Gundermann, J. Z. Phys. Chem. 1941, B49, 64. 88. Hermans, P.H.; Weidinger, A. On the recrystallization of amorphous cellulose. J. Am. Chem. Soc. 1946, 68, 2547. 89. Wadehra, I.L.; St. J. Manley, R. Recrystallization of amorphous cellulose. J. Polym. Sci. 1965, 9, 2627. 90. Jezirny, A.; Kepka, S. Preparation of standard amorphous specimens for X-ray analysis of ﬁber crystallinity. J. Polym. Sci. Polym. Lett. Ed. 1972, 10, 257. 91. Jeﬀries, R. Preparation and properties of ﬁlms and ﬁbers of disordered cellulose. J. Appl. Polym. Sci. 1968, 12, 425. 92. Atalla, R.H.; Ellis, J.D.; Schroeder, L.R. Some eﬀects of elevated temperatures on the structure of cellulose and its transformation. J. Wood Chem. Technol. 1984, 4, 465. 93. Schroeder, L.R.; Gentile, V.M.; Atalla, R.H. Nondegradative preparation of amorphous cellulose. J. Wood Chem. Technol. 1986, 6, 1. 94. Isogai, A.; Atalla, R.H. Amorphous celluloses stable in aqueous media: Regeneration from SO2–amine solvent systems. J. Polym. Sci. Polym. Chem. Ed. 1991, 29, 113. 95. Nelson, M.L.; O’Connor, R.T. Relation of certain infrared bands to cellulose crystallinity and crystal lattice type: Part II. A new infrared ratio for estimation of crystallinity in celluloses I and II. J. Appl. Polym. Sci. 1964, 8, 1311. 96. Hatakeyama, H.; Hatakeyama, T. Structural change of amorphous cellulose by water- and heat-treatment. Macromol. Chem. 1981, 182, 1655. 97. Burchard, W. Lichtstreuuntersuchungen an Polysaccharidlo¨sungen. Das Papier 1994, 48, 755. 98. Burchard, W.; Schulz, L. Functionality of the h(1,4) glycosidic linkage in polysaccharides. Macromol. Symp. 1995, 99, 57. 99. Burchard, W. Polymer structure and dynamics, and polymer–polymer interactions. Adv. Coll. Int. Sci. 1996, 64, 45. 100. Seger, B. Ph.D. Thesis, University of Freiburg, 1996. 101. Rowland, S.P.; Howley, P.S. Structure in ‘‘amorphous regions,’’ accessible segments of ﬁbrils, of the cotton ﬁber. Text. Res. J. 1988, 58, 96. 102. Jeﬀries, R. An infra-red study of the deuteration of cellulose and cellulose derivatives. Polymer 1963, 4, 375. 103. Taniguchi, T.; Harada, H.; Nakato, K. Accessibility of hydroxyl groups in wood. Mokuzai Gakkaishi 1966, 12, 215. 104. Shin, J.-H.; Kondo, T. Cellulosic blends with



98



105.



106. 107. 108. 109. 110.



Kondo poly(acrylonitrile): Characterization of hydrogen bonds using regioselectively methylated cellulose derivatives. Polymer. 1998, 29, 6899. Yano, S.; Hatakeyama, H.; Hatakeyama, T. Eﬀect of hydrogen bond formation on dynamic mechanical properties of amorphous cellulose. J. Appl. Polym. Sci. 1976, 20, 3221. Hatakeyama, T.; Ikeda, Y.; Hatakeyama, H. Eﬀect of bound water on structural change of regenerated cellulose. Macromol. Chem. 1987, 188, 1875. Bikales, N.M., Segal, L., Eds.; In Cellulose and Cellulose Derivatives. Part IV, Chapter XIII; New York: John Wiley & Sons, 1971. French, A.D. In Cellulose Chemistry and its Applications; Nevell, T.P., Zeronian, S.H., Eds.; Ellis Horwood: Chichester, 1985. Chapter 3. Croon, I.; Lindberg, B. The distribution of substituents in partially methylated celluloses part 1. Svensk Papperstidn. 1957, 60, 843. Croon, I.; Lindberg, B. The distribution of substituents in partially methylated celluloses part 3. Svensk Papperstidn. 1958, 61, 919.



111. 112.



113. 114.



115. 116. 117.



Haines, A.H. Relative reactivities of hydroxyl groups in carbohydrates. Adv. Carbohydr. Chem. 1976, 33, 11. Zugenmaier, P.; Haurand, P. Structural and rheological investigations on the lyotropic, liquid-crystalline system: O-ethylcellulose-acetic acid-dichloroacetic acid. Carbohydr. Res. 1987, 160, 369. Ritcey, A.M.; Holme, K.R.; Gray, D.G. Cholesteric properties of cellulose acetate and triacetate in triﬂuoroacetic acid. Macromolecules 1988, 21, 2914. Pawlowski, W.A.; Gilbert, R.D.; Fornes, R.E.; Purrington, S.T. The thermotropic and lyotropic liquidcrystalline properties of acetoacetoxypropyl cellulose. J. Polym. Sci.: B Polym. Phys. 1987, 25, 2293. Guo, J.-X.; Gray, D.G. Preparation and liquid crystalline properties of (acetyl)(ethyl)cellulose. Macromolecules 1989, 22, 2082. Guo, J.-X.; Gray, D.G. Chiropitical behavior of (acetyl) (ethyl)-cellulose liquid crystalline solutions in chloroform. Macromolecules 1989, 22, 2086. Budgell, D.R.; Gray, D.G. In Polymer and Fiber Science: Recent Advances; Fornes, R.E., Gilbert, R.D., Eds.; VCH: New York, 1992; 145 pp. Chapter 12.



4 X-ray Diﬀraction Study of Polysaccharides Toshifumi Yui Miyazaki University, Miyazaki, Japan



Kozo Ogawa Osaka Prefecture University, Sakai, Osaka, Japan



I. INTRODUCTION The requirement for information regarding the three-dimensional structure of polysaccharides at the molecular level is growing for a number of reasons: these molecules have been regarded as biodegradable polymer materials, compared to the usual synthetic polymers; polysaccharides are the most abundant organic materials in nature; and a great variety of polysaccharides composed of various monosaccharide residues and linkages have been found. Polysaccharides can be broadly classiﬁed into three groups based on their functions, which are closely related to their occurrence in nature: structural, storage, and gel forming. Structural polysaccharides, typical examples being cellulose in plant cell walls and chitin in exoskeletons of many insects, form long ﬁbrils or sheets which play a supporting role in various organisms. Generally, their molecular chains form extended twofold helical conformations. Storage polysaccharides characterized by highly branched chains are thought to be folded back on themselves to yield compact structures. Amylose, amylopectin, and glycogen are examples of this type of polysaccharides. The gelforming, network polysaccharides, such as alginic acids and mucopolysaccharides, which are found in the cell walls and intercellular regions of certain algae and seaweeds or the amorphous matrix material of animal connective tissues, serve as water-holding substances in these organisms. In addition, some polysaccharides have recently been found useful as biomedical materials, such as chitin/chitosan showing antibacterial action and a branched (1!3)-hD-glucan having antitumor activity. These physiologically active polysaccharides are considered to enhance the immune system systematically, resulting in antitumor and antibacterial activities.



In comparison with other biopolymers, polysaccharides are characterized by their diversity, the presence of a large number of functional groups, and their conformational rigidity. Even unsubstituted pyranoglycans contain three hydroxyl groups per sugar residue. In addition, most polysaccharides can be found in the form of linear or branched homopolymers or copolymers based on two or more diﬀerent sugars as constituents. Some copolymers also result from variations of the linkage structure in the sequence of the same sugars. Several extracellular polysaccharides have more complicated chemical structures composed of one to as many as seven kinds of sugars in their chemical repeating unit. The above characteristics are easily interpreted, considering the basic stereochemical features of sugars. For example, in the case of homoglucans, the hydroxyl group at C(1) of glucose can chemically bond with one of the four hydroxyls of another glucose (i.e., 1!2, 1!3, 1!4, and 1!6 linkages), and the position of the glycosidic oxygen is either axial or equatorial to the pyranose ring (a- or hanomer), leading to two stereoisomers for each bond type. Thus polymerization of D-glucose residues provides eight types of homoglucans, each with a diﬀerent glycosidic linkage structure, all of them having been found in nature. Given the fact that many kinds of sugar in pentose or hexose could form six diﬀerent types of homoglycans from the former or eight from the latter, various homoglycans have been found. A theoretical treatment of the homopolysaccharide conformations was carried out by Rees and Scott [1], who proposed that the typical molecular shapes of homoglucans and other homoglycans, such as galactan, mannan, xylan, and arabinan, could be characterized in terms of four conformational types: type A—extended and ribbon99
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like; type B—ﬂexible and helical; type C—rigid and crumpled; type D—very ﬂexible but, on the average, rather extended. X-ray and electron diﬀraction studies of various homoglycans have demonstrated that the chain conformations of these polysaccharides in crystals are reasonably consistent with the predictions of Rees and Scott [1]. The conformational rigidity of polysaccharides is revealed by inspecting the conformational probability map of the polymer where a potential energy contour map is drawn as a function of the two rotational angles of the glycosidic linkage. The allowed area for a polysaccharide where no steric overlaps occur between residues is generally much smaller than that for a polypeptide. The polyfunctional nature of polysaccharides as polyalcohols explains their ability to form a multitude of intermolecular hydrogen bonds in the solid state. Coupled with the conformational rigidity of the chains, which results in a self-ordering tendency, almost all polysaccharides readily form microcrystalline phases in the solid state, where the crystal structures are marked by extensive hydrogen-bonding network. In the x-ray structure analysis of a biopolymer, it should be noted that a polysaccharide crystal is simpler but far less complete than for a globular protein. One can obtain a single crystal of a globular protein large enough, say 0.5-mm diameter, for x-ray analysis. Even smaller crystals can be analyzed using synchrotron radiation. The number of x-ray reﬂections observed from the single crystal may be more than a few thousands. In contrast, a polysaccharide, as well as most of other polymers, never provides a single crystal large enough for x-ray diﬀraction analysis. It sometimes forms a microscopic single crystal which only can serve an electron diﬀraction study. The xray diﬀraction pattern from a polysaccharide crystal is referred to as a ‘‘ﬁber diagram’’ since it is diﬀracted from a ﬁber sample. A ﬁber sample is a polycrystalline material consisting of uniaxially oriented microcrystallites along the stretched direction of it. They are randomly oriented about the lateral directions and comprise noncrystalline region to some extent. Thus a resolution of crystal structure analysis is signiﬁcantly aﬀected by quality of a ﬁber diagram, depending on the degrees of crystallization and of orientation of microcrystallites. The helix axis of a molecular chain coincides with the oriented direction of microcrystallites and, consequently, of a ﬁber sample. In addition, there is the simplifying fact that the molecular chain axis in microcrystallites is parallel to one of the three axes of the unit cell, usually assigned to the c-axis. This axis is called the ‘‘ﬁber axis,’’ and the unit cell length along it is called the ‘‘ﬁber repeat.’’ Experimentally, the ﬁber repeat is readily derived from the layer line spacing of the ﬁber diagram. The present article describes brieﬂy the general techniques of the x-ray ﬁber diﬀraction analysis, which includes the computer-aided model building and structure reﬁnement methodology specialized in polysaccharide crystals. The rest of the article introduces the molecular and crystal structures of several topical polysaccharides followed by the recent advances in the cellulose crystal structures.
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II. X-RAY STRUCTURE ANALYSIS A. Sample Preparation Some ﬁbrous materials are naturally present as a highly oriented assembly of microcrystals, such as ramie and cotton ﬁbers and tendon chitosan. Otherwise, the diﬀracting specimen for a given polysaccharide must be prepared by organizing the molecular chains. Only the ﬁber diagram of high quality allows one the crystal structure analysis of high resolution, and therefore a well-oriented and highly crystallized ﬁber sample is essential. Unfortunately, no common methodology has been established to prepare such a good ﬁber sample valid for all polysaccharides. The following two methods have mostly been adopted to obtain a uniaxially oriented ﬁber sample: spinning a ﬁber and stretching a ﬁlm. The former is obtained by extruding a concentrated polymer solution into a precipitant solvent or solution. The latter is prepared by stretching the ﬁlm cast from a polymer solution. Usually, the ﬁber-forming polysaccharides of the former class are able to form continuous ﬁlms from their solutions as well. However, the opposite is not always true. In order to facilitate a ﬁber or ﬁlm stretching, a polysaccharide of higher molecular weight is desirable and the ﬁlms must be continuous, soft, and of low crystallinity in advance of stretching. Several methods for stretching polysaccharide ﬁlm have been reported. A polymer ﬁlm prepared by casting is cut into strips approximately 2 mm wide, and the strip is stretched under constant load using a weight of a few grams [2]. Another common method is to use a ‘‘stretching tool’’ by which one can manually stretch the strips. The former method requires more skills but is more likely to provide a sample of high orientation. In both cases, stretching must be performed under a desirable atmosphere, such as in air, under controlled relative humidity, in various solvents (or a mixed solvent), at a certain temperature, or under the combination of some of them, which depends on polysaccharide. Water, water– alcohol (often isopropanol) mixture, or glycerin are often used as solvent for stretching, although this aspect depends on polymer properties such as solubility. Even having obtained a well-oriented ﬁlm or ﬁber, the sample to be x-rayed must be of high crystallinity. To improve crystallinity, the uniaxially oriented sample is annealed at a high temperature or rinsed with an acid solution, such as aqueous hydrochloride. The former procedure is done in any solvent (e.g., water), a mixed solvent (e.g., water– isopropanol), or water vapor, usually not in air, except for some polysaccharide derivatives. A sealed bomb is recommended for annealing at temperatures higher than the boiling point of the solvent. At any rate, it should be noted that there is practically no recipe to achieve successful sample preparation except for trial and error. It seems that ambivalent properties are required for the polymer material to form the oriented polycrystalline phase. For example, the ﬁlm of excessive crystallinity is not appropriate for succeeding stretching. The crystallinity depends on many factors. Chemical composition in terms of polysaccharide residue and linkage type is principal.



X-ray Diffraction Study of Polysaccharides



The molecular weight (Mw) of the polymer is also essential. A low Mw is favorable for crystallization but disadvantageous for orientation, whereas high Mw is just the opposite. Other factors are the solvent, temperature, and so on. A typical example of how to solve the ambivalent problem is the case of (1!3)-a-D-glucan [3]. This glucan is not soluble in water but soluble in aqueous alkali and cellulose solvents, such as hydrazine hydride and N-methylmorpholine N-oxide–dimethyl sulfoxide. Attempts to prepare a continuous ﬁlm or a well-oriented ﬁber from such solutions were not successful. However, the glucan was acetylated, dissolved in chloroform, and cast into ﬁlm, from which a well-oriented ﬁber sample was obtained by stretching in hot glycerin. The ﬁber was deacetylated in sodium methoxide–methyl alcohol, while keeping the length of the ﬁber constant. The crystallinity of the regenerated glucan ﬁber was remarkably improved by annealing in water in a sealed bomb. The resultant sample of (1!3)a-D-glucan gave a ﬁber diﬀraction pattern of high quality [3]. In conclusion, preparation of the x-ray ﬁber sample requires a challenging spirit. Finally, it depends on luck, the challenger sometimes encounters polysaccharides which have never been crystallized. Knowledge of the density of the polysaccharide ﬁlm or ﬁber to be x-rayed is necessary in order to know what kind and how many molecules are packed in the crystalline unit cell. The density measurement is performed using a mixture of two solvents which do not dissolve nor swell the polysaccharide, such as xylene and carbon tetrachloride. The powder-like samples obtained by grinding the polymer ﬁlm or ﬁber are put into a mixture of xylene and carbon tetrachloride in a stoppered measuring cylinder in a thermostat bath at, for example, 25jC. Xylene or CCl4, as necessary, is added to the suspension until the sample settles in the cylinder. Then, the solution and the sample are of the same density, and the density of the solution is measured with a picnometer. If the density of the sample is higher than that of CCl4, a mixture of CCl4 and ethylene dibromide may be employed. Some polysaccharide deriv-
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atives, such as (1!3)-a-D-glucan tribenzoate, are swollen or dissolved by these solvents, in which case an inorganic salt solution, such as aqueous NaI solution, can be used. A graduated glass column in which the mixture ratio (concentration gradient) of the two solvents changes continuously from the top of the column to the bottom can also serve for the density measurement. The ﬁber sample is put into the column top and is allowed to go down until reaching the zone with the same density; at this point, the graduation is read.



B. X-ray Fiber Diffraction Measurements The ﬁber diﬀraction diagram is usually taken using a ﬂatﬁlm camera with which the diﬀraction beams arising through the ﬁber sample are collected on an x-ray photo ﬁlm. When the irradiation is done in the air, the x-ray beam scattered by the air causes the occurrence of a (sometimes serious) background scattering on the x-ray ﬁlm. In addition, not only polysaccharides, but also other biopolymers often have water molecules in their crystals. They often change the crystalline polymorphs with relative humidity. A good example is the case of (1!3)-h-D-glucan. As described later, the glucan exhibits both the hydrated and anhydrous polymorphs and they transform readily and reversibly to each other by changing the relative humidity in the x-ray camera [4]. Not only to avoid x-ray scattering by air, but also to control relative humidity, a box camera is recommended to use for obtaining good ﬁber diagrams of polysaccharides and other ﬁbrous biopolymers. By passing humidity-controlled helium gas through the camera, the ﬁber diagram can be obtained under any relative humidity. A helium-gas atmosphere causes practically no background scattering because the helium atom has only two electrons. Fig. 1 shows typical x-ray ﬁber diagrams of the oriented crystalline samples of a polysaccharide. Although a ﬁber diagram corresponds to the rotation diagram of single crystals where the rotation axis coincides with the



Figure 1 Fiber diagrams of three polymorphs of chitosan. Left: tendon (hydrated) polymorph; middle: annealed (anhydrous) polymorph; right: type II form which was obtained with chitosan HCl salt.
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ﬁber axis, it has much poorer quality than a single-crystal data. Three-dimensional reﬂection data are reduced to a two-dimensional pattern, generally accompanied by an overlapping of reﬂection peaks. The diﬀraction spots are broad and diminish rapidly in intensity with increasing diﬀraction angles due to the small size of each microcrystal. Therefore most reﬂections may disappear into the background scattering arising from noncrystalline regions. Disorders of arrays of microcrystals along the ﬁber axis cause severe arcing in a proﬁle of diﬀraction spots—in particular, at larger diﬀraction angles. The diﬀraction angle, 2h, of each reﬂection is obtained by measuring the distance from the center of the pattern to the diﬀraction maximum using a comparator. Crystalline powder of sodium ﬂuoride is lightly dusted on the sample in order to provide a calibration diﬀraction ring (0.2319 nm) on the ﬁber diagram. The spacing between adjacent reﬂection planes, d, and h are related by the Bragg law: nk ¼ 2dsinu;



n ¼ 1; 2; 3; . . .



where k is the wavelength of the x-ray radiation. It is sometimes diﬃcult to deﬁne the diﬀraction maximum of some spots—for instance, those giving the peak proﬁles that unsymmetrically broaden or diﬀuse out in the background scattering. The former case may arise from the combined spot consisting of several diﬀraction peaks with the 2h values being close each other. A set of d-spacing values is then used to determine unit cell parameters (lengths of a-, b-, and c-axes and angles of a, b, and c) and the space group of a given crystal by a trial and error method. The next step is measuring the relative intensity of each reﬂection on a ﬁber diagram in order to get the structure amplitude of each reﬂection plane, which will be described in the next section. The intensities of diﬀraction peaks are generally obtained by radial scans of a microdensitometer on x-ray ﬁlms to trace the diﬀraction maximum of each spot. The combined diﬀraction peaks may have to be resolved into individual peaks by the least-squares curveﬁtting procedure. However, when dealing with such onedimensional peak proﬁles, one sometimes ﬁnds that a measurement for severely deformed or arced peak is likely to result in unreasonable value. The two-dimensional scans over the whole diﬀraction pattern should provide more appropriate proﬁles of diﬀraction peaks; this requires a computer-controlled microdensitometer to process a large amount of digitized data. Compared with one-dimensional scanning data, further sophisticated mathematical techniques are necessary for the two-dimensional data in the background removal and the peak proﬁle resolutions. The details of the two-dimensional collection and processing of a ﬁber diﬀraction diagram were discussed by Millane and Arnott [5–7]. As shown in Fig. 1, a large variation of the intensity of reﬂection from strong to weak is observed, depending on the number of electrons present on the reﬂection plane. However, the dynamic range of the usual x-ray photo ﬁlm is around 102. Consequently, a set of ﬁlms where four to ﬁve ﬁlms are piled up must be used for



obtaining ﬁber patterns by x-ray irradiation. Then, the intensities of all the reﬂections appearing on all the ﬁlms are measured. This procedure requires tough work and is timeconsuming, and the multiple ﬁlm pack technique often provides erroneous evaluation for some of the intensities. An advance in x-ray diﬀraction measurement is represented by development of an imaging plate (IP) to replace the x-ray photo ﬁlm [8–11]. The IP has been widely used in the x-ray analysis of a globular protein single crystal and in the synchrotron x-ray diﬀraction studies. The plate is a plastic disk coated with photostimulable phosphor crystals and is a new type of two-dimensional detector for x-ray beams. The diﬀraction pattern recorded on the IP is read by measuring the ﬂuorescence intensity stimulated by a He– Ne laser beam, and all the data can be saved in various storage media. In addition, the plate can be used repeatedly by using an erasing machine. The IP is characterized by a wide dynamic range (106) and high sensitivity, which readily accomplishes about 10 times shorter exposure time and 10–60 times higher accuracy in measuring diﬀraction intensity than the use of conventional x-ray ﬁlms. Particularly, the wide dynamic range of the IP provides a great advantage in measuring the ﬁber diﬀraction data where a relative intensity of each spot often varies by a factor of 103 so that only a single IP can serve for measuring the intensities of all reﬂections occurring from a ﬁber crystal. Obata and Okuyama [9–11] reported the ﬁber diﬀraction data collection and processing system using IP. The relative intensities, I0, are converted to the observed structure amplitudes, jF0j, by the equation: AF0 A ¼ ½KI0 =Lp1=2 In the equation, Lp is the Lorentz polarization correction factor for the ﬁber diﬀraction data, and the scale factor K incorporates the geometric corrections.



C. Refinement of Molecular and Crystal Structure Unlike an ordinary single-crystal structure analysis in which a large amount of reﬂection intensity data on order of 103–104 is available, the exact positions of individual atomic coordinates in the unit cell cannot be determined solely from the ﬁber diﬀraction data. Usually, in the case of polysaccharide crystal structures, the geometry of the sugar residue is ﬁrst deﬁned based on the structural data of relevant small molecules that have been determined by the single-crystal data. As shown in Fig. 2, with the ﬁxed residue geometry, the helical conformation of a polysaccharide is described by either a pair of glycosidic torsional angles (U, W) and glycosidic bridge angle, s, or the rotation of an entire residue, h, around a ‘‘virtual bond’’ (an imaginary bond connecting the glycosidic oxygens). In the case of a regular helical chain model, the former parameters must be adjusted under the constraints of a set of the helix parameters: h, an axial rise per residue, and n, a number of residues per helix repeat. These values, related to the ﬁber repeat distance, c, such that c=hn, can be obtained directly from a measurement of meridional
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In this equation, the ﬁrst term describes the diﬀerences between observed, Fom, and calculated, Fcm, structure amplitudes, each being given the weight, Wm. The second term represents the sum of the nonbonded interaction energies, eij, that estimate stereochemical acceptability of the crystal model. The third term, Gq, is a set of constraint relationships among the parameters that are to be zero, and kq is initially undetermined Lagrange multipliers. The minimizing function installed in PS79 is ( ) X X 2 P ¼ fR þ ð1  f Þ Dk þ w eij ij



k



Figure 2 Chain conformational and helix parameters for the twofold helical chain (n=2) represented by the regular helical structure of chitin. All hydrogen atoms are omitted.



where the fractional weight, f, balances the x-ray crystallographic and stereochemical terms. In addition to the nonbonded interactions (third term), the second term also involves the bonded interactions, Dk, to evaluate the amount of deviations of any bond length, bond angle, or conformation angle from their standard values. The ﬁrst term can be either the x-ray crystallographic residuals X X AAFom A  AFcm AA= AFom A R¼ m



reﬂections of a ﬁber diagram. Exocyclic rotational groups, v, such as a hydroxyl methyl group on C(5) and N-acetyl and O-acetyl groups for sugar derivatives, can be rotated when necessary. Although these parameters are called chain conformational parameters, those that deﬁne the positions of an entire molecular chain in a unit cell are the chain-packing parameters. They are chain rotation about the helix axis, the z-translation of the chain along the ﬁber axis, and the x–y positions of the helix axis on an ab plane of a unit cell. The two representative programs that are principally aimed at studying the molecular and crystal structures of biopolymers have been developed: LALS [12] and PS79 [13]. Both programs, in addition to the ordinary procedure for x-ray diﬀraction analysis, are equipped with the stereochemical reﬁnement approach to complement the ﬁber diﬀraction data of poor quality. The algorithms and background theories adopted by the programs have been described in detail by their respective authors, along with the strategies in solving polymer crystal structures [12,13]. The discussion herein will focus on the comparisons between the two methods. With regard to helix model building and its reﬁnement, LALS uses the glycosidic linkage parameters U, W, and s to describe chain conformation, whereas PS79 adopts the virtual bond method. Either method allows a monomer geometry to vary in the course of structure analysis. The virtual bond approach of PS79 has been originally developed for solving a polysaccharide conformation. LALS is designed to be more ﬂexible and readily applicable to the other biopolymer systems such as polypeptides and polynucleotides. The quantity of the following function is minimized in LALS: X X X Wm jFom  Fcm j2 þS eij þ kq Gq V¼ m



ij



q



m



or the weighted one " #1=2 X X 2 2 RW ¼ Wm AAFom A  AFcm AA = Wm AFom A m



m



These residuals are also calculated for crystal models in LALS. Minimizing these functions are carried out by the constrained least-squares process in LALS and by Complex method in PS79. The latter method performs a direct search for the minimum of a multidimensional function by evaluating the function at several trial points, while variables as well as the functions are conﬁned within given constraints or limits. Advantages to this method, therefore, over those of PS79 in structure determination, are that the number and type of variable and their limits and constraints are readily introduced and changed in the course of the minimization. A disadvantage is that the optimization proceeds very slowly as it approaches the minima, in particular, in the ﬁnal stage of the structure reﬁnement where more variables should be involved. In spite of above diﬀerences in the model building and minimizing procedures, it was suggested that the two methods were able to produce essentially similar structures when the reﬁnement was carried appropriately [14]. The general strategy of crystal structure analysis using the above programs is that it proceeds on a ‘‘trialand-error’’ basis. Possible crystal models are established and each is evaluated against the stereochemical restraints and the x-ray diﬀraction data at individual steps of the structure analysis. As the structure determination proceeds, inferior models are eliminated, and the most probable one is ﬁnally selected. The ﬁrst stage of structure determination is to construct the helical model of a polysaccharide chain. As mentioned earlier, the starting geometry of a monomer residue can be taken from the
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atomic coordinates obtained by the x-ray single-crystal studies. When appropriate experimental data are not available, the optimized structure by molecular mechanics (MM) calculations may be an alternative source of monomer geometry. As for a- and h-D-glucoses, their standard residues whose atomic coordinates were averaged from the crystal structures of several relevant sugars were proposed [15]. The chain conformation is reﬁned by minimizing the stereochemical interactions with respect to the chain conformational parameters mentioned above, by imposing the helical symmetry deﬁned by n and h. In the second stage, molecular chains are placed based on the information on the density of crystals and the space group suggested forms the diﬀraction pattern. The poor quality of diﬀraction pattern often prevents one from discriminating a unique space group among the possible ones. In such a case, all packing models having possible symmetries are constructed and tested. The authors of both PS79 and LALS suggested that an initial search for chainpacking parameters should proceed solely with the stereochemical constraints, not based on the x-ray diﬀraction data [13,16]. The primarily reason for this was that the calculations of structure amplitudes were considered to be more time-consuming than those of stereochemical functions. At present, however, such a problem becomes virtually negligible owing to the drastic development of computer hardware in the last decades. In fact, LALS, which was originally designed for a main-ﬂame computer, can be implemented by a commonly used PC! Furthermore, because the potential surface of the steric energy is generally more complicated and consists of more local minima than that of the x-ray crystallographic residuals, R and RW, the minimum position may be more easily as well as quickly identiﬁed on the latter surface. The stereochemical search is virtually useless in determining hydrated crystal structures where the nonbonding, interchain interactions are mostly negligible due to the involvement of water molecules. It therefore seems to be more appropriate that crude structure with regard to chain-packing positions is determined by using the x-ray diﬀraction data. Chain rotational positions are ﬁrst investigated against the hk0 diﬀraction data, which is followed immediately by a search of the z-translational position using the hk1 data. The stereochemical constraints should be introduced, by minimizing the total values of the above minimizing functions, in the ﬁnal stage of structure reﬁnement where the packing and conformational parameters are simultaneously reﬁned. Care must be taken in introducing attractive interaction, such as the hydrogen-bonding interaction, into the crystal structure model. Introducing it on an improper reﬁnement step may lead to prejudiced models. The crystal structure analysis of hydrated polysaccharides requires extra parameters for the locations of water molecules. After placement of molecular chains in the unit cell, initial x–y locations of waters are generally obtained by calculating either a diﬀerence Fourier or R factor map of the ab projection plane with the hk0 diﬀraction data. The latter map represents variations in R (or RW)
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factors by placing a single water molecule on each grid point over the ab plane in turn. These x–y positions are subsequently extended to the three-dimensional case by introducing the hk1 diﬀraction data. Similar methodology can be applied to the case of polysaccharide salts in determining the locations of ions. An alternative method for evaluating the eﬀect of water molecules is the use of the ‘‘water-weighted’’ atomic scattering factors [17]. This approach assumes that water molecules do not reside at deﬁned crystallographic positions and that their electrons are smeared out throughout the unit cell. The crystal structure of curdlan hydrate introduced later was determined by combining the above methods; for 36 water molecules present in the unit cell, one-half was found at the deﬁned positions near monomer residues, and the other half was distributed in a statistical manner [18].



III. MOLECULAR CONFORMATIONS OF TOPICAL POLYSACCHARIDES A. Polyaminosugars 1. Chitosan So far, one of the most promising polysaccharides is chitosan, a linear polymer of h-(1!4)-linked 2-amino-2deoxy-D-glucose residues, which is readily prepared from chitin by chemical N-deacetylation. Chitin, chitosan, and a partially N-acetylated chitosan have been widely developed to be used as antimicrobials, biomedical materials, cosmetics, food additives, separators, sewage disposal, agricultural materials, and so on. The chemical and biochemical reactivity of chitosan and the partially acetylated chitosan are higher than those of chitin because chitosan has free primary amino groups distributed regularly in its chain. Crystal structures of chitin had been analyzed by Gardner and Blackwell [19] for the h-chitin polymorph and by Minke and Blackwell [20] for a-chitin and have been presented in many books (e.g., Ref. [21]). The ﬁrst ﬁber diagrams of chitin and chitosan were reported by Clark and Smith [22] in 1937. However, the ﬁrst complete crystal structure of a chitosan polymorph was published in 1994 [23], although the base (ab) plane structure of chitosan crystal had been reported in 1985 [24]. So far, three crystalline polymorphs (x-ray ﬁber diagrams) of chitosan have been found. One, the most abundant, is called the ‘‘tendon chitosan’’ polymorph (Fig. 1 left) [25], which is prepared from chitin of a crab tendon by Ndeacetylation. It is a hydrated form found by Clark and Smith, where the chitosan molecule forms an extended twofold helix (Fig. 3a) in the crystal [26]. The second is the ‘‘annealed polymorph’’ (Fig. 1 middle) which is anhydrous [27]. Cairns et al. [28] found a diﬀerent ﬁber pattern of chitosan but similar to that for a hydrochloride salt of chitosan [29] (Fig. 1 right), and they proposed an extended 8/5 (a left-handed eightfold) helix for the chitosan conformation. When the chitosan sample was stored at 98% relative humidity, it exhibited another pattern of the more conventional twofold helix [28].
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hydrogen bonds contribute to stabilizing the three-dimensional structure in the crystal. The anhydrous crystal of chitosan neither dissolves in any aqueous acid solution nor forms a complex with any transition metal ion [23]. Therefore the anhydrous chitosan may be considered an inert material. The reason this polymorph is called ‘‘annealed’’ is that it has been obtained by heating a stretched chitosan ﬁlm in the presence of water [27]. Later, no annealing was found to be necessary to obtain the anhydrous crystal for a chitosan sample having lower molecular weight [25]. Having a regular distribution of the aliphatic primary amino groups, chitosan exhibits a remarkable ability to form salts with acids and to form complexes with transition metal ions [28]. As shown in Table 1 [31], the crystalline polymorphs of chitosan salts with both inorganic [32] and organic [33–36] acids are divided into two types, depending on the acid used. In the case of some salts, they depend on



Figure 3 Packing structure of hydrated chitosan projected along the a-axis (a) and along the c-axis (b). Filled circles denote nitrogen atoms. For the sake of clarity, only three polymer chains of the lower layer in (b) are shown in (a). (From Ref. 26.)



As shown in Fig. 3, the chitosan molecules in the hydrated form have the twofold helical symmetry reinforced by an O(3)UO(5) hydrogen bond with the repeating period of 1.034 nm [26]. This is a typical structure for the h-(1!4)-linked polysaccharides such as cellulose, mannan, and chitin. The orientation of O(6) has a gt conformation [30]. Adjacent chitosan chains along the b-axis are arranged in an antiparallel fashion and are linked to each other by two N(2)UO(6) hydrogen bonds along the b-axis (Fig. 3a). These sheets are piled up along the a-direction (Fig. 3b). No direct hydrogen bond is present between the sheets, but the hydrogen bonds via water molecules hold the chain sheet to stabilize the whole packing structure. In the ‘‘annealed’’ polymorph, the extended twofold helical conformation of chitosan is also stabilized by intramolecular O(3)UO(5) hydrogen bonds, and an O(6) atom is rotated at near gt position as shown in Fig. 4 [23], which are the same features to those observed in the hydrated polymorph. Two chains pass through the unit cell in an antiparallel fashion. Intermolecular N(2)UO(6)



Figure 4 Projections of the crystal structure of chitosan in the anhydrous polymorph on the ab (top) and bc (bottom) base planes. All hydrogen atoms are omitted, and hydrogen bonds are shown as dashed lines. (From Ref. 23.)
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Table 1 Classiﬁcation of the Inorganic and Organic Acid Salts of Chitosan Type



Characteristics



Acid



Type I



Extended twofold helix (anhydrous)



Type II



Less extended twofold helix (hydrated)



HNO3 (high concentrationa), HBr, HI L-ascorbic acid L- or D-lactic acid (high temperatureb) Maleic acid HNO3 (low concentrationc), HF, HCl, H2SO4 Succinic acid Fumaric acid L-tartaric acid L- or D-lactic acid (low temperatured) Monocarboxylic (formic, acetic, or propionic) acids



a The acid concentration was 7 M at the salt preparation (Chanzy, private communication). b The salt was prepared at 50jC. c The acid concentration was 2.8 M at the salt preparation (Chanzy, private communication). d The salt was prepared at 15jC.



the preparation temperature or on the acid concentration. The type I salts provide diﬀerent ﬁber patterns to one another, but all of them correspond to an anhydrous form and involve the unreacted chitosan chains of the extended twofold helical conformation [29]. All the type II salts indicate similar ﬁber patterns to that of chitosan HCl salt (Fig. 1 right). This indicates that these acid ions are not located in a regular position in each crystal [29]. Accordingly, it is not likely that the acid ions contribute to the ﬁber diﬀraction pattern. The molecular and crystal structure of chitosan–formic acid salt (a type II salt) is shown in Fig. 5 [37]. The less-extended twofold helix conformation with the tetrasaccharide repeat (ﬁber axis length=4.08 nm) as a helical asymmetric unit was proposed for the chitosan chain in the type II salt. There are two antiparallel chitosan chains, one at the corner and the other at the center of the unit cell (Fig. 5b). Neither acid nor water molecule has been deﬁned because they are not arranged in a regular position in the crystal structure. This ‘‘shrinking’’ of the molecular conformation observed in the type II salts seems to be unique behavior of a chitosan chain, which has not been detected for any other h-(1!4)-linked polysaccharide, such as cellulose or chitin. The latter two exhibit the fully extended twofold helical conformation in all of their crystal forms. The regular distribution of cation, –NH+ 3 , along the chitosan chain would be a primary cause for the chain shrinking with the presence of particular anion species.



A Spontaneous Water-Removing Action of the Type II Salts An interesting phenomenon has been observed in the type II salts, in particular, with the monocarboxylic acid salts [31,34,36], which was ﬁrst found for a chitosan–acetic acid salt [34]. The chitosan salt samples freshly prepared show the x-ray diagram similar to the typical type II salt (Fig. 1 right) where the chitosan chain forms the lessextended twofold helix. A completely diﬀerent ﬁber pattern is then observed when the salt specimen is stored at room temperature of around 80% RH for 3 months. The diagram appears very similar to that of the ‘‘annealed’’ polymorph of chitosan (Fig. 1 middle). This indicates that acetic acid is spontaneously removed from the chitosan salt accompanied by water molecules present in the salt crystal, resulting in the transformation to the anhydrous crystal of chitosan. Measurements of the density and the FT-IR spectrum of the specimen also supported the crystalline transformation [34]. This change is accelerated when the salt was stored at higher humidity, e.g., at near 100% RH for approximately 1 month. When a formic acid salt of chitosan is kept at 100% RH, the crystalline transformation requires approximately 3 months. In contrast, the crystalline transformation for a chitosan propionic acid



Figure 5 Projections of the crystal structure of chitosan in the type II on the ac (a) and ab (b) base planes. All hydrogen atoms are omitted. Chitosan chains located at the corner and center of the unit cell are of opposite polarity. (From Ref. 37.)
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salt proceeds faster, requiring 3 weeks. In the case of butyric acid, only the ‘‘annealed’’ pattern is observed because, probably, the transformation is too fast to detect. These results indicate that the behavior of the waterremoving action by acid depends on the hydrophobicity of it [36]. Recently, the action was found to occur in all the type II salts when they are immersed in an isopropanol– water mixture, and, in the case of the monocarboxylic acid salts, the procedure considerably accelerates the transformation compared with simply storing them in air [31]. The Crystalline Transformation of Chitosan As described earlier, the neighboring chitosan chains are arranged with antiparallel polarity along the chain sheet in the hydrated (Tendon) crystal (Fig. 6a), while the chain sheet in the anhydrous (Annealed) polymorph consists of parallel chains (Fig. 6b). The sheet–water–sheet hydrogen-bonding scheme stabilizes the three-dimensional structure of the hydrated crystal. Comparison of the chainpacking feature between the two polymorphs indicates that drastic rearrangement of chains appears to be necessary on transformation from the hydrated to the anhydrous crystal, obviously involving breaking and subsequent formation of intermolecular hydrogen bonds. This may be a possible reason for the very high annealing temperature of 240jC that is required for preparing the anhydrous polymorph of chitosan having a high molecular weight (e.g., viscosity average degree of polymerization: 10,800) [25]. Such an excessive heating causes unfavorable thermal decomposition of the chitosan sample, in particular, on the surface, and consequently provides a less inert sample of anhydrous chitosan. Therefore as an alternative approach to prepare the anhydrous or annealed chitosan



Figure 6 Crystalline transformations of chitosan. The ab planes of (a) hydrated (Tendon) and (b) anhydrous (Annealed) chitosans, and that of (c) the type II salt. Molecules with gray color are up-chain, while the others are down-chain.
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sample, more moderate method based on ‘‘spontaneous water-removing action’’ to obtain an inert chitosan sample has been proposed [31]. Instead of adopting a direct transformation from the hydrated to anhydrous polymorphs, the procedure detours via the type II salt formation, which proceeds under room temperature throughout the process. Whereas the transformations to the anhydrous polymorph are irreversible from both the hydrated polymorph and the type II salts, the type II salt is readily converted to the original hydrated tendon chitosan by neutralization with an aqueous alkali such as sodium hydroxide solution. In the case of the type I salts, no such transformation occurs although they are stored for a prolonged period. On the contrary, all the type I salts change to the original hydrated (tendon) chitosan when they are immersed in an isopropanol–water mixture. The behavior of the type I salts is rather predictable because this is nothing more than dissociation of salt molecules in aqueous environment. Although any reasonable mechanism for the ‘‘water-removing action’’ has not currently been proposed, the phenomena may intimately be related to the stereochemical strain inherent in the chitosan chain and the crystal lattice force. The strict twofold helical conformation observed among most of h-(1!4)-linked chains is resulted from the crystal lattice force to achieve a reasonable chain packing. Such chains, partly stabilized by O(3)UO(5) intramolecular hydrogen bond, are slightly strained as an expense for the crystal packing. As obvious from Fig. 6c, the chitosan chains are loosely packed in the type II salt crystals, where the chains are relaxed into the less-extended helix. In addition, there seems to be no direct hydrogen bonding between the chains in the type II crystal. This facilitates reformation of the intermolecular hydrogen-bonding scheme for the anhydrous crystal as a result of releasing anions as well as waters. In the crystals of chitosan–transition metal complexes where the free amino groups of chitosan molecule coordinate metal ions, such as cadmium, zinc, cupric, nickel, cobalt, and mercury ions, the backbone chitosan molecule always retains the most abundant twofold helical conformation [38]. Improvements [39] of crystallinity of nine chitosan–metal salts complexes revealed that all the crystals were orthorhombic, and that the unit cell parameters (a- and b-axis lengths) depended on the counterions of the metal salt (such as SO42, Cl, AcO, and NO3) and not the metal ions. In each chitosan–metal complex, a metal ion is coordinated with an amino group of D-gluosamine dimer residues. Based on these ﬁndings a ‘‘pendant model’’ was proposed for the coordination mode of the chitosan– transition metal complexes [39] which is conﬂict with the ‘‘bridge model’’ proposed earlier, where four amino groups of chitosan chains coordinate one metal ion [40]. 2. Polygalactosamine Another polysaccharide consisting of amino sugar extracted from the culture ﬂuid of Paecilomyces sp. I-1 is poly[(1!4)-a-D-galactosamine], which is a linear polymer
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of a-(1!4)-linked 2-amino-2-deoxy-D-galactose [41]. This polysaccharide was found to have a ﬂocculating action similar to that of chitosan on suspended soil in aqueous solution [42]. The conﬁgurational diﬀerence between Dglucosamine (glucose) and D-galactosamine (galactose) lies only in the geometrical position of the hydroxyl group with respect to the pyranose ring at C(4)-equatorial for the former and axial for the latter, while those of C(1) hydroxyl groups are of the opposite conﬁgurations to the respective C(4) hydroxyl conﬁgurations when these sugars are polymerized with (1!4)-linkage. Despite the signiﬁcant diﬀerence in the linkage structure between the two (1!4)-linked glycans, x-ray analysis indicated that the poly[(1!4)-a-Dgalactosamine] forms the twofold helical (zigzag) conformation similar to its glucose counterpart, e.g., cellulose, but with a somewhat kinked structure (Fig. 7) [43].



B. (1!3)-B-D-Glucans Some polysaccharides are expected to work as medicines. The most topical polysaccharide medicine is a branched (1!3)-B-D-glucan, such as lentinan, schizophyllan, or scleroglucan, which exhibits an anticancer activity. Their chemical structures are almost the same: a main chain consisting of (1!3)-linked B-D-glucopyranosyl units along which there are side chains of single B-D-glucopyranosyl units attached by (1!6)-linkage to every three glucose residues of the backbone glucan chain [44]: h-D-Glcp 1 # 6 Poly½!3Þ-h-D-Glcp-ð1!3Þ-h-D-Glcp-ð1!3Þ-D-Glep-ð1! (1!3)-h-D-Glucan has been of interest not only for the food industries as a food additive, as it forms a strong gel [45] in the presence of water, but also for basic research because of its unique conformation, a triple helix. This glucan has been studied by Marchessault et al. [4,18,46] and Bluhm and Sarko [47]. All of their x-ray results indicated



Figure 7 Twofold poly[(1!4)-a-D-galactosamine] helix, projected perpendicular (top) and parallel (bottom) to the chain axis. The striped balls are nitrogen atoms. All the hydrogen atoms are omitted. (From Ref. 43.)



Figure 8 Projection of the triple helix of (1!3)-h-D-glucan in the anhydrous polymorph on the xz (top) and xy (bottom) planes. Dashed lines are intrahelix hydrogen bonds. Hydrogen atoms are omitted. (From Ref. 46.)



that this glucan constructs triple-helical conformations in the crystal. Two polymorphs have been found for the triplex, anhydrous and hydrated, which transform reversibly from one to the other by changing relative humidity; 20% RH is the boundary. Fig. 8 shows the molecular structure of the glucan in the crystal of the anhydrous polymorph [46]. The intramolecular hydrogen bond stabilizing the 6/1 helix of each strand was not detected; the original distance between O(5) and O(4) atoms, 0.318 nm, was possibly indicative of hydrogen-bonding formation. As shown in Fig. 8 (bottom), the three strands of the triplex are linked together through triads of strong interstrand hydrogen bonds between the O(2) hydroxyls (distance: 0.272 nm) stabilizing the triplex structure. All the O(6)
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hydroxymethyl groups of the glucose residues are outside of the cylinder of the triple-helical structure. Therefore in the case of the branched (1!3)-h-D-glucan, the glucose residues of the side group attached at the O(6) position of every three glucose residues of the backbone (1!3)-h-Dglucan may be located further outside of the cylinder. This suggests that the side group of the branched (1!3)-h-Dglucan may not disturb the triple-helix formation of the
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backbone glucan. In the case of the hydrated polymorph (Fig. 9), the crystal structure and the triplex are very similar to those of the anhydrous polymorph, and hydration simply expands the unit cell, permitting the water to enter the intertriplex spaces [18]. It has been found that (1!3)-h-D-glucan exhibits single-stranded sixfold or sevenfold helical conformations in crystals [48,49]. Okuyama et al. [50] proposed the single



Figure 9 Top: Stereo views of the triplex of (1!3)-h-D-glucan in the hydrated polymorph. Bottom: Projection of the crystal structure in the ab plane. Hydrogen atoms are not shown and water molecules are indicated by ﬁlled circles. Hydrogen bonds are drawn with dashed lines. The O(6) atoms of all 18 residues are numbered. (From Ref. 18.)
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right-handed sixfold helical conformation of the glucan (Fig. 10) in the highly hydrated crystal, in which water content was more than 70 wt.% in the unit cell. This single helix is considered to be stabilized with a weak intramolecular hydrogen bond between O(5) and O(4) of the next glucose residue (distance: 0.314 nm) [50]. Therefore this helix may be stabilized by the water molecules present in the unit cell. After ﬁnding the triplexes of (1!3)-h-D-glucan, relatively similar x-ray ﬁber diagrams of the branched (1!3)h-D-glucan, scleroglucan, were obtained, suggesting that the backbone chain formed a triple helix similar to that of (1!3)-h-D-glucan [51]. In fact, an x-ray analysis of schizophyllan revealed the triple-stranded right-handed, 6/1, helical conformation as shown in Fig. 11 [52]. All the side glucose residues are located outside of the triplex of the backbone glucan chain, indicating that the side chain does not disturb the backbone triplex formation. In water solution, the polysaccharide also forms a triple-stranded helix [53]. Interestingly, the antitumor activity is considered to require the triple-helical conformation of schizophyllan [54]. Single crystal structure analysis of oligosaccharides provides the unambiguous knowledge of the conformations of glycosidic bonds (U, W) and exocyclic groups that may be applicable for further interpretation for the corresponding polysaccharide structures. As shown in Fig. 12, Okuyama and Noguchi [55] suggested, by surveying the crystal structures of the (1!3)-h-linked oligosaccharides, that the U–W conformations of the acetyl oligosaccharide (compounds A–F) were found in the same potential well as those of the polysaccharides (compounds I–III [50]). It should be noted that this group of acetyl oligomers also involves the acetyl trisaccharide with (1!6) branching acetyl glucose residue (compound F, Fig. 13)
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Figure 11 Molecular structure of schizophyllan, projected perpendicular (top) and parallel (bottom) to the chain axis. (From Ref. 52.)



whose structure has been determined by Noguchi et al. [56]. On the other hand, the conformations of the nonsubstituted and nonacetylated disaccharides (compounds L and M, respectively) belong to a diﬀerent potential well which corresponded to a considerably large, left-handed helix chain (n=14–17). Obviously, such a large helix should be unstable as a regular conformation, unless the chain includes a small molecule inside the helix. In the disaccharide crystal, the intermolecular packing force appears to be more dominant in determining the glycosidic conformations.



C. (1!3)-a-D-Glycans



Figure 10 Molecular and crystal structure of the single helix of (1!3)-h-D-glucan. (From Ref. 50.)



1. (1!3)-a-D-Glucans Streptococcus mutans, a bacteria isolated from human saliva, produces a water-insoluble a-D-glucan from sucrose. This glucan forms dental plaque and, consequently, contributes to dental caries. The chemical structure of the glucan consists of a backbone (1!3)-linked a-D-glucan chain with side chains of a-D-glucose residues attached on the O(6) position of the backbone chain. The insolubility property is attributable mainly to the linear, (1!3)-linked backbone chain, whereas the (1!6)-linked side chains are related to the adhesion of the D-glucan to the surface of teeth, hydroxyapatite [57]. Another, but noncariogenic, water-insoluble a-D-glucan is produced by Streptococcus salivarius which is also isolated from human saliva and has a similar backbone chain, (1!3)-a-D-glucan, but the side
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chains attached on O(6) of the backbone are longer than those of the mutans glucan. They consist of D-glucose residues linked by (1!3)-, (1!4)-, and (1!6)-linkages [58]. The molecular and crystal structures of the backbone (1!3)-a-D-glucan, which was prepared from the salivarius glucan, in its dry form were determined by x-ray analysis (Fig. 14) [3,59]. The chain conformation of the glucan is nearly completely extended, and it is a twofold helix (i.e., a zigzag structure). An intramolecular O(2)UO(4) hydrogen bond stabilizes the conformation, and extensive intermolecular hydrogen bonds stabilize the sheetlike structure, with an alternating polarity of chain directions (antiparallel fashion) within the sheet. In addition to this dry form of (1!3)-a-D-glucan, two hydrated polymorphs have been reported by Jelsma and Kreger [60,61]. They obtained ﬁber patterns of these polymorphs using a (1!3)-a-D-glucan from a fungus, Laetiporus sulphureus (Bull ex. Fr.) Murrill. Although these ﬁber patterns have not been analyzed completely, it is clear that the glucan conformation in each



Figure 12 Distribution of the glycosidic conformations (A, C) of (1!3)-linked oligosaccharides and (1!3)-h-linked polysaccharides; A=O(5)UC(1)UO(1)UC(3) and C=C(1)U O(1)UC(3)UC(2). Broken and solid lines denote iso-n and iso-h contours, respectively. Iso-energy contours, shown in dotted lines, are drawn at interval of 1 kcal/mol above the absolute minimum. L: h-laminaribiose; M: methyl-h-laminaribioside; A: methyl hepta-O-acetyl-a-laminaribioside; B: octa-O-acetyl-h-laminaribiose; C: octa-O-acetyl-a-laminaribiose; D: methyl hepta-O-acetyl-a-laminaribioside; E: methyl hepta-O-acetyl-1-thio-h-laminaribioside; F: the compound given Fig. 15; I: curdlan form I; II: curdlan form II; III: curdlan form III; Ac: curdlan triacetate. (From Ref. 55.)



Figure 13 Chemical structure of (2,3,4,6-tetra-O-acetyl-h-Dglucopyranosyl)–(1!3)-[2,3,4,6-tetra-O-acetyl-h- D-glucopyranosyl)–(1!6)]-(2,4-di-O-acetyl-h- D-glucopyranosyl)– (1!3)-1,2,4,6-tetra-O-acetyl-h-D-glucopyranose.



Figure 14 Projections of the structure of (1!3)-a-D-glucan on ac plane (top) and ab plane (bottom) in the dry form. All hydrogen atoms are omitted, and hydrogen bonds are shown as dashed lines. The atoms of the asymmetric unit are numbered. (From Ref. 59.)
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crystal is an extended twofold helix similar to that of the streptococcal (1!3)-a-D-glucan. Viscosity measurements and the polymorphic behavior of (1!3)-a-D-glucan from these three origins (i.e., two bacterial and one fungal glucans) suggested that the backbone glucan produced by S. mutans has the lowest length (molecular weight), and unlike other two glucans, the glucans are always crystallized in the dry form at any relative humidity from 0% to 100%; in other words, the zigzag sheet of the backbone (1!3)-a-D-glucan of the S. mutans glucan is the most stable. This may be one of the reasons why this a-glucan can stick to the surface of teeth [62]. 2. (1!3)-a-D-Mannan (1!3)-a-D-Mannans are found as backbone chains of branched heteropolysaccharides in the fruit bodies of some edible mushrooms, such as Auricularia auricula-judae (Kikurage) [63] and Tremella fuciformis Berk (Shirokikurage) [64]. The conﬁgurational diﬀerence between D-glucose and D-mannose is only in the disposition of the hydroxyl group at C(2)-equatorial for the former and axial for the latter. Because the position of the hydroxyl group at C(2) is not related to the glycosidic linkage structure, (1!3)-a-Dmannan is expected to have a similar conformation with (1!3)-a-D-glucan. Fig. 15 shows the molecular and crystal structure of (1!3)-a-D-mannan [65]. As expected, the chain conformation of the mannan is an extended twofold



Yui and Ogawa



helix similar to that of (1!3)-a-D-glucan: both structures are stabilized by the O(2)UO(4) intramolecular hydrogen bonds. These common features support the hypothesis that the chain conformation in polysaccharides tends to be governed more by its type of linkage rather than by the residue. In the crystalline unit cell, the mannan chains pack with antiparallel polarity and are connected by interchain hydrogen bonds that form an inﬁnite, zigzag sheet. There are 16 water molecules in the unit cell, embedded between the sheets. It should be noted that the regenerated ﬁber samples of both (1!3)-linked a-D-glucan and a-D-mannan were obtained by the similar procedure: both involve annealing the stretched ﬁlms in the presence of water. Only the mannan crystal comprises water molecules, as shown in the projections of Fig. 15, and exhibits the loosely packed appearance of molecular chains. No direct interaction exists between the chains.



D. Food Additives Polysaccharide gums have been used in the food industry as thickeners, stabilizers, suspending materials, gelling agents, emulsiﬁers, lubricants, ﬁlms, and so forth. Xanthan and gellan are topical materials in both research and industrial purposes. All the polysaccharides introduced herewith have the ability to form gels. 1. Xanthan Xanthan, produced by a bacteria, Xanthomonas campestris, is an acidic polysaccharide and is a heteropolymer composed of the following large chemical repeating unit: Poly½!4Þ-h-D-Glcp-ð1!4Þ-h-D-Glcp-ð1! 3 z 1 h-D-Manp-ð1!4Þ-h-D-GlcpA-ð1!2Þ-a-D-Manp-6-OAc 6 4 H3 C-C-COOH Xanthan is commercially important because of the following reasons: it dissolves in cold water, the aqueous solution shows a thixotropy, and its viscosity is insensitive to variation of temperature. Based on a ﬁber pattern of high quality, Okuyama et al. [66] determined xanthan conformation in the crystal. As shown in Fig. 16, the xanthan chains are aligned with an antiparallel right-handed ﬁvefold (5/1) double helix which is stabilized by four intramolecular bonds and one intermolecular hydrogen bond [66].



Figure 15 Projections of the structure of (1!3)-a-Dmannan on ab plane. All hydrogen atoms are omitted and hydrogen bonds are shown as dashed lines (top). Stereo views of the structure on bc plane (bottom). Open circles are water molecules. (From Ref. 59.)



2. Gellan Gellan gum is an extracellular polysaccharide derived from Pseudomonas elodea. The alkali-treated gellan has been widely utilized in food industry and biotechnology because it forms a transparent gel which is heat-resistant and its gel strength is less dependent on pH in comparison with other polysaccharide gels. It is a linear anionic heteropolysac-
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ylate group (Fig. 17) [68]. Gellan salts with the monovalent cation, such as lithium or potassium, form stiﬀ gels and that with divalent cation, Ca2+, make a more rigid gel. Based on their x-ray analysis of gellan potassium salt, Chandrasekaran and Thailambal [69] revealed that in the crystal of the potassium salt, double helix–potassium– water–potassium–double helix interactions promote the aggregation of molecules and subsequent gelation. Furthermore, they extrapolated these results by computer modeling to the calcium salt and revealed that Ca2+ ions intervene in direct and strong double helix–calcium–double helix interactions [69]. The native gellan has L-glycerate groups at C(2) on all the (1!3)-linked h-D-glucose residues in the backbone chain and O-acetyl groups at O(6) on half of them [70]. It forms a weak gel in water, but after treatment with alkali, the gum forms a rigid gel. Before the precise chemical



Figure 16 The 5/1 antiparallel double helix of xanthan viewed perpendicular to the helix axis. (From Ref. 66.)



charide composed of the following tetrasaccharide repeating unit containing a D-glucuronic acid: Poly½! 3Þ  h  D  Glcp  ð1 ! 4Þ  h  D  GlcpA  ð1 ! 4Þ  h  D  Glcp  ð1 ! 4Þ  a  L  Rhamp  ð1 ! Fiber diﬀraction analyses [67,68] revealed that the two lefthanded, threefold helical chains are organized in parallel fashion in an intertwined double helix and that the duplex is stabilized by interchain hydrogen bonds at each carbox-



Figure 17 Side view of the double helix of gellan in stereo showing the OHO hydrogen bonds within the molecule. Intrachain H-bonds are indicated by thin, dashed lines and interchain H-bonds by thick, dashed lines. (From Ref. 68.)
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structure of native gellan was found, the acetic ester had been thought to disturb the stiﬀ gel formation of native gellan. However, Kuo et al. [70] found that the glyceric ester was the major cause of the diﬀerence in gelation, rather than the acetic ester. This assertion was supported by a modeling calculation for native gellan potassium salt [69]. 3. Beijeran Recently, an acidic polysaccharide was found, showing a gelation property similar to gellan. The polysaccharide, designated beijeran, was excreted by the newly isolated bacteria Azotobacter beijerinckii YNM 1 and is expected to have potential applications in the food and cosmetic industries [71,72]. Beijeran is a linear polymer consisting of (1!3)-linked D-galacturonic acid, L-rhamnose, and Dglucose residues. Although all the glucose residues in the chain are O-acetylated at C6, the backbone chain is built up by the following trisaccharide sequence [71,72]: Poly½! 3Þ  a  D  GalpA  ð1 ! 3Þ  h  L  Rhamp  ð1 ! 3Þ  a  D  Glcp  ð1 ! The chemical structure is diﬀerent and simpler, but beijeran has a similar function to gellan; that is, the alkali-treated beijeran forms a strong gel when reacted with calcium ion. However, the gelation mechanism appears to be diﬀerent. The alkali treatment causes deacetylation of the O-acetyl groups, and the deacetylated beijeran forms gel in water in the presence of a divalent metal ion, such as Ca2+ and Zn2+, rather than a monovalent cation [71,72]. A welldeﬁned x-ray ﬁber diﬀraction patterns of both calcium and sodium salts of beijeran have been obtained [73,74], and a complete analysis of the latter was done by Bian et al. [75] recently. As shown in Fig. 18, the beijeran molecule forms the extended twofold helix with the trisaccharide unit as a symmetric unit. The beijeran chain spirals around the molecular axis with a right-handed twist. Two beijeran chains are nestled tightly in the monoclinic unit cell of dimensions a=1.272, b=1.141, c (ﬁber axis)=2.462 nm, and c=123.7j in an antiparallel fashion. They are connected at their carboxylate groups by sodium–water– sodium bridges. As seen in Fig. 19, there is no room for any guest molecule to sit in or pass through this polymer sheet. All the sodium ions and water molecules are embedded between the sheets and none elsewhere. Altogether, they glue the sheets to form a well-knitted network. This could explain beijeran’s abilities for water holding and formation of oxygen-impervious ﬁlms. 4. Konjac Glucomannan Konjac glucomannan (KGM) is a major component of konjac ﬂour, a traditional food in Japan, produced from the tubers of Amorphophallus konjac C. Koch [76], and it also forms a stiﬀ gel. Glucomannans, copolymers of Dmannose and D-glucose, have sequences of h-(1!4)-linked



Figure 18 Interhelical interactions of beigeran sodium salt in the unit cell. The sodium ions are shown as ﬁlled circles and water molecules are numbered. Dashed lines are hydrogen bonds. (From Ref. 75.)



mannan, and both linear and branched glucomannans are present. Among these glucomannans, KGM has the highest molecular weight (degree of polymerization: 6000) [76] and the highest glucose content (mannose/glucose ratio=1.6) [77]. It is a linear copolymer where h-(1!4)linked mannose sequences of the chain are at most pentameric in length, and these short segments are connected with only D-glucose or cellobiose units through h-(1!4) linkage. A well-deﬁned ﬁber diagram of KGM was obtained by the acetylation–deacetylation procedure described in the case of (1!3)-a-D-glucan in ‘‘Sample Preparation’’ [78]. The diagram was very similar to that of the mannan II (hydrated) polymorph of (1!4)-h-D-mannan [78,79]. A similar result was obtained by an electron diﬀraction study on a single crystal of KGM [80]. Based on the x-ray ﬁber diagram, the crystal and molecular structure of KGM was proposed as shown in Fig. 20 [79]. The chain conformation of KGM is a twofold helix stabilized by intramolecular O(3)UO(5) hydrogen bonds, with the O(6) rotational position at gt [30]. The adjacent KGM chains are packed in an antiparallel fashion, and intermolecular hydrogen bonds occur exclusively between chains and water molecules, establishing the three-dimensional hydrogen-bond network in the crystal structure. The glucose residues replace mannose without changing the dimensions of the mannan-type unit cell, referred as an isomorphous replacement, although some disorder appears possible. The local formation of alternating gg–gt O(6) rotational position [30] may describe the disorder region due to the glucose-rich part of KGM chain in the crystal.
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Figure 19 Packing arrangement of helices in the monoclinic lattice. Seven unit cells shown in the c-axis projection highlight the formation of sheets along the short diagonal. Water molecules (numbered) and sodium ions (ﬁlled circles) hold the sheets together by hydrogen bonds and ionic interactions. (From Ref. 75.)



IV. RECENT PROGRESS IN CRYSTAL STRUCTURE STUDIES ON CELLULOSE ALLOMORPHS Cellulose, a linear (1!4)-linked h-D-glucopyranose residue, is the major structural component of all plant cell walls and the largest biomass on earth; more than 104 tons of cellulose are produced in every year. It exists as a highly crystalline microﬁbril in all higher plants and some bacteria, fungi, and algae. The crystal structures of the cellulose microﬁbrils as well as those of the ‘‘manmade’’ ﬁbers have been the subject of the intensive diﬀraction studies for almost a century. The native crystalline form, originally referred as cellulose I, converts to the second crystalline form or cellulose II by regeneration or mercerization of native cellulose ﬁbers. The other crystalline forms known as cellulose III and IV are also derived from both cellulose I and II by treatment with liquid NH3 and successive heating in glycerol to 260jC. The realistic molecular packing scheme of cellulose I was ﬁrst proposed more than 70 years ago [81]. The detailed crystal structures of these cellulose allomorphs with atomic resolution have been reported since the mid-1970s, which was promoted by the development of the ﬁber diﬀraction technique combined with the



computer modeling. Sarko and Muggli [82] and Gardner and Blackwell [83] independently proposed the crystal structure models of the native Valonia cellulose I, and Woodcoock and Sarko [84] reported the Ramie cellulose I structure. The same two groups, Stipanovic and Sarko [85] and Kolpak and Blackwell [86], subsequently established the crystal structures of cellulose II by analyzing the x-ray diagrams of rayon ﬁbers. These studies reached the same conclusions with regard to chain directionality in the cellulose allomorphs. Whereas the cellulose chains are aligned in the same direction in the cellulose I structure, or ‘‘parallel chain,’’ they are arranged with alternative directions in the cellulose II structure, or ‘‘antiparallel chain.’’ Thus this readily explains the irreversible transition from cellulose I to cellulose II which accompanies the signiﬁcant rearrangement of the chain polarity from the parallel chain to the antiparallel chain.



A. Cellulose I The three cellulose I models [82–84] exhibit similar structural features with regard to the molecular conformation and the chain-packing arrangement. The twofold helix conformation is stabilized by intramolecular O(3)HUO(5)
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Figure 20 Projections of the structure of konjac glucomannan on ab plane (top) and bc plane (bottom). All hydrogen atoms are omitted and hydrogen bonds are shown as dashed lines. Dotted circles are water molecules. (From Ref. 79.)



hydrogen bond over the glycosidic linkage. All hydroxymethyl groups adopt a tg orientation [30]. The two chains of the parallel polarity pass through the monoclinic unit cell with the P21 symmetry. The intermolecular O(2)UO(6) hydrogen bonds connect adjacent chains to form the chain sheet. A major diﬀerence among the three models is the chain directionality with respect to the c-axis; while the Gardner and Blackwell model corresponds to the ‘‘parallelup’’ structure, the two others correspond to the ‘‘paralleldown’’ structure [87]. It has been well known that the native celluloses slightly diﬀer among their origins. There are three reﬂections in the Valonia x-ray diﬀraction data that cannot be indexed with the two-chain monoclinic unit cell. A possible interpretation of this is to double the ab dimensions to the eight-chain monoclinic unit cell [88], which, however, introduces formidably complicated chain-packing schemes and variation of a chain conformation within the unit cell. In the previous studies based on the two-chain unit cell, therefore, the cellulose I structures were determined as an approximation to the Valonia crystal [81,82]. VanderHart and Atalla [89,90] proposed much clearer understanding of a crystalline system of cellulose I based on the result of high-resolution solid-state 13C NMR measurements. The multiplicities were shown in resonance for C4, C6, and C1
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carbons, whose intensity patterns varied among the several cellulose samples. These results suggest that the native cellulose crystals consist of the two crystalline forms, designated Ia and Ih, and that their relative amounts depend on the cellulose origin; while Valonia and Acetobacter celluloses are rich in cellulose Ia, cellulose Ih may be major constituent in cotton and ramie celluloses [90,91]. This crystalline scheme of the native cellulose was further studied by electron microdiﬀraction analysis [91–93]. Sugiyama et al. classiﬁed the diﬀraction diagram of some algal celluloses into two distinct crystalline phases. The diagram of a major phase representing the Ia crystalline form is indexed with the one-chain triclinic unit cell, and the rest is interpreted as the two-chain monoclinic unit cell of the Ih phase. As obvious from the unit cell dimensions, the Ih crystalline form was once considered as the conventional cellulose I form. The Ia phase is transformed into the Ih phase by the alkaline hydrothermal treatment, suggesting that the latter has more stable form. The twophase system of the cellulose microﬁbrils allows a full indexation of their ﬁber diﬀraction diagrams, instead of adopting the eight-chain unit cell. This ﬁnding of the cellulose I allomorphism has promoted the further attempts to deﬁne the subclass structures. French et al. [94–96] studied possible chain-packing schemes of the cellulose allomorphs using the molecular modeling techniques on the basis of the established crystal formations such as the unit cell geometry and the space group symmetry. These studies indicated that the models having the parallel-up chains and a tg orientation of the hydroxymethyl group are most likely in both the cellulose Ia and Ih allomorphs [95,96]. The structure of the cellulose Ih model is essentially identical to that of the conventional cellulose I, and it is more stable than the Ia model by 0.4 kcal/mol of cellobiose units calculated from the potential energy calculations [96]. Heiner et al. [97] proposed more reasonable amount of 2.1 kcal/mol based on the molecular dynamics calculations. The latter value explains a complete conversion from Ia to Ih on a hydrothermal treatment. Recently, a more primary approach to predict the native cellulose structures was presented by Vie¨tor et al. [98], where the prediction was made by the chain pairing procedure without any crystal information. In the study, the two best chain-packing models were found to be the triclinic- and monoclinic-type arrangements having the unit cell dimensions and the symmetry close to those reported for either the cellulose Ia or Ih allomorphs. The molecular modeling studies also suggested that the conversion of the cellulose allomorphs could be reasonably explained by slipping of the chain sheets with respect to the neighboring chain sheet along the ﬁber axis [96,98]. Finkenstadt and Millane [99] reanalyzed the two sets of the x-ray diﬀraction data provided by Sarko and Muggli [82] and Gardner and Blackwell [83] as a representative of the cellulose Ih data. In order to obtain a deﬁnitive structure, this structure analysis was carried out more exhaustively than the preceding studies, where the geometries of the two residues in the asymmetric unit were varied independently while assuming both the parallel-up and
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parallel-down models. These conditions had not been considered previously due to the limited computing resources available in those days [82,83]. This work showed that while some structure features such as a hydrogenbonding scheme and a chain conformation are essentially the same with those of the previous models, both the two x-ray diﬀraction data deﬁnitively prefer the parallel-up model. The projections of the ﬁnal cellulose Ih model are depicted in Fig. 21.



Figure 22 A schematic representation of the hydrogen bonds in the origin (top) and center (bottom) sheets of cellulose Ih. Only the oxygen atoms involved in hydrogen bonding are labeled with clarity. (From Ref. 100.)



Figure 21 Views of the revised structure of cellulose Ih (a) obliquely to and (b) along the c-axis. Thin lines show hydrogen bonds. The hydrogen atoms are excluded from part (a) for clarity. (From Ref. 99.)



Recently, for the ﬁrst time, Nishiyama et al. [100] reported a set of the full atomic coordinates of cellulose Ih, using the combined synchrotron x-ray and neutron diﬀraction analyses with a resolution of better than 1 A˚. In this study, the Finkenstadt and Millane models were subjected to the fully optimized structure reﬁnement including restrained reﬁnement of bond lengths and angles to determine the C and O atom positions against the x-ray diﬀraction data. The neutron diﬀraction data were obtained from the deuterated cellulose Ih sample (D-cellulose-Ih) as well as from the ordinary sample (H-cellulose-Ih). The former was prepared by intracrystalline deuteration of the cellulose Ih microcrystals for replacing the six independent hydroxyl hydrogen atoms in the asymmetric unit. The deuterium atom locations were identiﬁed examining the Fourier diﬀerence synthesis derived from the electron density maps between the D-cellulose-Ih and the H-cellulose-Ih. The diﬀerence density peaks could be deﬁnitively identiﬁed with possible D-O(3) positions, but D-O(2) and D-O(6) positions were less well deﬁned. These results provided the two alternative patterns in deuterium positions for each of D-O(2) and D-O(6) atoms. Such ambiguities in positioning of some deuterium atoms yielded the two types of hydrogen-bonding schemes, designated A and B, as displayed in Fig. 22. In the hydrogen-bonding network A, which corresponds to the major one, both the origin and center chains involve the intramolecular O(3)UDUO(5) and O(2)UDUO(6) hydrogen bonds and the origin chain forms an additional O(2)UDUO(1) bond. The intermolecular O(6)UDUO(3) hydrogen bonds connect the same type of chains to construct the chain sheets and the center chains are further bound through the
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O(6)UDUO(2) bond. On the other hand, the hydrogenbonding network B, consisting of the deuterium atoms with lower occupancies, indicates that both the origin and center chains involve the same intramolecular hydrogen bonds of O(3)UDUO(5), O(6)UDUO(2), and O(6)UDUO(1). A sheet formation only occurs in the center chains stabilized by the intermolecular O(2)UDUO(6) hydrogen bond, whereas no hydrogen bond is present among the origin chains. There is no intersheet OUHUO hydrogen bond in both the hydrogen-bonding networks, which is in accord with the previous structure analyses [82–84]. The chain sheets therefore are held together by hydrophobic interactions and weak CUHUO hydrogen bonds.



B. Cellulose II The two cellulose II models proposed by Stipanovic and Sarko [85] and Kolpak and Blackwell [86] are virtually identical, and an apparent diﬀerence in the chain arrangement is caused by the deﬁnition of chain positions. As is the same with the cellulose I chain, the two chains of the twofold helix conformation are packed with an antiparallel fashion in the monoclinic unit cell with the P21 symmetry. Both the ‘‘up’’ corner and ‘‘down’’ center chains form the intramolecular O(3)UO(5) hydrogen bond, and, according to the deﬁnition of Kolpak and Blackwell, the center chain only involves an extra hydrogen bond at O(6)UO(2), as a result of the hybrid orientations of the hydroxymethyl groups being gt and tg for the corner and center chains,
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respectively. The corner chains construct the chain sheet connected by the interchain O(2)UO(6) hydrogen bond and their O(2) atoms also involve the O(2)UO(2) bond in the 110 plane with the neighboring center chain. A sheet formation also occurs in the center chains along the 020 plane, consisting of the interchain O(3)UO(6) hydrogen bond. The crystal structure model of Stipanovic and Sarko [85] exhibits an additional interchain intersheet O(6)UO(3) hydrogen bond. Thus as suggested by more intensive hydrogen-bonding scheme, the cellulose II crystal is energetically more stable allomorph than the cellulose I crystal. The next objective in exploring the cellulose II structure was to study the single crystal structure of h-Dcellotetraose hemihydrate as a model crystal for cellulose II [101–103]. There are some resemblances between the cellotetraose hemihydrate and the cellulose II crystals. The unit cell of h-D-cellotetraose hemihydrate contains two independent molecules, which are arranged with antiparallel polarity. In fact, one can draw the subcell inside the unit cell, which is nearly identical to the unit cell of cellulose II [102]. Likewise, the intermolecular hydrogen bonds are formed between the antiparallel molecules as well as between the parallel molecules, and they correspond to the intersheet and intrasheet hydrogen bonds in the cellulose II structure, respectively. Notable features in h-D-cellotetraose molecules are that the orientations of all hydroxymethyl groups are gt, and that one molecule is more sterically strained than the other as indicated by the puckering parameters of the D-glucopyranoses. The same



Figure 23 Views of the revised structure of cellulose II (bold line) superimposed over that of Kolpak and Blackwell model (thin line). The short O–O distances that correspond to hydrogen bonds are given by dashed lines. (A) Projection in ab plane. (B) Projection of the 1–3 molecules parallel to the c-axis. (C) Projection of molecules 4 and 5 parallel to the c-axis. (From Ref. 104.)
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Figure 24 A schematic representation of the hydrogen bonds in cellulose II. Only the oxygen atoms involved in hydrogen bonding are labeled with clarity. (From Ref. 105.)



two groups engaged in the structure analysis of h-Dcellotetraose hemihydrate successively attempted to reanalyze the cellulose II structure [102,104] using the published x-ray diﬀraction data [85,86]. Both the two groups established the initial molecular chain structures based on their respective h-D-cellotetraose structures [102,104] and, as for one group, partly on the methyl h-D-cellotrioside structure [104]; each of two independent molecules in the cellodextrin crystals was applied to either origin or center chain of the cellulose II structure. Gessler et al. [102] concluded that both the gt/tg hybrid model as observed in the original cellulose II structures and the all-gt model based on the single crystal structure are equally likely. On the other
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hand, according to the results of Raymond et al. [104], preference was given to the all-gt model, which accompanies signiﬁcant strain on the D-glucopyranoses of the center chain. Fig. 23 compares the crystal structure proposed by Raymond et al. with that of the original Kolpak and Blackwell model. A complete scheme of the cellulose II structure was deﬁned by the neutron diﬀraction analysis [105] and later complemented by the synchrotron x-ray diﬀraction analysis [106]. In the former study, Langan et al. [105] prepared the deuterated cellulose II ﬁbers, designated the D-cellulose-II, by mercerization of ﬂax ﬁbers in NaOD/D2O solution. The two neutron diﬀraction data with 1.2 A˚ resolution were collected from the D-cellulose-II and the ordinary cellulose II ﬁber or H-cellulose-II. The phasing model of cellulose II was established using the published x-ray diﬀraction data of Kolpak and Blackwell [86]. As has been observed in the h-D-cellotetraose hemihydrate crystal structures [102,103], the all-gt model is preferred over the gt/tg hybrid model and the D-glucopyranose geometries of the center chain are conformationally strained. The Fourier diﬀerence maps calculated from the neutron diffraction data of the D- and H-cellulose II locate the deuterium positions on the phasing models, which reveals details of hydrogen bonding scheme shown in Fig. 24. The two intramolecular hydrogen bonds, O(3)UDUO(5) and O(3)UDUO(6), compose the three-center bond where the former plays the role of the major component in both the origin and center chains. The intermolecular and intrasheet hydrogen bonds are also formed between O(2) and O(6) atoms in both the chain sheets, but they exhibit the opposite donor–acceptor pattern of a deuterium atom. As for the intermolecular and intersheet hydrogen bonds, O(6) of the origin chain donates the deuterium atom to three acceptors of the center chain, forming the four-centered bonding scheme which consists of the O(6)UDUO(6), O(6)UDUO(3), and O(6)UDUO(5) bonds in this strengthening order. Another major bond of this type is the O(2)UDUO(2) bond from the center chain to the origin chain. The following high-resolution synchrotron x-ray diﬀraction study with 1 A˚ resolution indicated better ﬁtting of the diﬀraction data to the all-gt model than that of the Kolpack and Blackwell data [106]. The report also suggested that the four-centered hydrogen bond on O(6) of the origin chain is a statistical eﬀect along with the disorder of the hydroxymethyl conformation of the origin chain of which degree is estimated to be about 10%.
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I. INTRODUCTION



II. STRUCTURES



This chapter represents a summary review and an update of an earlier discussion of the phenomenology of cellulose, together with an overview of recent developments in the chemistry of cellulose. Rather than attempting to integrate the discussions, they will be presented in two separate sections. Part A, by R.H. Atalla, deals with the states of aggregation of celluloses and key structural issues, particularly those with questions of structure still outstanding. Part B, by A. Isogai, presents an overview of recent developments in the chemistry of cellulose, both basic and applied. To minimize the possibility of confusion, the references and ﬁgures are numbered consecutively and separately for each of the sections.



The beginning of the last three decades of studies on the structure of cellulose was marked by the reintroduction of unit cell models based on parallel alignment of the cellulose molecular chains [2,3], not unlike those abandoned by Meyer and Misch [4] in the 1930s, but also incorporating bending of the glycosidic linkage to allow the intramolecular hydrogen bond, as suggested by Hermans [5]. The new models were not consistent with each other, however, apart from the fact that both were based on parallel alignment of the cellulose chains. As French [6] pointed out, they were also not strongly preferred over an antiparallel structure. In the analysis by French [6], it was recognized that the source of the inconsistency was not so much that the diﬀerent laboratories were using diﬀerent computational approaches as it was that the diﬀerent diffractometric data sets were gathered from diﬀerent samples and represented diﬀerent intensities for the same reﬂections. All of these studies were undertaken before the variability of the crystalline forms of native celluloses was revealed through the high-resolution solid-state 13C NMR investigations. The new crystallographic models also remained in question because the analyses on which they were based incorporated a level of symmetry in the unit cell that was inconsistent with some of the diﬀractometeric data. Some of the reﬂections that are consistently observed in electron diﬀraction patterns and are disallowed by the selection



Part A Spectroscopic Characterization In Part A, we will be concerned with delineating the frontiers of our understanding of cellulose, particularly with respect to its native forms. The presentation is also relevant to the industrial utilization of cellulose, because it addresses the nature of the native forms of many of the feedstocks used, as well as the eﬀects of processes of isolation on structure and reactivity. The evolution of the historical perspective is included in an earlier report [1] and in references cited therein.
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rules for the space group P21 [3] were ignored in these crystallographic analyses. In addition to the disallowed reﬂections in the electron diﬀraction patterns that placed the crystallographic models in question, new spectral evidence was developed pointing to the need for further reﬁnement of the structural models, particularly for native celluloses. The models derived from the crystallographic studies could not rationalize many features of the spectral data known to be quite sensitive to structural variations. On the other hand, electron microscopic studies based on new staining techniques, speciﬁc to the reducing end groups of the polysaccharides, conﬁrmed the parallel alignment of molecular chains within the microﬁbrils in native celluloses. These ﬁndings were further conﬁrmed by the manifestation, at the electron microscopic level, of the action of cellulases speciﬁc to the nonreducing end group; they were clearly active at only one end of each microﬁbril. The remaining questions at the time, therefore, were concerned with the degree to which the symmetry of space group P21 is consistent with the other structuresensitive observations. It is well to revisit the issue of levels of structure at this point and clarify the levels at which the diﬀerent investigative methods are most sensitive. The crystallographic models, which represent coordinates of the atoms in the unit cell, represent the most complete possible speciﬁcation of structure because they include primary, secondary, and tertiary structures. And indeed, crystallographic studies of the monosaccharides and of related structures provide the basis for considerable information concerning bond lengths and bond angles, as well as conformations in saccharide structures. However, for polymeric systems, the diﬀractometric data are far more limited than for a single crystal of a low-molecular weight compound, so that diﬀraction data from a polymer must be complemented by information from other structure-sensitive methods. An acceptable model must rationalize not only the diﬀractometric data, which for cellulose are quite limited in comparison to the number of coordinates that must be speciﬁed in a deﬁnition of the unit cell, but it must also be such that they can be reconciled with information derived from other experimental measurements known to be sensitive to different levels of structure. The new spectral evidence that must be rationalized by any acceptable structure came from two methodologies that are most sensitive to structure at the secondary and tertiary levels. These are Raman spectroscopy and solidstate 13C nuclear magnetic resonance (NMR) spectroscopy, both of which were applied to cellulosic samples for the ﬁrst time during the mid-1970s. The exploration of spectra measurable by these two methods can provide signiﬁcant information concerning both secondary and tertiary structures in the solid state. Because the spectral features observed are also sensitive to molecular environment, they are inﬂuenced by the degree of symmetry of the aggregated state. Hence they provide another avenue for exploration of the applicability of the symmetry of space group P21 to the structures of the solid state.
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III. NEW SPECTROSCOPIC METHODS A. Raman Spectroscopy Both Raman and infrared spectroscopy provide information about chemical functionality, molecular conformation, and hydrogen bonding. Raman spectroscopy, however, has some important advantages in the study of biological materials. The key advantage arises from the diﬀerent bases for activity of molecular vibrations in the Raman and infrared spectra. That is, whereas activity in the infrared region requires ﬁnite transition moments involving the permanent dipoles of the bonds undergoing vibrations, activity in the Raman spectrum requires ﬁnite transition moments involving the polarizabilities of the bonds. Thus in infrared spectroscopy, the exchange of energy between the molecules and the exciting ﬁeld is dependent on the presence of an oscillating permanent dipole. In Raman spectroscopy, in contrast, the exciting ﬁeld induces a dipole moment in the molecule and the induced moment then becomes the basis for exchange of energy with the exciting ﬁeld. It is useful in this context to view bonds in terms of Pauling’s classiﬁcation [7] along a scale between the two extremes of polar and covalent. Bonds that are highly polar and possess relatively high dipole moments and reduced polarizabilities tend, when they undergo vibrational transitions, to result in bands that are intense in the infrared and relatively weak in Raman spectra. Conversely, bonds that are primarily covalent in character and have relatively low permanent dipoles and high polarizabilities generally result in bands that are intense in the Raman spectra, but are relatively weak in the infrared. This is perhaps best illustrated by the fact that O2 and N2, which are homonuclear and without permanent dipoles, have very intense Raman spectra although they are inactive in infrared absorption, while H2O, with a high permanent dipole moment, is a very strong absorber in the infrared but a very weak Raman scatterer. With respect to cellulose, the O–H groups of cellulose and those of adsorbed water are dominant in many of the spectral features in infrared spectra. In contrast, the skeletal C–C bonds and the C–H bonds dominate the Raman spectra. A further simpliﬁcation in the Raman spectra results from the circumstance that the selection rules forbidding activity of overtone and combination bands are more rigidly adhered to than is the case in infrared spectra so that the bands observed in Raman spectra are usually conﬁned to the fundamental modes of the molecules under investigation [8]. In the context of studies on the structure of cellulose, the key advantage of Raman spectroscopy is the degree of its sensitivity to the skeletal vibrations of the cellulose molecule, with the mode of packing in the lattice having only secondary eﬀects. This sensitivity is a consequence of the reality that most of the skeletal bonds are C–C bonds and C–O bonds, both of which have relatively high polarizabilities and, hence, high Raman scattering coeﬃcients. The minimal contribution of packing eﬀects arises from the low Raman scattering coeﬃcients of the highly polar O–H
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groups, which are the functionalities that are most directly involved in intermolecular associations. The result is that intramolecular variations such as changes in internal coordinates have a signiﬁcantly greater inﬂuence on the Raman spectra than do variations in intermolecular associations. Finally and very signiﬁcantly, as the studies of the celluloses progressed, it became clear that the most dramatic diﬀerences between the spectra associated with different states of aggregation of cellulose occurred in the region between 200 and 700 cm 1, which is generally inaccessible with most infrared spectrometers. These considerations were paramount in the ﬁrst detailed examination and comparison of the Raman spectra of celluloses I and II [9]; the spectra are shown in Fig. 1. It was concluded that the diﬀerences between the spectra, particularly in the low-frequency region, could not be accounted for in terms of chains possessing the same conformation, but packed in diﬀerent ways in the diﬀerent lattices. As noted earlier, that had become the accepted rationalization of the diﬀerences between celluloses I and II, as developed from diﬀractometric studies of these two most common allomorphs. The analyses of the Raman spectra led to the proposal that two diﬀerent stable conformations of the cellulose chains occur in the diﬀerent allomorphs. To establish a basis for assessing the diﬀerences between celluloses I and II, Atalla and coworkers undertook an extensive series of studies of model compounds of increasing complexity [10–18]. The model systems investigated included the 1,5-anhydropentitiols, the pentitols and erythritol, the pentoses, the inositols, the hexoses, and the cellobiose. The studies included comprehensive normal coordinate analyses of the molecular vibrations of each of the groups of model compounds based on complementary infrared and Raman spectra. The objective of these analyses was to establish the degree to which the diﬀerent classes of vibrational motions contribute to the spectral features in the diﬀerent regions of the spectrum. Such a comprehensive approach was necessary because the skeletal bond systems occurring in the structures of carbohy-



Figure 1 Raman spectra of high-crystallinity celluloses I and II.
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drates are predominantly made up of C–C and C–O bonds, which possess similar reduced masses and vibrational force constants and, hence, have very similar vibrational frequencies. In consequence, a high degree of coupling occurs between the vibrations, with the result that very few of the vibrational modes are localized within speciﬁc bonds or functional groups. Thus, the traditional group frequency approach common in the assignment of infrared and Raman spectra is of very limited use, except in the case of vibrations localized in the bonds of hydrogen atoms bonded to much heavier atoms such as O or C. On the other hand, the normal coordinate analyses allow identiﬁcation of the degree to which the vibrations of each of the internal coordinates contributes to each of the observed bands. Because the coupling of the vibrations is very sensitive to changes in the bond angles and in the dihedral angles associated with the bonds the vibrations of which are coupled, the normal coordinate analyses allow a detailed and systematic exploration of the eﬀects of diﬀerences in skeletal conformations on the bands associated with particular vibrations. With respect to the question concerning the conformations of celluloses I and II, it is useful to ﬁrst consider some of the pertinent information developed from the normal coordinate analyses, particularly with respect to the classes of molecular motions associated with the diﬀerent spectral features. The region below 1500 cm 1 was the primary focus of the early exploration because the intense bands clustered at about 2900 cm 1 can be identiﬁed with the C–H stretching vibrations and the region beyond 3000 cm 1 is clearly associated with the O–H stretching vibrations. In addition to the C–H and O–H stretching vibrations, the internal deformation of the methylene group on C6 is the only vibration that closely approximates a group or local mode in the usual sense implicit in discussions of assignments of vibrational spectra; the HCH bending vibration usually occurs above 1450 cm 1. In all other bands at frequencies below 1450 cm 1, the normal coordinate analysis indicated that the vibrations are so highly coupled that, in most instances, no single internal coordinate contributes more than 20% of the potential energy change associated with any particular frequency, although in a few instances contributions were as high as 40%. Thus, as noted above, the traditional group frequency approach to assignment of vibrational spectra, which is based on the concept of local modes, is generally not applicable in this region in the spectra of saccharides. Instead, it is necessary to focus on the classes of internal motions that are associated with the diﬀerent frequency ranges and to interpret the spectra in terms of the inﬂuence that variations in the internal coordinates can have on the coupling between diﬀerent types of vibrational deformations. For analysis of the spectra of celluloses, it is possible to classify the groups of features in the diﬀerent spectral regions in terms of the types of internal deformations that make their maximum contributions to bands in those regions. The bands between 1200 and 1450 cm 1 are attributable to modes involving considerable coupling
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between methine bending, methylene rocking and wagging, and COH in-plane bending motions; these are angle bending coordinates involving one bond to a hydrogen atom and the other to a heavy atom. Signiﬁcant contributions from ring stretching begin below 1200 cm 1 and these modes, together with C–O stretching motions, dominate between 950 and 1150 cm 1. Below 950 cm 1, angle bending coordinates involving heavy atoms only (i.e., CCC, COC, OCC, OCO) begin to contribute, although ring and C–O stretches and the external bending modes of the methylene group may be major components as well. The region between 400 and 700 cm 1 is dominated by the heavy atom bending, both C–O and ring modes, although some ring stretching coordinates still make minor contributions. In some instances O–H outof-plane bending motions may make minor contributions in this region as well. Between 300 and 400 cm 1, the ring torsions make some contributions, and below 300 cm 1, they generally dominate. In addition to the above generalized categorization concerning modes that occur in one or another of the model compound systems used in the normal coordinate analyses, the spectrum of cellulose will have contributions because of modes centered at the glycosidic linkage. Computations based on the cellodextrins indicate that these modes are strongly coupled with modes involving similar coordinates in the adjacent anhydroglucose rings. The contributions of the diﬀerent classes of internal coordinates to the diﬀerent bands are presented in greater detail elsewhere [19]. As noted above and shown in Fig. 1, diﬀerences between the Raman spectra of celluloses I and II are quite signiﬁcant particularly in the region of the skeletal bending modes of vibration. In the region above 800 cm 1, the diﬀerences are most obvious with respect to the relative intensities of the bands and the broadening of some of the bands upon conversion from cellulose I to cellulose II. In the region below 700 cm 1, in contrast, the main features are quite diﬀerent in the two spectra; these diﬀerences are even more evident in the spectra of single ﬁbers, which will be presented later. In the analyses of the spectra of model compounds, changes of the magnitude indicated in Fig. 1 were exclusively associated with the occurrence of diﬀerences in conformations. It seemed very probable therefore that the diﬀerences between the spectra of celluloses I and II reﬂect a change in molecular conformation accompanying the transition from one form to the other. As the basic ring structure is not expected to change [19], it would appear that variations in the dihedral angles at the glycosidic linkages provide the only opportunity for conformational diﬀerences. Because of the controversy surrounding similar conclusions based on crystallographic studies carried out in the early 1960s [21,22], a number of experimental and theoretical avenues for validating this interpretation were pursued. The ﬁrst consideration was whether a multiplicity of stable conformations is consistent with the results of conformational energy calculations that were available at the time [20,23]. In both studies, the potential energy
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surfaces were found to possess multiple minima. When the additional constraint of a repeat length of approximately 0.515 nm per anhydroglucose unit was added, two minima representing both left-handed and right-handed departures from the twofold helix appeared to be likely loci of the stable conformations. It was noted in this context that these two minima were close to the positions of the dihedral angles of the glycosidic linkages in cellobiose and methyl h cellobioside, respectively, as these were determined from crystallographic studies [24,25]. Next, inquiry was made into the degree to which changes in the dihedral angles about the bonds in the glycosidic linkage could inﬂuence the modes of vibration responsible for the spectral features in the diﬀerent regions of the spectra. Two approaches were adopted for this purpose. The ﬁrst was based on examining the Raman spectra of polysaccharide polymers and oligomers that were known to occur in diﬀerent conformations. The second was a theoretical one based on an adaptation of the matrix perturbation treatment used by Wilson et al. [26] to discuss the eﬀects of isotopic substitution on infrared and Raman spectra. The polysaccharide systems chosen for investigation were among those most closely related to cellulose in the sense that they are the a-1,4-linked polymers and oligomers of anhydroglucose. They included amylose and two of its cyclic oligomers, with primary emphasis on the latter, the a- and h-Schardinger dextrins, often also known as cyclohexa- and cyclohepta-amylose. The structures of the two oligomers diﬀer in that the values of the dihedral angles about the bonds of the glycosidic linkages have to change to accommodate the diﬀerent number of monomer units. Comparison of the Raman spectra of the cyclic dextrins showed that the diﬀerences between them were quite minor in the regions above 800 cm 1, but they were quite significant in the lower frequency region dominated by the skeletal bending and torsional modes. The diﬀerences were similar in kind and distribution to the diﬀerences between celluloses I and II. It was also noted that in earlier studies of the Raman spectra of amylose [27], it had been observed that forms Va and Vh, which are very similar in conformation but had diﬀerent levels of hydration, had almost identical spectra. In contrast, form B, which is known to have a distinctly diﬀerent helix period, was found to have a spectrum that diﬀers from those of forms Va and Vh in a manner approximating the diﬀerences between the two cyclic oligodextrins. Taken together, the observations of the Raman spectra of the amyloses support the interpretation of the diﬀerences between the Raman spectra of celluloses I and II as pointing to diﬀerences in the chain conformations localized at the glycosidic linkages. In the theoretical analysis, the method of Wilson et al. [26] was adapted to explore the consequences of variations in the dihedral angles about the bonds in the glycosidic linkage; this approach is discussed in greater detail elsewhere [1]. These considerations led to the conclusion that skeletal bending and torsional modes are altered to a greater degree than the skeletal stretching modes when the dihedral angles associated with the glycosidic linkage undergo variations. When translated to spectral features



Developments in Characterization of Cellulose



in the Raman spectra, these observations point to major diﬀerences in the low frequency region below 700 cm 1, and minor ones in the ﬁngerprint region between 900 and 1500 cm 1. These are indeed precisely the types of diﬀerences observed in comparisons of the spectra of celluloses I and II. One ﬁnal consideration that was addressed is the possibility that rotations of the primary alcohol group at C6 could account for the spectral diﬀerences seen in the spectra of celluloses I and II and in the spectra of the amyloses. The normal coordinate analyses of the hexoses showed that rotations about the C5–C6 bond can result in minor variations in the region below 600 cm 1, but that the major impact of such rotations is expected in the spectral region above 700 cm 1 [16,17]. With all of the above considerations in mind, it became clear that the only plausible rationalization of the diﬀerences between the Raman spectra of celluloses I and II had to be based on the possibility that diﬀerences between the skeletal conformations were the key. The ﬁrst eﬀort to rationalize diﬀerences in conformation was based on the results of the conformational energy mappings that were available at the time [20,23]. The key points derived from those analyses, which have been conﬁrmed by more recent studies [28,29], were that the two energy minima associated with variations in the dihedral angles of the glycosidic linkage correspond to relatively small left-handed and right-handed departures from glycosidic linkage conformations that are consistent with twofold helical symmetry. The minima also represented values of the dihedral angles that were very similar to those reported for cellobiose and methyl h cellobioside on the basis of crystallographic analyses [24,25]. The relationship between the diﬀerent conformations is represented in Fig. 2, which was adapted by Atalla [30] from a diagram ﬁrst presented by Rees and Skerret [20]. It is a w// map



Figure 2 W/U map (– – – – –) loci of structures with constant anhydroglucose repeat periods; (: : : : : :) loci of structures of constant intramolecular hydrogen bond (O–O) distances; ( _____ ) contours of potential energy minima based on nonbonded interactions in cellobiose; W, hmethylcellobiose, n=2, the twofold helix line; n=3 the threefold helix lines; (R) right-handed, (L) left-handed. The Meyer–Misch structure is at W=180, U=0.
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presenting diﬀerent categories of information concerning the conformation of the anhydrocellobiose unit as a function of the values of the two dihedral angles about the bonds in the glycosidic linkage. w is deﬁned as the dihedral angle about the bond between C4 and the glycosidic linkage oxygen and / as the dihedral angle about the bond between C1 and the glycosidic linkage oxygen. The parallel lines indicated by n=3(L), 2, and 3(R) represent values of the dihedral angles that are consistent with a lefthanded threefold helical conformation, a twofold helical conformation, and a right-handed threefold helical conformation, respectively; a twofold helical conformation inherently does not have a handedness to it. The dashed contours represent conformations that have the indicated repeat period per anhydroglucose unit; the innermost represents a period of 5.25 A˚ corresponding to 10.5 A˚ per anhydrocellobiose unit. The two dotted lines indicate conformations corresponding to values of 2.5 and 2.8 A˚ for the distance between the two oxygen atoms anchoring the intramolecular hydrogen bond between the C3 hydroxyl group of one anhydroglucose unit and the ring oxygen of the adjacent unit; the values bracket the range wherein hydrogen bonds are regarded as strong. The two domains deﬁned by solid lines on either side of the twofold helix line (n=2) represent the potential energy minima calculated by Rees and Skerret for the diﬀerent conformations of cellobiose. Finally, the points marked by J and W represent the structures of cellobiose determined by Chu and Jeﬀries [24] and the structure of methyl h cellobioside determined by Ham and Williams [25]. The key point to be kept in mind in relation to this diagram is that structures along the twofold helix line and with a repeat period of 10.3 A˚ per anhydrocellobiose unit possess an unacceptable degree of overlap between the van der Waals radii of the protons on either side of the glycosidic linkage. Consideration of these issues together with the results of the Raman spectral observations led to exploration of the possibility that small departures from the twofold helix structures may be small enough that the conformation was still approximated by a twofold helix. Some plausible alternatives were explored. One was motivated by the comparisons of the Raman spectra of cellulose II and of cellobiose in the O–H stretching region [30]. The latter showed a single sharp band superimposed on a broader background, and the band was identiﬁed with the O–H stretching vibration of the isolated intramolecular hydrogen bond revealed in the crystal structure [24]; it occurs between the hydroxyl group on C3 of the reducing anhydroglucose unit and the ring oxygen of the nonreducing unit. The spectrum of cellulose II revealed two such sharp bands in the same region; similar bands were observed in the spectra of the cello-oligodextrins [18]. As the frequency at which such bands occur is very sensitive to the distance between the oxygen atoms anchoring the hydrogen bond, it appeared that the structure of cellulose II must incorporate intramolecular hydrogen bonds with two distinct values of the O–O distance. This led to the proposal that successive units in the structure are not equivalent, and that, as a consequence, alternating glycosidic linkages have diﬀerent sets of dihedral angles deﬁning their coor-
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dinates [30]. Thus, the dimeric anhydrocellobiose was regarded as the repeat unit of physical structure rather than the anhydroglucose unit. These conclusions, based on the Raman spectra in the O–H region, were conﬁrmed when the solid-state 13C NMR spectra became available [31] as splittings were observed in the resonances associated with C1 and C4, which anchor the glycosidic linkage. The occurrence of these splittings is indicative of the presence of nonequivalent glycosidic linkages within the structure; the NMR spectra will be considered in greater detail in a subsequent section. Upon further reﬂection, it was recognized that when alternating glycosidic linkages are admitted as an option, and when anhydrocellobiose is viewed as the repeat unit of structure, the alternating glycosidic linkages need not have the same sense of departure from the twofold helix. That is, it was now possible to consider structures wherein the nonequivalent glycosidic linkages are alternating lefthanded and right-handed departures from the twofold helix. Such structures would be ribbonlike and could appear to approximate the twofold helix. The proposal incorporating the alternating glycosidic linkage has the advantage that it can be reconciled with much of the diﬀractometeric data. If the departure from twofold helical symmetry is relatively small, it may account for the weakness of the reﬂections that are disallowed by the selection rules of space group P21. Based on the considerations outlined, the model that was adopted as a basis for continuing explorations of the spectra of cellulose was based on the proposal that the glycosidic linkages alternated between small left-handed and right-handed departures from the twofold helical conformation. Thus, diﬀerences between the conformations of celluloses I and II now had to be understood in terms of diﬀerences in the internal organization of the anhydrocellobiose units that were the basic units of structure [32,33]. In search of a rationalization of the changes in the internal organization of the cellobiose unit associated with the transition from cellulose I to cellulose II, Atalla drew on an analogy with the structures of cellobiose and methyl h cellobioside, which are represented in Fig. 3. The methyl h cellobioside, which has values of the dihedral angles corresponding to a right-handed departure from the twofold helix, also has a bifurcated intramolecular hydrogen bond in which the proton from the C3 hydroxyl group appears to be located between the ring oxygen and the primary alcohol oxygen at C6 of the adjacent unit. This bifurcation is in part responsible for the absence of a sharp OH band in the OH region of the spectrum of the methyl h cellobioside. Atalla suggested that such bifurcated intramolecular hydrogen bonds may occur in connection with every other glycosidic linkage in a molecule of native cellulose; these bifurcated hydrogen bonds would be associated with those glycosidic linkages that have values of the dihedral angles representing right-handed departures from the twofold helix in a manner not unlike those in methyl h cellobioside. The action of mercerizing agents was seen as resulting in the disruption of the bifurcated OH bonds, thus, allowing the glycosidic linkages to relax to slightly greater departure from the twofold helix [22,23]. Such an
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Figure 3



Structure of h-cellobiose and h-methylcellobioside.



explanation would also be consistent with the observation that the two HCH bending bands in the Raman spectra of native celluloses collapse into a single band upon mercerization, suggesting a nonequivalence of the two primary alcohol groups in native cellulose and a shift closer to equivalence upon mercerization. It is also consistent with the greater splitting of the resonances associated with C1 and C4 seen in the solid-state 13C NMR spectra of cellulose II to be discussed in the following section. While the evidence supporting this proposal is strong, it is not conclusive and, thus, awaits further conﬁrmation. Atalla also introduced the terms kI and kII to designate the conformations corresponding to celluloses I and II; the term k0 was introduced to describe cellulose in a disordered state [34].



B. Solid-State 13C NMR Spectra and the Two Forms of Native Cellulose Ia and Ih Although applied to cellulose later than Raman spectroscopy, high-resolution solid-state 13C NMR has provided perhaps the most signiﬁcant new insights regarding the structures of cellulose, particularly in its native state. The development of high-resolution solid-state NMR spectroscopy and its application to polymeric materials grew from complementary application of a number of procedures that had been developed in NMR spectroscopy. The ﬁrst is proton carbon cross-polarization (CP) that is used to enhance sensitivity to the low abundance 13C nucleus. This was combined with high-power proton decoupling to
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Figure 4 13C CP-MAS spectrum of cotton linters. The horizontal bars indicate the spectral ranges of the corresponding carbon sites in the anhydroglucose monomer unit of cellulose.



eliminate the strong dipolar interaction between the 13C nuclei and neighboring protons. Finally, the angular dependence of the chemical shift, or chemical shift anisotropy, is overcome by spinning the sample about an axis at a special angle to the direction of the magnetic ﬁeld, commonly referred to as the magic angle, the procedure denoted by (MAS). The combined application of these procedures, usually designated by (CP/MAS), results in the acquisition of spectra that contain isotropic chemical shift information analogous to that obtained from liquidstate 13C NMR with proton decoupling. In summary, the most important characteristic of the spectra acquired using the (CP/MAS) 13C NMR technique is that, if they are acquired under optimal conditions, they can have suﬃcient resolution so that chemically equivalent carbons occurring in magnetically nonequivalent sites can be distinguished. In the present context, the corresponding carbons in diﬀerent anhydroglucose units would be regarded as chemically equivalent. If they are not also symmetrically equivalent, that is, if they occur in diﬀerent environments or if the anhydroglucose rings possess different conformations, within the rings, or at the glycosidic linkage, or at the primary alcohol group, the carbons will not have magnetically equivalent environments and will, therefore, result in distinctive resonances in the NMR spectrum. The fundamental challenge in the application of this method is to achieve a level of resolution suﬃcient to distinguish nonequivalences between chemically equivalent carbons, because the magnetic nonequivalence can result in variations in the chemical shift that are small relative to the shifts determined by the primary chemical bonding pattern. Another important feature of the (CP/MAS) 13C NMR technique is that, for a system such as cellulose, which consists of rather rigid hydrogen-bonded molecules and in which all carbons have directly bonded protons, the relative intensities of the resonances are expected to correspond to the proportion of the particular carbons giving rise to them. Thus, the intensities arising from each of the six carbons in the anhydroglucose ring are expected to be equal. This is an important characteristic that is central to
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the analysis and interpretation of the information contained within the spectra. The ﬁrst applications of the new technique to cellulose [31,35] demonstrated resolution of multiple resonances for some of the chemically equivalent carbons in the anhydroglucose units. It became clear that rationalization of the spectra that were observed would provide valuable additional information concerning the structure of the celluloses investigated. The ﬁrst step in such a rationalization was the assignment of the resonances that appear in the spectra. The assignments, which have been discussed in a number of reports [31,35–40], were based on comparisons with solution spectra of cello-oligosaccharides and of a low-DP cellulose [41]. They are indicated in Fig. 4, which shows a spectrum of cotton linters [42]. Beginning at the upﬁeld part of the spectrum, the region between 60 and 70 ppm is assigned to C6 of the primary alcohol group. The next cluster of resonances, between 70 and 81 ppm, is attributed to C2, C3, and C5, the ring carbons other than those anchoring the glycosidic linkage. The region between 81 and 93 ppm is associated with C4, and that between 102 and 108 ppm with C1, the anomeric carbon. In one of the ﬁrst reports on the application of the technique to studies of diﬀerent celluloses, the splittings of the resonances of C4 and C1 in the spectrum of cellulose II (Fig. 5) were regarded as conﬁrmation of the occurrence of nonequivalent glycosidic linkages that had earlier been proposed on the basis of the comparison of the Raman spectra of cellulose II and of cellobiose in the O–H stretching region [31]. These splittings were also observed in the CP/MAS spectra of the cello-oligodextrins, which crystallize in a lattice very similar to that of cellulose II. In that context the splittings were attributed to the occurrence of



Figure 5 CP/MAS 13C spectrum of high-crystallinity cellulose II recorded at relatively low resolution. Chemical shifts are shown in parts per million relative to Me4Si. Assignment of the C-1, C-4, and C-6 resonances are based on pertinent liquid-state spectra.



130



nonequivalent cellulose molecules in the same unit cell [38]. However, such an interpretation leaves open the question as to why the resonances for carbons 2, 3, and 5, do not display similar splittings. If the splittings were indeed due to nonequivalent molecules, it would be anticipated that those carbons nearest to the boundaries of the molecule would be the most aﬀected. The carbons anchoring the glycosidic linkage, that is C1 and C4, are the ones most removed from adjacent molecules, yet they also display the greatest splittings. Interpretation of the spectra of native celluloses presented an even more challenging task. In the spectrum of cotton linters (Fig. 4), the two resonance regions associated with C6 and C4 include sharper resonances overlapping broader upﬁeld wings. After excluding the possibility that the broader wings could arise entirely from molecular mobility [35,36], the wings were attributed to cellulose chains in two categories of environment. The ﬁrst includes all chains located at the surfaces of cellulose microﬁbrils, which, because of their occurrence at the boundary, are less constrained with respect to the conformations they can adopt. The surfaces are regarded as regions of limited twodimensional order. The importance of this category of order had earlier been demonstrated in a study of diﬀerent native celluloses undertaken by Earl and VanderHart [36]. The celluloses had natural ﬁbril diameters varying between 3.5 and 20 nm, and it was shown that the areas of the upﬁeld wings of C4 and C6 declined as the surface-tovolume ratio declined. The second category of environments contributing to the upﬁeld wings is that of chains in regions within which the incoherence of order is not limited to two dimensions. Here, the dispersion of the frequencies at which resonances occur may arise from conformational diﬀerences, variations in bond geometries, changes in hydrogen bonding patterns, and nonuniformities in neighboring chain environments. These possibilities arise because in such regions the molecular chains are free to adopt a wider range of conformations than the ordering in a crystal lattice or its boundaries would allow. Although the obvious upﬁeld wings of the C4 and C6 resonances are the most direct evidence for the cellulose chains in less-ordered environments, it is expected that the chains in these environments make similar contributions to the resonance regions associated with the other carbons. In the region of C1, the contribution appears to be primarily underneath the sharper resonances, although a small component appears to extend toward 104 ppm. Similarly, it is expected that the contribution from chains in the lessordered environments underlie the sharper resonances of the C2, C3, and C5 cluster. The relative contributions of the two categories of environment to the intensities of the upﬁeld wings were assessed in a careful analysis of the C4 wing [42]. It was demonstrated that part of the wing could be correlated with the range of the C4 resonance in amorphous cellulose prepared by ball milling. It was therefore assigned to cellulose chains occurring in the second type of environment, that is, domains wherein the incoherence of order is extended in all three dimensions. The other part of the wing was attrib-
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uted to chains at the surfaces of the ﬁbrils and, on the basis of these comparisons, it was concluded that approximately 50% of the wing is contributed by cellulose chains in each of the two types of less-ordered environments described in the preceding paragraph. Although the upﬁeld wing of C4 is the basis of this allocation of intensities, it can be assumed that the relative contributions are similar for the upﬁeld wing of C6 and for the component that appears to underlie the sharper resonances at C1. It is also expected that these domains contribute to the total intensity of the C2, C3, and C5 cluster between 70 and 81 ppm. The sharper resonances in the C6 and C4 regions, centered at 66 and 90 ppm, respectively, each appear to consist of more than one resonance line, although the resolution is not suﬃcient to distinguish the components well. The C6 resonance seems to include at least two components while the C4 resonance appears to include three closely spaced component lines. These multiplicities were interpreted as arising from carbons in cellulose molecules within the interior of crystalline domains and are therefore taken as evidence of the occurrence of chemically equivalent carbons in diﬀerent magnetic environments within the crystalline domains. The region between 102 and 108 ppm, attributed to C1, also reveals multiplicity and sharp resonance features. Here, however, the shoulder is very limited. It appears that the resonances associated with the two categories of disordered domains described above lie underneath the sharp resonances associated with the interior of the crystalline domains. It can be concluded that, in most instances, the dispersion of frequencies associated with the disorder is small relative to the shift associated with the character of the anomeric carbon C1, while that is not the case for the shifts associated with C4 and C6. One possible rationalization may be that, because of the anomeric eﬀect, the internal coordinates surrounding C1 are much less ﬂexible within the range of possible conformational variations than are the other internal coordinates. In search of a rationalization of the splittings observed in the sharp resonances, (CP/MAS) 13C NMR spectra of a wide variety of samples of cellulose I were recorded. Some of these are shown in Fig. 6. They include ramie ﬁbers (a), cotton linters (b), hydrocellulose prepared from cotton linters by acid hydrolysis (c), a low-DP regenerated cellulose I (d), cellulose from Acetobacter xylinum (e), and cellulose from the cell wall of Valonia ventricosa (f), an alga. While similar observations were reported in a number of studies [31,32,36–40], their implications with respect to structure were more fully developed in the work of VanderHart and Atalla [42,43], which provides the basis for the following discussion. All of the spectra shown in Fig. 6(A–F) are of celluloses that occur in relatively pure form in their native states and require relatively mild isolation procedures. The most striking feature in these spectra, when viewed together, is the variation in the patterns of the multiplets at C1, C4, and C6. These resonances, which are viewed as arising from chains in the interior of crystalline domains, appear to be unique to the particular celluloses; among the native forms
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Figure 6 13C CP-MAS spectra of several cellulose I samples: (a) ramie; (b) cotton linters; (c) hydrocellulose from cotton linters; (d) a low-DP regenerated cellulose I; (e) Acetobacter xylinum cellulose; (f ) Valonia renrricosa cellulose. Note the varied ﬁne structure particularly at C-1 and C-4. Signal-to-noise variation due to limited amount of some samples. In that instance more polyethylene was added so the side band intensity increased. No line broadening or resolution enhancement techniques were applied in the acquisition of the spectra (after VanderHart and Atalla).



they appear to be distinctive of the source species. The ﬁrst attempt to rationalize the spectra was in terms of information that they might provide concerning the unit cell of the structure of cellulose I. However, it soon became obvious that such a rationalization was not possible because the relative intensities within the multiplets were not constant, nor were they in ratios of small whole numbers as would be the case if the same unit cell prevailed throughout the crystalline domains. The conclusion was that the multiplicities were evidence of site heterogeniety within the crystalline domains and that therefore native celluloses must be composites of more than one crystalline form. Further rationalization of the spectra required a careful analysis of the mutliplets at C1, C4, and C6, and the variations of the relative intensities of the lines within each multiplet among the spectra of the diﬀerent celluloses. In addition to excluding a single crystal form on the basis of the considerations noted above, it was also possible to exclude the possibility of three diﬀerent forms with each contributing a line to the more complex multiplets. Thus, a decomposition of the spectra on the basis of two distinct crystalline forms was pursued. The results of the decom-



position are shown as spectra (b) and (c) in Fig. 7, and were designated as the Ia and Ih forms of native cellulose; this designation was chosen in order to avoid the possibility of confusion with the IA and IB forms that had earlier been deﬁned in terms of diﬀerences in the appearance of the O– H bands in diﬀerent types of native celluloses [44,45]. Spectrum (A) was acquired from a high-crystallinity sample of cellulose II and is included so as to distinguish the heterogeniety of crystalline forms occuring in the diﬀerent forms of cellulose I from the long-known polymorphic variation of the crystallinity of cellulose. Spectra b and c in Fig. 7 were in fact derived from appropriate linear combinations of the spectra of the lowDP cellulose I (d) and of the A. xylinum cellulose (e) in Fig. 6. Although they represent the best approximations to the two forms of cellulose postulated, they cannot be regarded as representative of the pure forms as they do not adequately reﬂect the component of the cellulose at the surfaces of the crystalline domains. Spectrum 7B does have some intensity in the upﬁeld wings of C4 and C6, but spectrum 7C has very little evidence of such wings. There is very little question, however, that the sharp components of
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Figure 7 Comparison of the 13C CP-MAS spectrum (a) of a low-DP cellulose II sample and the spectra (b) and (c) corresponding, respectively, to the two proposed crystalline forms of cellulose I, namely Ia and Ih. Spectra (b) and (c) were obtained by taking linear combinations of the low-DP and Acetobacter cellulose spectra. Discontinuities in spectra (b) and (c) occur where the polyethylene sidebands would have appeared. The Ia spectrum still contains a signiﬁcant amount of non-Ia resonances as shown by the visible C-4 and C-6 upﬁeld wings. Multiplicities of the C-1, C-4, and C-6 narrower resonances ought to indicate unit cell inequivalences.



spectra 7B and 7C include the key features in the spectra of the Ia and Ih forms. It is of interest to note here that among the distinct resonances of the Ia form at C1, C4, and C6, only the one at C4 appears to be split, while for the Ih form all three resonances associated with these carbons show splitting, with the one at C1 the most pronounced. In an eﬀort to further validate the proposal that the Ia and Ih forms were the primary constituents of native celluloses, VanderHart and Atalla [46] undertook another extensive study to exclude the possibility that experimental artifacts contributed to the key spectral features assigned to the two forms. A number of possible sources of distinctive spectral features were explored. The ﬁrst was the question whether surface layers associated with crystalline domains within particular morphological features in the native celluloses could give rise to features other than those of the core crystalline domains. The second was whether variations in the anisotropic bulk magnetic susceptibility
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associated with diﬀerent morphologies could contribute distinctive spectral features. Exploration of the spectra of higher plant celluloses with diﬀerent native morphologies revealed very little diﬀerence in the essential features of the spectra, even after the samples had been subjected to acid hydrolysis. Furthermore, it was concluded that the Ia component of higher plant celluloses was suﬃciently low that some question was raised as to whether it occurs at all in these higher plant celluloses. In this context, it was also concluded that without the Ia component in higher plant celluloses, the lineshapes of the Ih form at C4 could only be reconciled with a unit cell possessing more than four anhydroglucose residues per unit cell. Attention was then directed to analysis of the spectra of algal celluloses, wherein the Ia component is the dominant one. Relaxation experiments conﬁrmed that the essential spectral features identiﬁed with the two crystalline forms of cellulose were characteristic of the core crystalline domains; when measurements were conducted such that magnetization of the surface domains was ﬁrst allowed to undergo relaxation, very little change in the spectral features was observed. The relaxation experiments suggested that domains consisting of both the Ia and Ih forms have equal average proximity to the surface. One possible interpretation of these observations, that the two forms are very intimately mixed, was ruled out at that time on the basis of hydrolysis experiments the results of which are now in question. Two groups of modifying experiments were carried out with the algal celluloses. In the ﬁrst, the algal celluloses were subjected to severe mechanical action in a Waring blender. In the second, the algal celluloses were subjected to acid hydrolysis, in 4 N HCl for 44 h at 100jC. While the mechanical action resulted in some reduction in the proportion of the Ia form, the acid hydrolysis resulted in a dramatic reduction, suﬃcient indeed to make the spectra seem like those of the higher plants, except that the resolution of the spectral lines was much enhanced relative to that observed in the spectra of even the purest higher plant celluloses. The samples subjected to hydrolysis, wherein the recovery varied between 12% and 22%, were examined by electron microscopy and shown to have lateral dimensions not unlike those of the original samples. These observations were interpreted to imply that the Ia form is more susceptible to hydrolysis than the Ih form. An earlier study of the eﬀect of hydrolysis, under similar conditions but for only 4 h, had been carried out with cellulose from Rhizoclonium heiroglyphicum with no discernible eﬀect on the spectra [47]. The diﬀerence in duration of the hydrolysis may well have been the key factor. Both of these observations and their interpretations had been presented, however, before it was recognized that exposure of celluloses with relatively high contents of the Ia form to elevated temperatures can result in its conversion to the Ih form [48]. When the possibility that the Ia content of the algal cellulose had been converted to the Ih form is taken into account, the results of the relaxation experiments of VanderHart and Atalla cited above can be reinterpreted as indicating
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standing the diﬀerences between them and their relationship to each other within the morphology of native cellulosic tissues. A number of complementary approaches were pursued by diﬀerent investigators in the search for answers. Some were based on further application of solidstate 13C NMR to the study of diﬀerent celluloses as well as to celluloses that had been subjected to diﬀerent modifying treatments. Others were based on application of Raman and infrared spectroscopy to new classes of cellulosic samples. Still, others were based on reﬁnement of electron microscopic and electron diﬀractometric methods. Results of these investigations will be presented in summary.



A. Raman and Infrared Spectra Figure 8 Alternative candidates for the spectra of cellulose Ia (top) and Ih (bottom) derived from linear combinations of the spectra of Ia-rich Cladophera glomerata, before and after acid hydrolysis, which resulted in a Ih-rich cellulose.



intimate mixing of the Ia and Ih forms within the crystalline domains of the algal celluloses. VanderHart and Atalla also took advantage of the spectra derived from the acid hydrolyzed samples of the algal cellulose to generate more highly resolved representative spectra of the Ia and Ih forms. These are shown in Fig. 8, where it is clear that even in the spectrum representative of the Ia form the upﬁeld wings of the C4 and C6 resonances are reduced to a minimum. With the completion of this study by VanderHart and Atalla, most of the questions about the possibility that the spectral features were the results of artifacts were put to rest, and the hypothesis that all native celluloses belong to one or to a combination of these forms was generally accepted. With the above resolution of the questions concerning the nature of native celluloses in mind, it was possible to classify these celluloses with respect to the relative amounts of the Ia and Ih forms occurring in the celluloses produced by particular species. It emerged in these early studies that the celluloses from more primitive organisms such as V. ventricosa and A. xylinum are predominantly of the Ia form, while those from higher plants such as cotton and ramie are predominantly of the Ih form. As noted earlier, the nomenclature chosen was intended to avoid confusion with the IA and IB forms previously used to classify the celluloses on the basis of their infrared spectra in the OH stretching region. In relation to that classiﬁcation, the NMR spectra suggest that the IA group has the Ia form as its dominant component, while the IB group is predominantly of the Ih form.



IV. FURTHER STUDIES OF STRUCTURES IN CELLULOSE With the wide acceptance of the proposal of the two crystalline forms (Ia and Ih) came the challenge of under-



The categorization of native celluloses into the IA and IB group by Howsmon and Sisson [44] and Blackwell and Marchessault [45] on the basis of the appearance of the OH stretching region of their infrared spectra suggested that the hydrogen bonding patterns within the crystalline domains may be part of the key to the diﬀerences between the two forms of native cellulose. This was, in fact, conﬁrmed in the course of more detailed investigations of the Raman spectra carried out on single oriented ﬁbers of native celluloses [49] and in a comprehensive study of the infrared spectra of a number of celluloses of the two forms [50]. The Raman spectral investigations were part of a broader study directed primarily at rationalizing the bands associated with the skeletal vibrational motions and at exploring the diﬀerences between celluloses I and II [49]. They diﬀered from earlier Raman spectral studies in that the spectra were recorded with a Raman microprobe on which individual ﬁbers could be mounted for spectral investigation. With this system, it was also possible to explore the variation of the intensity of the bands as the polarization of the exciting laser beam was rotated relative to the axis of the ﬁbers. The observed spectra are shown in Figs. 9 and 10, each of which includes six spectra. Fig. 9 shows the region between 250 and 1500 cm 1, while Fig. 10 shows the region above 2600 cm 1; the region between 1500 and 2600 cm 1 does not contain any spectral features. The spectra in Figs. 9 and 10 are of native and mercerized ramie ﬁbers and of native V. ventricosa, and they are recorded with both parallel and perpendicular polarization of the exciting laser beam. Those identiﬁed as 0j spectra were recorded with the polarization of the electric vector of the exciting laser beam parallel to the direction of the ﬁber axes, while those identiﬁed as 90j spectra were recorded with the polarization of the electric vector of the laser perpendicular to the ﬁber axes. The ramie ﬁbers are known to have the molecular chains parallel to the ﬁber axes; the V. ventricosa ﬁbers were prepared by drawing the cell wall so as to align the microﬁbrils within it. A number of features in the spectra are noteworthy with respect to earlier discussions. The ﬁrst is a comparison of the spectra of V. ventricosa and ramie. It is clear that, apart from a broadening of the bands in the ramie spectra, because of the smaller lateral dimensions of the
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the polarization of the exciting radiation is parallel to the chain direction. The sensitivity of the Raman spectra to the orientation of an intramolecular vibrational motion is also illustrated in the intensity of the methine CH stretching band at about 2889 cm 1. It is most intense with the electric vector of the exciting radiation at 90j to the chain axis, an orientation that is parallel to that of the methine C–H bonds of the pyranose rings. Finally, in light of the discussion of the nonequivalence of adjacent anhydroglucose units and the corresponding nonequivalence of alternating glycosidic linkages, the OH region in the 0j spectrum of the mercerized ramie is of particular interest. It shows the two distinct sharp bands that provide evidence of the presence of isolated nonequivalent intramolecular hydrogen bonds in agreement with the alternating glycosidic linkages along the chain; the hydrogen bonds are oriented parallel to the chain direction. This alternation clearly stands out most distinctly in cellulose II. These distinct bands cannot be attributed to nonequivalent chains as the diﬀerence in frequency implies a diﬀerence in the O–O distances between the oxygen atoms anchoring the hydrogen bond, as well as



Figure 9 Comparison of the Raman spectra from Valonia, ramie, and mercerized ramie (low-frequency region). Spectra were recorded with the electric vector at both 0j and 90j.



crystalline domains, the spectra are very similar except in the OH stretching region. This was interpreted as evidence that the chain conformations in both the Ia and Ih forms are the same, but that the hydrogen bonding patterns between the chains are diﬀerent within the two forms. This interpretation is more clearly demonstrated in a comparison of the spectra of V. ventricosa and Halocynthia to be presented below. The second feature worthy of note is the dramatic diﬀerence between the spectra of native (cellulose I) and mercerized (cellulose II) ramie ﬁbers, particularly in the low-frequency region, which is inaccessible to most infrared spectrometers. This was taken as further conﬁrmation that the conformations of cellulose I and cellulose II must diﬀer suﬃciently to result in signiﬁcant alteration of the coupling patterns between the internal vibrational modes of the pyranose rings in the molecular chains. It is also interesting, in this connection, to compare the intensities of the band at 1098 cm 1 in the spectra of the two forms of ramie. The band is clearly less intense in the spectrum of the mercerized sample, suggesting that a conformational change, which reduces the coupling of the skeletal motions, has occurred. The 1098-cm 1 band is the strongest skeletal band and it is the most intense feature in the spectrum when



Figure 10 Comparison of the Raman spectra from Valonia, ramie, and mercerized ramie (high-frequency region). Spectra were recorded with the electric vector at both 0j and 90j.
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a diﬀerence in the dihedral angles w and / of the associated glycosidic linkages. Nonequivalent chains would have diﬀerent periods in the chain direction if they were to possess twofold helical symmetry. The infrared spectral studies of the Ia and Ih forms were carried out by Sugiyama et al. [50] on a number of diﬀerent native celluloses of both forms. Furthermore, it included examination of a number of Ia-rich celluloses that were converted to the Ih form through the annealing process ﬁrst reported by Yamamoto et al. [51]. To complement the infrared spectra, Sugiyama et al. [52] recorded electron diﬀraction patterns for the samples, which allowed classiﬁcation of the celluloses through comparison with the diﬀraction patterns acquired in an earlier electron diﬀractometeric study to be discussed in greater detail in a subsequent section. The key ﬁnding emerging from the examination of the infrared spectra of the diﬀerent forms was that the only diﬀerences noted were in bands clearly associated with the OH group. This was also true of the changes observed upon conversion of the Ia form to the Ih form through annealing. The bands associated with both the diﬀerences in native forms and with the eﬀects of transformation were observed in both the O–H stretching region above 3000 cm 1 and the O–H out-of-plane bending region between 650 and 800 cm 1. It was reported that spectra of the Ia form had distinctive bands at 3240 and 750 cm 1, while the spectra of the Ih form had distinctive bands at 3270 and 710 cm 1. Furthermore, it was observed that the band at 3240 cm 1 appears to be polarized parallel to the direction of the ﬁbril orientation while the band at 3270 cm 1 is not polarized. Among the low-frequency bands, the one at 710 cm 1
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appears to be polarized perpendicular to the ﬁbril direction, while the one at 750 cm 1 is not polarized. It was also observed that upon transformation of the Ia-rich celluloses to the Ih form through annealing, the corresponding bands changed accordingly. The authors concurred with the interpretation of the diﬀerences between the two forms suggested by Wiley and Atalla, and concluded that the Iato-Ih transformation primarily corresponded to a rearrangement of the hydrogen bond system within the structures and that the two structures appeared to have very similar conformations. The infrared spectral studies by Sugiyama et al. are particularly interesting because they included the spectra of both Valonia and Halocynthia, the Raman spectra of which have been investigated at high resolution [53]. The Raman spectra of Valonia macrophysa and Halocynthia (tunicate) celluloses obtained by Atalla et al. [53] are shown in Fig. 11. These particular spectra are of interest because V. macrophysa is known to be predominantly the Ia form while Halocynthia is predominantly of the Ih form. Comparison of their spectra can be more rigorous than was possible in the earlier work of Wiley and Atalla [49] because the lateral dimensions of the ﬁbrils of both forms are of the order of 20 nm, with the result that their spectra show equal resolution of the bands in all regions of the spectrum. It is to be noted that their spectra are essentially identical in all of the regions associated with skeletal vibrations of all types as well as regions associated with most of the vibrations involving CH bonds, whether in the bending or stretching regions. Indeed, the primary diﬀerences between the two spectra are in the broad complex bands occuring in the OH stretching region, and these diﬀerences



Figure 11 Raman spectra of Ia-rich Valonia and Ih-rich Haleynthia celluloses. Because both have ﬁbrils of large lateral dimensions, the spectra of both are well resolved and provide a better basis comparison of the spectra of Ia-rich and Ih-rich celluloses.
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are not unlike those noted in the earlier Raman spectral studies described above. In addition, the weak band at about 840 cm 1 in the spectrum of V. macrophysa has no corresponding band in the spectrum of Halocynthia; this is the band attributed to the out-of-plane bending vibrations of hydrogen-bonded OH groups. There are also minor diﬀerences in the relative intensities of the methylene CH stretches and HCH bending vibrations, but these are the natural consequences of diﬀerent hydrogen bonding patterns for the hydroxyl group at C6. Comparison of the two spectra reinforces the interpretation presented earlier, on the basis of spectra in Figs. 9 and 10, concluding that the only diﬀerence between the Ia and Ih forms is in the pattern of hydrogen bonding. Thus, the Raman spectral comparison of the two forms is entirely consistent with that reported for the infrared spectra of these highly crystalline celluloses. It must be kept in mind, of course, that the bands associated with OH group vibrations are not expected to coincide in the Raman and infrared spectra; because of the diﬀerent bases for activity in the two diﬀerent spectral approaches to measurement of vibrational frequencies, Raman active vibrational modes are frequently silent in the infrared and vice versa. This, of course, is true for the skeletal bands as well. In view of the considerable variation observed in the Raman spectra of celluloses as a result of changes in molecular conformations, there can be little question that the spectra in Fig. 11 indicate that the conformations of the cellulose molecules in Valonia and Halocynthia are essentially identical. It is also important to note that the Raman spectra of the celluloses from V. macrophysa and V. ventricosa, both of which have been used in diﬀerent studies as representatives of the Ia form, are eﬀectively indistinguishable in all regions of the spectra. This is also true of the Raman spectra of celluloses from the algae Cladophera glomerata and Rhizoclonium heirglyphicum, which have also been used in many studies as representative of celluloses that are predominantly of the Ia form. In summary, the Raman and infrared spectral studies undertaken after the discovery of the composite nature of native celluloses point to the conclusion that the only diﬀerence between the two forms is in the pattern of hydrogen bonding between chains that possess identical conformations. Yet electron microscopic and electron diﬀractometric studies, to be described in greater detail in a following section, have led to conclusions that the two forms represent two crystalline phases with diﬀerent crystal habits [52]. It is therefore important to consider what information may be developed from the vibrational spectra with regard to this question. The key conclusion drawn from the electron diﬀractometeric data was that the Ia form represents a triclinic phase with one chain per unit cell, while the Ih form represents a monoclinic phase with two chains per unit cell. Furthermore, the symmetry of the monoclinic phase appeared to be that of space group P21. It has been recently recognized [53] that such a proposal is not consistent with the vibrational spectra. While it was not possible to have full conﬁdence in this conclusion based on the earlier
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spectral data because of the diﬀerences in the level of resolution between the spectra of ramie and Valonia celluloses, the spectra shown in Fig. 11 are of suﬃciently high resolution and suﬃciently similar that the comparisons can indeed be made with conﬁdence. The key issue is that when crystal structures possess more than one molecule per unit cell, and the molecules have the same vibrational frequencies, the vibrational modes of the unit cell become degenerate. Under these circumstances, couplings will arise between equivalent modes in the diﬀerent molecules, and it is generally observed that such couplings result in splittings of the bands associated with key vibrational modes. The type of coupling that is relevant in the case of cellulose is that described as correlation ﬁeld splitting [54]. This eﬀect arises because, as a result of the coupling, the vibrations of a particular mode in the two molecules will now occur at two frequencies that are diﬀerent from those of the isolated molecule; one of the two new frequencies will have the modes in the two diﬀerent molecules in phase with each other, while the other will have the modes out of phase with each other. Such correlation ﬁeld eﬀects result in doublets with a splitting of 10–15 cm 1 in some modes of crystalline polyethylenes having two chains per unit cell. Because no evidence of such splittings occurs in the Halocynthia spectrum shown in Fig. 11, it must be concluded that the Ih form cannot have more than one molecule per unit cell. Nor can it be suggested that the two molecules in a monoclinic unit cell are nonequivalent and may have modes that are at diﬀerent frequencies, because the skeletal bands in the Halocynthia spectrum are essentially identical to those in the Valonia spectrum. Furthermore, this similarity was also reported in the infrared spectra observed by Sugiyama et al. (cited earlier). Thus, it is clear that the vibrational spectra, both Raman and infrared, point to the conclusion that both the Ia and Ih forms have only one molecule per unit cell. This conclusion of course raises the question as to why the crystallographic data have been viewed for so long as pointing to a two-chain unit cell with the symmetry of space group P21. This is an issue that is best addressed after the results of the electron diﬀractometric studies have been described in greater detail.



B. Solid-State
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C NMR Spectra



It is not surprising that the methodology that ﬁrst provided the basis for understanding the composite nature of native celluloses in terms of the Ia and Ih duality has continued to be the one most often used for seeking deeper understanding of the diﬀerences between native celluloses derived from diﬀerent biological sources. This has been facilitated by the greater availability of solid-state 13C NMR spectrometer systems and by the relative simplicity of the procedures for acquiring the spectra from cellulosic samples. The studies undertaken on the basis of further examination of the solid-state 13C NMR Spectra of celluloses are in a number of categories. The ﬁrst group is focused on further examination of the spectra of diﬀerent native celluloses, in part aided by mathematical procedures for
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deconvolution of the spectra or for resolution enhancement. Another group relies on exploring the spectral manifestations of native celluloses that have been modiﬁed in diﬀerent ways. Yet, a third approach is based on investigation of celluloses subjected to diﬀerent but wellknown procedures for inducing structural transformations in the solid aggregated state of cellulose. The group at the Kyoto University Institute for Chemical Research carried out important studies that were complementary to those undertaken by VanderHart and Atalla [42,43,45]. More recently, a number of other groups have made contributions. As a number of questions concerning the nature of the Ia and Ih forms remain outstanding, it is useful to begin with an overview of the ﬁndings of diﬀerent groups in this respect. These will then make it possible to view results of studies by using other methods in a clearer perspective. The early studies by the Kyoto University group have been well summarized in a report that addresses the key points that were the focus of their investigation [55]. In a careful analysis of the chemical shifts of the C1, C4, and C6 carbons in the (CP/MAS) spectra of monosaccharides and disaccharides for which crystallographic structures were available, Horii et al. recognized a correlation between the chemical shifts and the dihedral angles deﬁned by the bonds associated with these particular carbons. In particular, with respect to C6, they demonstrated a correlation between the chemical shift of the C6 resonance and the value of the dihedral angle v deﬁning the orientation of the OH group at C6 relative to the C4–C5 bond in the pyranose ring. This correlation is of value in the interpretation of the solid-state 13C NMR spectra with respect to structure as well as discussion of the implications of splittings of the C6 resonances observed in some of the spectra. Of even greater interest, in light of the discussions of deviations from twofold screw axis symmetry in some of the structures, it was observed that the chemical shifts of C1 and C4 are correlated with the dihedral angles about the glycosidic linkage. In particular, there was a correlation between the shift of C1 and the dihedral angle / about the C1–O bond, and a correlation between the shift of C4 and the dihedral angle w about the O–C4 bond. As the spectra published in the earliest studies did not have suﬃcient resolution to reveal the splittings of the resonances of C1 and C4, the possibility of occurrence of nonequivalent glycosidic linkages was not addressed at that time. In addition to the analysis of the correlation between the chemical shifts and the dihedral angles, the Kyoto group investigated the distribution of cellulosic matter between crystalline and noncrystalline domains on the basis of measurements of the relaxation of magnetization associated with the diﬀerent features of the spectra. By measurement of the values of the spin lattice relaxation times T1(C) associated with the diﬀerent spectral features, they developed a quantiﬁcation of the degree of crystallinity in the diﬀerent celluloses. They also undertook analysis of the lineshapes of the diﬀerent resonances, particularly that of the C4 resonance. The lineshape analysis was based
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on deconvolution of the spectral features into combinations of Lorentzian functions centered at the assigned shifts for the particular resonances. It is to be noted that the use of Lorentzian functions, which can be justiﬁed at a fundamental level in the case of spectra from molecules in solution, has no basis in any fundamental understanding of the phenomenology of acquisition of the solid-state 13C NMR spectra. However, because deconvolution into Lorentzians has been found to be a useful tool in assessing the spectral features in the spectra of cellulose, its use has continued. The qualiﬁcations that must be kept in mind when it is used have recently been addressed by VanderHart and Campbell [56]. In the early studies by Horii et al., all of the upﬁeld wing of the C4 resonance was attributed to molecules in noncrystalline domains. On this basis, the lineshape analysis of the C4 resonance of diﬀerent native celluloses did not seem consistent with the model proposed by VanderHart and Atalla [42] with respect to the composite nature of native celluloses. In later studies, when Horii et al. took note of the fact that, in the study by VanderHart and Atalla, approximately half of the upﬁeld wing of C4 in the spectra of higher plant celluloses was attributed to the surface molecules of crystalline domains, Horii et al. [57] indicated that their results conﬁrm the proposal of VanderHart and Atalla. It is to be noted that in their early reports in this area, Horii et al. used the designations Ib and Ia to designate the diﬀerent groups of celluloses in which the Ia and Ih forms were dominant. However, in their more recent studies, they have adopted the Ia and Ih designations that are designed to avoid the confusion with the categories ﬁrst introduced by Howsmon and Sisson discussed earlier. In pursuit of further understanding of the Ia and Ih duality, Horii et al. explored the eﬀects of transformative treatments on the solid-state 13C NMR spectra. The ﬁrst group of studies was directed at the eﬀects of annealing, ﬁrst in saturated steam [48], and later in aqueous alkaline solutions (0.1 N NaOH) selected to avoid hydrolytic decomposition of the cellulose [58,59]. In summary, the key ﬁndings were that the celluloses wherein the Ia form is dominant are substantially transformed into the Ih form when conditions are established so as to allow the transformation to be complete. The cellulose representative of the Ia form that was used for these studies was V. macrophysa. The eﬀects of the annealing treatment are demonstrated in Fig. 12, which shows the progression in the degree of conversion as the temperature of treatment is increased. Each of the treatments was for 30 min in the aqueous alkaline solution. These results, of course, point to the susceptibility of the Ia form to conversion to the Ih form, suggesting that the latter is the more stable form. To test this hypothesis, a sample of tunicate cellulose, which had earlier been shown to be of the Ih form by Belton et al. [60], was also annealed in an aqueous alkaline solution at 260jC; it showed little change as a result of the annealing [59]. Additional studies by the Kyoto group relied on the solid-state 13C NMR to explore the eﬀects of diﬀerent variables on the structure of cellulose [61]. It is in order,
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Figure 12 50-MHz CP/MAS 13C NMR spectra of Valonia cellulose annealed at diﬀerent temperatures in 0.1 N NaOH solution: (a) original; (b) 220jC; (c) 240jC; (d) 260jC.



in the present context, to brieﬂy note the results of one study in which celluloses from A. xylinum cultures were investigated. One of the variables explored was the temperature of the culture; it was observed that lower temperatures favored the formation of the Ia form at the expense of the Ih form. This ﬁnding raises a fundamental question regarding the possibility that the variation of the balance between the two forms is, in part, an adaptive response to changes in the environment. We follow with a commentary on the manifestations in the solid-state 13C NMR spectra of a broader category of structural changes induced by diﬀerent treatments known to alter the states of aggregation of cellulose. In selecting the investigations to be noted in our discussion, we will focus on studies that provide insight into the variations of the states of aggregation with the history of particular celluloses, both with respect to source and with respect to processes of isolation and transformation. In 1990, Newman and Hemingson [62] began to combine some additional methods of processing the 13C NMR spectral data with those that had been used previ-
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ously such as the monitoring of the value of T1(C) associated with the diﬀerent spectral features. While these procedures incorporate a signiﬁcant degree of empiricism, they have facilitated rationalization of the spectral features of a number of native celluloses and are therefore valuable contributions to the repertoire of methods available for interpreting the 13C NMR spectra of native celluloses. It must be noted, however, that the application of these methods has been complemented in the work of Newman and Hemingson, by a considerable degree of awareness of the complexity of the structures of both native and processed celluloses, so that their application by others needs to be approached with this awareness in mind. This work is described in the publications of Newman et al. [62–67], and has been presented in an overview elsewhere [1]. A diﬀerent approach to mathematical analysis of the solid state 13C NMR spectra of celluloses was introduced by the group at the Swedish Forest Products Laboratory (STFI) [68]. They took advantage of statistical multivariate data analysis techniques that had been adapted for use with spectroscopic methods. Principal component analysis (PCA) was used to derive a suitable set of subspectra from the CP/MAS spectra of a set of well-characterized cellulosic samples. The relative amounts of the Ia and Ih forms and the crystallinity index for these well-characterized samples were deﬁned in terms of the integrals of speciﬁc features in the spectra. These were then used to derive subspectra of the principal components, which in turn were used as the basis for a partial least squares analysis of the experimental spectra. Once the subspectra of the principal components are validated, by relating their features to the known measures of variability, they become the basis for analysis of the spectra of other cellulosic samples that were not included in the initial analysis. Here, again, the interested reader can refer to the original publications [68–71] or the overview presented earlier [1].



C. Electron Microscopic Studies The use of electron microscopy in the study of celluloses, particularly in their native state, has resulted in important advances beginning with investigations that were undertaken at the time of the introduction of the earliest electron microscopes. The early work has been ably reviewed by a number of authors [72,73]. Of particular note among these is the coverage of the subject in the treatise by Preston [74]. The earliest and most signiﬁcant observations, from a structural perspective, were those by Hieta et al. [75], in which they applied a staining method incorporating a chemistry that requires the presence of reducing end groups. They observed that when whole microﬁbrils of Valonia were viewed, only one end of each microﬁbril was stained. This clearly indicated that the molecular chains were parallel as the reducing ends of the cellulose chains occurred together at one end of the ﬁbrils. Had the structure been one with an antiparallel arrangement of cellulose chains, it would have been expected that the reducing end groups would occur with equal frequency at
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both ends of the microﬁbril with the result that both ends would be equally stained. The conclusions of Hieta et al. were independently conﬁrmed by another method introduced by Chanzy and Henrissat [76], wherein the microﬁbrils were subjected to the action of a cellobiohydrolase that is speciﬁc in its action on the nonreducing ends of the cellulose chains. They observed a clear narrowing of the tips of the microﬁbrils to a triangular form at only one end of each microﬁbril. In this instance, the action was at the nonreducing ends, but the observations were equally convincing evidence that the chains are aligned in a parallel arrangement in these microﬁbrils. These early studies were focused on microﬁbrils from algal celluloses that, because of their larger lateral dimensions, could be more easily visualized in detail. More recently, the technique of speciﬁc staining of reducing end groups was adapted for application to cotton microﬁbrils by Maurer and Fengel [77]. In addition to application of the technique to examination of native cellulose, Maurer and Fengel applied the method to examination of microﬁbrils of mercerized cellulose (cellulose II), for which they also observed staining at only one end of the microﬁbrils. This last observation, which indicates a parallel chain structure in cellulose II, is very much in contrast to the crystallographic models that point to an antiparallel structure for this form of cellulose. It reinforces the view that the structure of cellulose II still has many uncertainties associated with it, in spite of the many theoretical analyses that have attempted to rationalize the antiparallel form. In yet another important set of investigations by Sugiyama et al. [78–80], reported at approximately the same time, it was demonstrated that lattice images could be recorded from the microﬁbrils of V. macrophysa. The ﬁrst images captured were based on lateral observation of the microﬁbrils [78,79]. Later, the techniques were reﬁned to allow the acquisition of lattice images of cross sections of microﬁbrils [80]. The signiﬁcance of these observations was that it was now possible to demonstrate conclusively that the microﬁbrils are uniform in formation, and that there is no evidence that they are composed of smaller subunits aggregating together to form the individual microﬁbrils that are observed in the electron micrographs. Thus, the observations resolved some of the questions that had arisen earlier concerning the interpretation of electron micrographs of native celluloses [74,81]; the ﬁndings of Sugiyama et al. were the ﬁrst direct evidence that the approximately 2020-nm cross sections were not composed of distinguishable smaller subunits. It should be noted, however, that the electron diﬀraction processes responsible for formation of the lattice images are dominated by the organization of the heavy atoms in the molecular chains and would be insensitive to any nonuniformity in the hydrogen bonding patterns within the interior of the 20  20-nm ﬁbrils. The homogeneity of the microﬁbrils revealed in the lattice images is an issue that needs to be revisited in the context of discussions of biogenesis, for in each instance, the homogeneous crystalline domains clearly include a much larger number of
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cellulose chains than could possibly arise from the individual membrane complexes associated with the biogenesis of cellulose. Later studies by Sugiyama et al. were based on electron diﬀraction and were directed at addressing questions concerning the nature of the diﬀerences between the Ia and Ih forms of cellulose. In a landmark study [82], electron diﬀraction patterns were recorded from V. macrophysa in both its native state, wherein the Ia and Ih forms occur in their natural relative proportions, and after annealing using the process ﬁrst reported by Yamamoto et al. [51], which converts the Ia form into the Ih form. The native material, which is predominantly the Ia form, was shown to produce a complex electron diﬀraction pattern similar to that which had earlier led Honjo and Watanabe [83] to propose an eight-chain unit cell. In sharp contrast, the annealed sample, which is essentially all of the Ih form, produced a more simple and symmetric pattern that could be indexed in terms of a two-chain monoclinic unit cell. The observed patterns are shown in Fig. 13. Figure 13(a) shows the diﬀraction pattern of the native forms, while Fig. 13(b) shows how the diﬀraction pattern is transformed upon annealing. It is the latter that is identiﬁed with the Ih form and which has been interpreted to indicate a monoclinic unit cell. Figure 13(c) and (d) are schematic representations of the spots in the diﬀraction diagrams (a) and (b) and show more clearly how the diﬀraction pattern is transformed by annealing; the spots marked with arrows are the ones that disappear upon annealing. Upon separating the diﬀraction pattern of the Ih form from the original pattern, it was possible to identify the components of the original pattern that could be attributed to the Ia form, and it was found to correspond to a triclinic unit cell. In this ﬁrst report concerning the diﬀerences between the diﬀraction patterns of the Ia and Ih forms, the positioning of the chains within the monoclinic unit cell associated with the Ih form was left open. Two possibilities were regarded as consistent with the diﬀraction patterns, the ﬁrst with the twofold screw axes coincident with the molecular chains, the second with the twofold screw axes between the chains. Both possibilities were consistent with the occurrence of nonequivalent anhydroglucose units. The triclinic unit cell associated with the Ia form was also viewed as consistent with two possibilities: the ﬁrst, a two-chain unit cell and the second, an eightchain unit cell similar to the one ﬁrst proposed by Honjo and Watanabe [83]. In a later study by Sugiyama et al. [84], the possibilities were narrowed. It was stated that the monoclinic unit cell corresponding to the Ih form was viewed as one wherein the chains were coincident with the twofold screw axes. It was also indicated that the pattern of the triclinic unit cell corresponding to the Ia form appeared consistent with a unit cell with only one chain per unit cell. In both instances, the rationale for these determinations was not presented. Another interesting group of observations reported in the second electron diﬀraction study by Sugiyama et al. [84] were interpreted as evidence of the occurrence of the two forms of cellulose in separate domains within the same



140



Atalla and Isogai



Figure 13 Typical electron diﬀraction patterns of V. macrophysa before (a) and after (b) annealing. In the schematic representations of the patterns, the spots marked with arrows correspond to the reﬂections that disappear during the annealing treatment (after Sugiyama).



microﬁbrils. It was reported that the subsets of reﬂections associated with the two diﬀerent forms could be separately observed, or in combination along the length of an individual microﬁbril within domains separated by 50 Am from each other. This set of observations was interpreted to indicate an alternation between the Ia and Ih forms along the length of an individual microﬁbril. Such an interpretation of course raises questions concerning the processes of biogenesis, particularly because the relative proportions of the two forms of cellulose has been found to be invariant for a particular species as long as the procedures used for isolation of the cellulose do not incorporate exposure to conditions that can result in transformations of the Ia form into the Ih form. The observation of diﬀerent domains producing different diﬀraction patterns along the same microﬁbril can be envisioned as arising in two ways. The ﬁrst is the possibility that the microﬁbril that was used to acquire the diﬀraction patterns had a limited amount of curvature or twist to it so that the angle between the electron beam and the unit cell axes was not constant. This could result in diﬀerences of relative intensities of diﬀraction spots from diﬀerent planes



and, given the short duration of the exposures, result in an unintended editing of the diﬀraction patterns. Thus, only those diﬀraction spots that are intense enough to be observed at a particular angle will be detected, while weaker ones go unseen. For example, if the lattice structure ﬁrst suggested by Honjo and Watanabe [82] is the true one characteristic of the algal celluloses, diﬀraction patterns observed at diﬀerent angles would result in diﬀerent degrees of enhancement of the diﬀerent subsets of the total diﬀraction pattern. This would also be true if the threedimensional organization of the chains is more appropriately viewed as a superlattice. Indeed, it is possible that the lattice structure ﬁrst proposed by Honjo and Watanabe represents the unit cell of such a supelattice. Such an interpretation of these observations is consistent with earlier observations by Roche and Chanzy [85], wherein an electron microscopic image of microﬁbrils of algal celluloses was formed by use of a technique based on diﬀraction contrast. It resulted in images of the algal microﬁbrils that had alternating dark and bright domains that appeared to be of the order of 50 nm in length. This suggests that the Bragg angle associated with a particular
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set of reﬂections is not likely to be coherently ordered relative to the electron beam in domains that are more than 50 nm in length. Given that the coherence of orientation relative to the electron beam was not found to extend beyond 50 nm, it would appear unlikely that it would remain invariant over a distance of 50 Am. An alternative interpretation of the observation is that the alternation of the Ia and Ih forms is real, as proposed by Sugiyama et al. [84], and it reﬂects an assembly process that is not yet suﬃciently well understood. It has been suggested that mechanical stress can facilitate the transformation of the Ia form into the Ih form and that the formation of the Ih form may arise from mechanical deformations of the ﬁbrils in the course of deposition; as they emerge from the plasma membrane they are required, in most instances, to be bent to be parallel to the plane of the cell wall. If this is indeed the source of the reported alternation of the Ia and Ih forms along the microﬁbril, it would raise questions concerning the uniqueness of the balance between the Ia and Ih forms that seems to be characteristic of particular species.



V. COMPUTATIONAL MODELING The computational modeling has found particular favor in the analyses of large molecules of biological origin. And, of course, cellulose and its oligomers have attracted some attention in this arena. It is valuable to review brieﬂy some of the eﬀorts directed at advancing the understanding of cellulose because, in addition to providing insights regarding the contributions of diﬀerent classes of interactions, they illustrate the reality that the results of analyses can often be the consequences of assumptions
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and premises introduced at the outset, rather than conclusions that can provide deﬁnitive answers to questions under exploration. As alluded to earlier, the analysis by Rees and Skerret [20] was one of the ﬁrst computational eﬀorts to explore the constraints on the freedom of variation inherent in the structure of cellobiose. It relied on a potential function that is focused on van der Waals interactions to establish the degree to which domains within w// space may be excluded by hard sphere overlap. The key ﬁnding was that approximately 95% of w// space was indeed excluded from accessibility on the basis of hard sphere overlaps that were unacceptable in the sense that they required particular atoms associated with the region of the glycosidic linkage to be signiﬁcantly closer to each other than the sum of the van der Waals radii. And upon mapping the energy associated with allowable conformations, they found that the two regions indicated by the solid line contours in Fig. 2 represented energy minima close to the conformations deﬁned by the twofold helical constraint. The boundaries of the acceptable region are not very far removed from the domains within the contours; the region between the two domains along the twofold helix line (n=2) was not excluded by hard sphere overlap, but it did represent a saddle point in the potential energy surface. The next group of computational studies did incorporate hydrogen-bonding energies as well the van der Waals interactions. Whether they exhibited the double minima, and the degree to which the double minima were pronounced, depended in large measure on the relative weighting given to the diﬀerent types of nonbonded interactions. In many, particularly those relying on the potential energy functions incorporated in the linked atom least squares (LALS) programs, the weighting was



Figure 14 Perspective drawing of the three-dimensional shape of the mirror image of the conformational energy well for the full angular range of U and W. The volume was constructed using the following scheme: V(U,W)? 15 kcal 1 mol 1; Vp(U,W)? 1/5 kcal 1; Vp(U,W)= (V(U,W) 15), with V being the energy expressed relative to the minimum. Proceeding from top to bottom of the three-dimensional shape, note the very low energy region (the arrows point towards the conformations observed for crystalline cellobiose and methyl-h-D-cellobioside). The 5–10 kcal 1 mol 1 energy contours correspond to the light gray region of the volume.
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based on ﬁtting the potential functions to optimize the match between computed structures for small molecules for which the crystal structures were known from crystallographic studies. The results were that some showed very shallow minima oﬀ the twofold helix line [23]; the twofold helical structures were then rationalized on the basis that the departure represented a small diﬀerence in the energies that were regarded as within the error of the computation. When the criterion for quality of ﬁt is chosen as a global minimum of the potential energy, without attention to the fact that it may incorporate unacceptable hard sphere overlaps, the results of the computational analysis can be misleading. Later studies did not incorporate disproportionate weighting of the diﬀerent types of nonbonded interactions [28,29], and the result is perhaps best illustrated in the mapping of the potential energy for cellobiose shown in Fig. 14 taken from the study of cello-oligomers by Henrissat et al. [29]. In this instance, for purposes of visualization, the w// map presents the mirror image of the potential energy surface computed for cellobiose. While well more than two minima are shown in this mapping, it is to be noted that only the two corresponding to the crystal structures of cellobiose and methyl-h-cellobioside, marked by arrows, are within the boundaries established in the analysis by Rees and Skerret described earlier. The other minima correspond to conformations that are more favorable to hydrogen bonding, but with relatively high energies associated with the van der Waals interactions pointing to severe hard sphere overlap.



VI. POLYMORPHY IN CELLULOSE One of the discoveries growing out of the early diﬀractometric studies of cellulose was that it can occur in a number of allomorphic forms in the solid state, each producing distinctive X-ray diﬀractometric patterns [86]. In addition to the cellulose II form, which has been extensively discussed, two other forms are well recognized: cellulose III and cellulose IV. It is of interest to consider them brieﬂy because they reﬂect the capacity of cellulose to aggregate in a wide variety of secondary and tertiary structures, and because some of the higher plant celluloses produce diffraction patterns that are not unlike those of cellulose IV. Furthermore, they reﬂect the tendency for some of the celluloses to retain some memory of their earlier states of aggregation in a manner not yet understood. Cellulose III is of little interest from a biological perspective except to the extent that its behavior may reveal some of the interesting characteristics of the native celluloses from which it can be prepared. It can be prepared from either native cellulose or from cellulose II by treatment with anhydrous liquid ammonia at temperatures near 30jC. It produces distinctive X-ray patterns, Raman spectra, and solid-state 13C NMR spectra. Its most interesting characteristic is that it can be restored to the original form by treatment in boiling water. Because of this characteristic, it is common to designate samples of cellulose III
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as either IIII or IIIII to indicate both the source material and the form that will be recovered if the cellulose is boiled in water. In the case of native celluloses, the transformation to the IIII form and back to the I form, also has the unusual eﬀect of converting those which have the Ia form dominant, such as those from algal sources, into forms in which the Ih form is dominant. This eﬀect, ﬁrst reported by Chanzy et al. [87], is accompanied by the partitioning of the algal microﬁbrils into smaller ones that are closer in lateral dimensions to those characteristic of higher plants. The solid-state 13C NMR spectra also then appear more like those of the higher plants. No such changes have been reported for native celluloses in which the Ih form is dominant. These behaviors by cellulose III point to a memory eﬀect with respect to the secondary and tertiary structures of cellulose that remains very much a mystery at the present time. Cellulose IV is most often described as the hightemperature cellulose because it can be prepared by exposing the source cellulose to temperatures in the vicinity of 260jC while it is immersed in glycerol. In this preparation, it is reported to depend in structure on whether it is prepared from cellulose I or cellulose II; hence the frequent designation as IVI or IVII. When prepared from cellulose I, it is ﬁrst converted to the IIII form prior to the treatment at high temperature in glycerol. When prepared from cellulose II, it can be directly produced from the II form or via the IIIII form as an intermediate. However, in the case of cellulose IV, there are no known procedures that allow restoration to the original form; the use of the diﬀerent designations reﬂects some diﬀerences in the diﬀraction patterns observed from the two diﬀerent forms. Furthermore, most of its reported preparations from native forms of cellulose have been from higher plant celluloses wherein the Ih form is dominant and the lateral dimensions of the native microﬁbrils are quite small; it is not at all clear that treatment of microﬁbrils of larger lateral dimensions such as those of Valonia or those of Halocynthia will result in such changes. In addition to its preparation by heating at 260jC in glycerol, cellulose IV has been recovered when cellulose is regenerated from solution at elevated temperatures. This has been observed with solutions in phosphoric acid regenerated in boiling water or in ethylene glycol or glycerol at temperatures above 100jC [88]. It has also been observed upon regeneration from the dimethylsulfoxide–paraformaldehyde solvent system at the elevated temperatures [88]. In yet another exploration of high temperature eﬀects on the aggregation of cellulose, it was found that when amorphous celluloses are prepared under anhydrous conditions and then induced to crystallize by exposure to water, the exposure at elevated temperatures resulted in the formation of cellulose IV rather than cellulose II, which is the form usually obtained upon crystallization at room temperature [89]. Samples of cellulose IV obtained through regeneration from solution were shown to have Raman spectra that could be represented as linear combinations of the spectra of celluloses I and II, suggesting that it may be a mixed
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lattice in which molecules with two diﬀerent secondary structures coexist. This possibility is consistent with the earlier conclusion that both cellulose I and cellulose II have ribbonlike structures that depart, to a limited degree, from a twofold helix but in diﬀerent ways. It is not at all implausible that molecules so similar in shape could coexist in the same lattice. One of the complications in interpreting observations of the occurrence of cellulose IV is that its X-ray diﬀraction powder pattern is very similar to that of cellulose I. The 020 reﬂection is nearly identical to that of cellulose I and the 110 and the 1–10 reﬂections collapse into a single reﬂection approximately midway between those of cellulose I. As a result, many of the less well-ordered native celluloses produce X-ray patterns that could equally well be interpreted as indicating cellulose I, but with inadequate resolution of the 110 and 1–10 reﬂections, or as cellulose IV. They are usually characterized as indicating cellulose I because they represent celluloses derived from native sources. Indeed, when cellulose IV was ﬁrst observed, it was thought to be a less-ordered form of cellulose I. The close relationship between cellulose IV and the native state is also reﬂected in reports of its observation in the native state of primary cell wall celluloses. These were observations based on electron diﬀraction studies of isolated primary cell wall celluloses [90].



VII. CHEMICAL IMPLICATIONS OF STRUCTURE It was noted earlier that an acceptable ﬁt to the diﬀractometric data is not the ultimate objective of structural studies. Rather, it is the development of a model that possesses a signiﬁcant measure of validity and usefulness as the basis for organizing, explaining, and predicting the results of experimental observations. In the sections above, the new and evolving conceptual framework for describing the structures of cellulose was described in relation to spectral observations. It is important also to consider the degree to which the structural information that has been developed above may be useful as the basis for advancing the understanding the response of celluloses to chemical reagents and to enzyme systems. It is useful ﬁrst to review brieﬂy past works directed at rationalizing the responses to such agents. The vast majority of studies of the chemistry of cellulose have been directed at the preparation of cellulose derivatives with varying degrees of substitution depending on the desired product. Sometimes the goal is to prepare a cellulose derivative that possesses properties that signiﬁcantly diﬀer from those of the native form; some derivatives are water-soluble, others are thermoplastic, and others still are used as intermediates in processes for the regeneration of cellulose in the form of ﬁlms or ﬁbers. At other times, the objective is to introduce relatively small amounts of substitution to modify the properties of the cellulosic substrate without it losing its macroscopic identity or form such as ﬁber or microcrystalline powder or regenerated ﬁlament or ﬁlm. All such modiﬁcation pro-
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cesses begin with a heterogeneous reaction system, which may or may not eventually evolve into a homogeneous system as the reaction progresses. Thus, in all chemical investigations that begin with cellulose as one of the ingredients, issues associated with heterogeneous reaction systems arise. Understandably, the one that has been dominant in most investigations is the question of the accessibility of the cellulose. A variety of methods have been developed to relate accessibility to microstructure. Almost all of them begin with the premise that the cellulose can be regarded as having a crystalline fraction and a disordered or amorphous fraction. It is then assumed that the amorphous or disordered fraction is accessible while the crystalline fraction is not. In some instances, the portion of the crystalline domains that is at their surface is regarded as accessible and it is therefore included as part of the disordered fraction. In other instances, the particular chemistry is thought to occur only in the disordered fraction and the surfaces of crystalline domains are not included. The diﬀerent approaches have been reviewed by Bertoniere and Zeronian [91], who regard the diﬀerent approaches as alternative methods for measuring the degree of crystallinity or the crystalline fraction in the particular celluloses. A number of diﬀerent chemical and physical approaches are described by Bertoniere and Zeronian. The ﬁrst is based on acid hydrolysis acids followed by quantiﬁcation of the weight loss due to dissolution of glucose, cellobiose, and the soluble oligomers [92]. This method is thought to incorporate some error in the quantiﬁcation of the crystalline domains because the chain cleavage upon hydrolysis can facilitate crystallization of chain molecules that had been kept in disorder as a result of entanglement with other molecules. Another method is based on monitoring the degree of formylation of cellulose when reacted with formic acid to form the ester [93]. In this method, the progress of the reaction with cellulose is compared with a similar reaction with starch, which provides a measure of the possibility of formylation in a homogeneous system wherein the issue of accessibility does not arise. In another method developed by Rowland and his coworkers [94–97], accessible hydroxyl groups are tagged through reaction of the particular cellulose with N,Ndiethylaziridinium chloride to a produce diethylamineether (DEAE)–cellulose. This is then hydrolyzed, subjected to enzyme action to remove the untagged glucose, silylated, and subjected to chromatographic analysis. This method has the added advantage that it can be used to explore the relative reactivity of the diﬀerent hydroxyl groups. It is usually observed that the secondary hydroxyl group on C2 is the most reactive and the one at C3, the least reactive, with the primary hydroxyl at C6 having a reactivity approaching that of the group on C2 under some conditions. Here, of course, steric eﬀects are also factors in these substitution reactions. Among the physical methods discussed by Bertoniere and Zeronian [91] are ones based on sorption and on solvent exclusion. One of the earliest studies relying on the use of sorption as a measure of accessibility was the
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classical study by Mann and Marrinan [98], in which deuterium exchange with the protons was monitored. The cellulose was exposed to D2O vapor for a period suﬃcient to attain equilibrium and then the degree of exchange was measured by observation of the infrared spectra. Comparison of the band associated with the OD stretching vibration with those associated with the OH stretching vibration provided the measure of the relative amounts of accessible and inaccessible hydroxyl groups. Another approach to monitoring availability to adsorbed molecules is measurement of moisture regain upon conditioning under well-deﬁned conditions as described by Zeronian and coworkers [99]. The method of solvent exclusion has been used to explore issues of accessibility on a somewhat larger scale. An approach pioneered by Stone and Scallan [100] and Stone et al. [101] relied on static measurement using a series of oligomeric sugars and dextrans of increasing size to establish the distribution of pore sizes in diﬀerent preparations of a variety of native celluloses. While methods for characterizing celluloses on the basis of their accessibility have been useful, they do not provide a basis for understanding the level of structure at which the response of a particular cellulose is determined. This follows from the rather simple categorization of the substrate cellulose into ordered and disordered fractions corresponding to the fractions thought to be crystalline and those that are not. This classiﬁcation does not allow discrimination between eﬀects that have their origin at the level of secondary structure and those that arise from the nature of the tertiary structure. Thus, in terms of chemical reactions, this approach does not facilitate separation of steric eﬀects that follow from the conformation of the molecule as it is approached by a reacting species, from eﬀects of accessibility, which is inherently a consequence of the tertiary structure. The possibility of advancing the understanding of the chemical implications of structure is best illustrated in the context of hydrolytic reactions. Among the patterns that emerge fairly early in any examination of the published literature on acid hydrolysis and on enzymatic degradation of cellulose are the many similarities in the response to the two classes of hydrolytic agents. In both instances, a rapid initial conversion to glucose and cellodextrins is followed by a period of relatively slower conversion, the rate of conversion in the second period depending on the prior history of the cellulosic substrate. In general, the nonnative polymorphic forms are degraded more rapidly during this second phase. In addition, it is found that the most crystalline or highly ordered of the native celluloses are particularly resistant to attack, with the most highly crystalline regions converted much more slowly than any of the other forms of cellulose. The relationship of the patterns of hydrolytic susceptibility to the range of conformational variation discussed above can be interpreted in terms of contrast between the states of the glycosidic linkage in cellobiose and h-methylcellobioside. The diﬀerences between the states that are likely to contribute to the diﬀerences in observed reactivity
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are of two types. The ﬁrst is diﬀerences in the steric environment of the glycosidic linkage, particularly with respect to activity of the C6 group as a steric hindrance to, or as a potential promoter of, proton transfer reactions, depending on its orientation relative to the adjacent glycosidic linkage. The second type of diﬀerence is electronic in nature and involves readjustment of the hybridization of the bonding orbitals at the oxygen in the linkage. It is worthwhile to examine the potential contribution of each of these eﬀects. The steric environment emerges most simply from examination of scale models of the cellodextrins. They reveal that when C6 is positioned in a manner approximating the structure in h-methylcellobioside, the methylene hydrogens are so disposed that they signiﬁcantly contribute to the creation of a hydrophobic protective environment for the adjacent glycosidic linkage. If, however, rotation about the C5–C6 bond is allowed, the primary hydroxyl group can come into proximity with the linkage and provide a potential path for more rapid proton transfer. If, as suggested earlier on the basis of spectral data, the orientation of some C6 groups in native cellulose is locked in by its participation in a bifurcated hydrogen bond to the hydroxyl group on C3, it may contribute to the higher degree of resistance to hydrolytic action. Access to the linkage oxygen would be through a relatively narrow solid angle, barely large enough to permit entry of the hydronium ions that are the primary carriers of protons in acidic media [102]. If, on the other hand, the C6 group has greater freedom to rotate, as is likely to be the case in cellulose II, the hindrance due to the methylene hydrogens can be reduced and, in some orientations, the oxygen of the primary hydroxyl group may provide a tunneling path for transfer of protons from hydronium ions to the glycosidic linkage. This would result in greater susceptibility of nonnative celluloses to hydrolytic attack. The hypothesis concerning steric eﬀects in acid hydrolysis has as its corollary the proposal that the role of the C1 component in cellulase enzyme system complexes is to disrupt the engagement of the C6 oxygen in the bifurcated intramolecular hydrogen bond and thus permit rotation of the C6 group into a position more favorable to hydrolytic attack. The key role of C6 in stabilizing the native cellulose structures is supported by ﬁndings concerning the mechanism of action of the dimethylsulfoxide–paraformaldehyde solvent system for cellulose, which is quite eﬀective in solubilizing even the most crystalline of celluloses. The crucial step in the mechanism that has been established for this system is substitution of a methylol group on the primary hydroxyl at the C6 carbon [103,104]. The eﬀect of conformation on the electronic structure of the linkage is also likely to be a factor with respect to its susceptibility to hydrolytic attack. Although there is no basis for anticipating the directions of this eﬀect at this time, it is well to consider it from a qualitative perspective. First, it is clear that the hybrids of oxygen orbitals involved in the bonds to carbon must be nonequivalent because the bond distances diﬀer to a signiﬁcant degree [24,25]. The
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angle of approximately 116j imposed on the linkage is likely to result in greater diﬀerences between the bonding orbitals and the lone pair orbitals than might be expected in a typical glycosidic linkage that is free from strain. Among themselves, the lone pair orbitals are likely to be diﬀerent because of their diﬀerent disposition with respect to the ring oxygen adjacent to C1 in the linkage; the diﬀerences may be small and subtle, but they are no less real. Given these many inﬂuences on the nature of the hybridization at the oxygen in the linkage, it seems most unlikely that they would remain unaltered by changes in the dihedral angles of the magnitude of the diﬀerence between cellobiose and h-methylcellobioside. Hence a diﬀerence in electronic character must be expected. At present, it is not possible to estimate the magnitude of the eﬀects discussed nor to speculate concerning the direction of the change in relative reactivity of the glycosidic linkage in the two diﬀerent conformations. Yet it is clear that diﬀerences can be anticipated and they may be viewed, within limits of course, as altering the chemical identity of the glycosidic linkage as its conformation changes. It remains for future studies to deﬁne the diﬀerences more precisely. The points raised with regard to the inﬂuence of conformation on factors that determine the pathways for chemical reaction have not been speciﬁc subjects of investigation because methods for characterizing secondary structure as apart from the tertiary structure have not been available. It has also been true that suitable conceptual frameworks have not been available for developing the questions beyond the levels of the order–disorder duality. With the development of the approaches outlined above for exploring and distinguishing between matters of secondary structure and those of tertiary structure it is quite likely that in the years ahead, it will be possible to achieve a higher level of organization of information concerning the chemistry of cellulose. With respect to questions of tertiary structure, the key issue introduced by the new structural information, and one that has not been explored at all at this time, is whether the diﬀerent hydrogen bonding patterns associated with the Ia/Ih duality have associated with the diﬀerences between the reactivity of the hydroxyl groups involved. It is not clear at this time how experiments exploring such eﬀects might be carried out so as to separate issues associated with the diﬀerences between the hydrogen bonding patterns from issues associated with diﬀerences in accessibility.



VIII. CELLULOSE STRUCTURES IN SUMMARY From crystallographic studies, based on both X-ray and electron diﬀraction measurements, it can be concluded that the secondary structures of native celluloses are ribbonlike conformations approximating twofold helical structures. Their organization into crystallographic unit cells remains uncertain, however. The monoclinic space group P21, with two chains per unit cell, has been proposed for both the earlier studies prior to the discovery of the Ia/Ih duality in
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native forms, and more recently for the Ih form. The Ia form is thought to possess a triclinic unit cell structure. Some important questions remain regarding the degree to which these are adequate representations of the organization of the crystalline domains in native celluloses. The majority of crystallographic studies also point to parallel alignment of the cellulose chains in the native celluloses, and this conclusion has been conﬁrmed by electron micrographic observations. Also, for cellulose II, the structures derived from the X-ray diﬀraction data suggest a ribbonlike secondary structure approximating twofold helical organization and, in this instance, antiparallel alignment of the chains, although the antiparallel proposal has been contradicted by recent electron micrographic observations. The unit cell organization of space group P21, with two chains per unit cell, has also been suggested for cellulose II, although the degree of conﬁdence is even less than that with respect to the structures of cellulose I. The early Raman spectroscopic studies clearly could not be reconciled with the premise that both cellulose I and cellulose II possess twofold helical conformations as the crystallographic studies had suggested. The Raman spectra, together with some corresponding infrared spectra, also pointed to the probability that the repeat unit of the structure of crystalline celluloses is anhydrocellobiose, so that alternating nonequivalent glycosidic linkages occur within each chain. To preserve the ribbonlike structural approximation, the diﬀerent conformations of celluloses I and II were rationalized as alternate left- and right-handed departures from the twofold helical structure, with those in cellulose II representing somewhat larger departures from the twofold helical conformation than those in cellulose I. The introduction of high-resolution solid-state 13C NMR spectral analyses into the study of celluloses resulted in the resolution of one of the fundamental mysteries in the variability of native celluloses by establishing that all native celluloses are composites of two forms. These were identiﬁed as the Ia and Ih forms to distinguish them from the IA and IB categories that had been introduced more than three decades earlier to classify the celluloses produced by algae and bacteria from those produced by higher plants. The correspondence between the two classiﬁcations is that those in the IA category have the Ia from as the dominant component, while those in the IB category are predominantly of the Ih form. The nature of the diﬀerence between the Ia and Ih forms remains the subject of serious inquiry. Recognition of the Ia/Ih duality has facilitated a signiﬁcant amount of additional research seeking to establish the balance between the two forms in a wide range of higher plant celluloses. In later studies, the Raman spectra and corresponding infrared spectra indicated that the primary diﬀerences between the Ia and Ih forms of native cellulose were in the pattern of hydrogen bonding. Furthermore, the Raman spectra of the two forms raise questions as to whether the structures can possess more than one molecule per unit cell because there is no evidence of any correlation ﬁeld splittings of any of the bands in the spectra of the two forms.
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Electron microscopic studies relying on agents that act selectively either at the reducing or at the nonreducing end groups of the cellulose chains have provided convincing evidence that cellulose chains are aligned parallel to one another in native cellulose. More recently, similar evidence has been presented supporting the view that the alignment of the chains is also parallel in cellulose II. Other electron microscopic studies using the methods of lattice imaging have been used to demonstrate that the highly ordered microﬁbrils derived from algal celluloses represent homogeneous lattice structures with respect to the diﬀraction planes deﬁned by the organization of their heavy atoms. Electron diﬀraction studies carried out on algal celluloses after the discovery of the Ia/Ih duality have been interpreted to indicate that the two forms may alternate along the length of individual microﬁbrils. These observations can also be interpreted as manifestations of the slow twisting about the long axis that has been observed in other studies of similar algal celluloses. The possibility of the coexistence of the Ia and Ih forms within a superlattice structure has been suggested in the context of studies intended to mimic the conditions of biogenesis. These will be examined in greater detail in relation to the discussions of native celluloses and of their biogenesis. Our discussion of structure has focused so far on issues of structure at the nanoscale level, identiﬁed as corresponding to domains that are of the order of 2 nm in dimension. Organization at the microscale level, deﬁned as the range between 2 and 50 nm, requires consideration of a number of issues that have not been adequately dealt with in the literature on structures of cellulose. These include the well-recognized departures from a linear lattice, which



Figure 15



have been generally regarded as measures of disorder when, in fact, they are more appropriately regarded as indicators of the nonlinear organization in a biological structure. Another issue arising at the microscale is associated with the occurrence of signiﬁcant fractions of the cellulose molecules at the surface of the microﬁbrils of most native celluloses, particularly in the case of higher plants. It is the question as to whether the microﬁbrillar structure can be viewed as a separate phase in the traditional sense and whether criteria developed for the stability of homogeneous phases in the context of classical thermodynamics can have meaning when applied to native cellulosic structures. These issues arise in relation to discussions of native celluloses and their biogenesis.



Part B Chemical Characterization I. INTRODUCTION Cellulosic materials have been used in various ﬁelds from commodities to industrial materials after mechanical and chemical modiﬁcations. Fig. 15 illustrates the chemical structure of cellulose in terms of chemical modiﬁcations [105]. The h-1,4-glycoside bonds and other functional groups such as carboxyls and aldehydes present in most cellulosic material as minor groups are also possible sites for chemical modiﬁcations.



II. SOLVENTS Table 1 summarizes the representative solvents or solvent systems of cellulose. The xanthate system has been used for



Positions in cellulose structure for chemical reactions.
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Table 1 Conventional and New Cellulose Solvent Systems Category Acid Alkali Alkaline metal system complex



Alkaline xanthogenate derivatives Inorganic salt Organic solvent systems



Solvent



Remarks



>52% H2SO4 >85% H3PO4 6% LiOH 6–9% NaOH Cu(NH3)4(OH)2 [cuoxam] Cu(H2NCH2CH2NH2)2(OH)2 [cuen] Co(H2NCH2CH2NH2)2(OH)2 Ni(NH3)6(OH)2 Cd(H2NCH2CH2NH2)3(OH)2 [cadoxen] Zn(H2NCH2CH2NH2)3(OH)2 Fe/3(tartaric acid)/3NaOH [EWNN] CS2/NaOH



Partial hydrolysis Partial hydrolysis Needs pretreatments of cellulose Needs pretreatments of cellulose Cuprammonium rayon production Standard solvent for DPv measurement



>64% ZnCl2 >50% Ca(SCN)2 Cl3CHO/DMF



Dissolves cellulose by heating at 100jC Dissolves cellulose by heating at 100jC Dissolves cellulose, forming chloral hemiacetals at all cellulose–OH Dissolves cellulose, forming (poly)methylol hemiacetals at cellulose–OH Dissolves cellulose, forming nitrite ester



(CH2O)x/DMSO N2O4/DMF, N2O4/DMSO



Transparent solution Relatively stable Dissolves cellulose, forming Viscose rayon production system



at LiCl/DMAc, LiCl/DMI SO2/amine/DMSO CH3NH2/DMSO CF3COOH (triﬂuoroacetic acid: TFA)



all cellulose–OH Stable; needs pretreatments of cellulose Unstable; gives stable amorphous regenerated cellulose Dissolves cellulose, forming complex Dissolves cellulose, forming TFA ester



at (Bu)4N+F ?3H2O/DMSO ca. 80% N-methylmorpholine-N-oxide/H2O Others



NH4SCN/NH3/water N2H4



C6–OH; volatile solvent Dissolves cellulose with DP2.9) is prepared by heating cellulose suspended in a mixture of acetic anhydride/ acetic acid/H2SO4 around 60jC. Cellulose triacetate is soluble in chlorinated hydrocarbons such as dichloromethane. Cast ﬁlms of cellulose triacetate have optically characteristic properties of no polarization of penetrated light, and thus have been used as ﬁlm bases for photograph and supporting ﬁlms for liquid crystal display. Cellulose diacetate (DS 2.3–2.5) is consecutively prepared from the cellulose triacetate solution by diluting with water and heating. Cellulose diacetate ﬁlms have been used for ultraﬁltration to purify tap water partly in place of chlorination. When pulps having lower a-cellulose content are used, some acetone-insoluble gel fractions originating from hemicellulose are formed from both softwood and hardwood bleached kraft pulps [112]. Thus, bleached sulﬁte pulp or at least bleached prehydrolyzed kraft pulp prepared from softwood is acceptable as the pulp resources at this point. Therefore, the possibility of using normal



Table 2 Crystallinity Index and Degree of Orientation of Crystals of Regenerated Cellulose Fibers Calculated from their X-ray Diﬀraction Patterns Cellulose solvent NaOH/CS2/water (viscose rayon) Aqueous Cu(NH3)4(OH)2 (cuprammonium rayon) 6–9% aqueous NaOH 80% NMMO/water (lyocell)



Crystal structure



Crystallinity index (%)



Degree of orientation of crystals (%)



Cellulose II



24



85



Cellulose II



41



90



Cellulose II Cellulose II



46 46



75 91
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zation media at industrial level. The multicomponent solvent systems, the high boiling point of the solvent such as DMAc and DMSO, the necessity of pretreatments including complete drying of cellulose, and the solventexchanging processes for dissolution are the challenges that would render practical applications of the nonaqueous solvent systems to derivatizations a diﬃcult prospect.



B. Etherification



Figure 17



Typical cellulose esters.



bleached kraft pulp produced from eucalyptus without any spinning problems is one of the signiﬁcant themes for cellulose diacetate production. Furthermore, one-step production of cellulose diacetate without going through the cellulose triacetate stage is also required. Various cellulose esters such as acetate, tosylate ( ptoluenesulfonate), sinnamoylate, and ﬂuorine-containing substituents were prepared with pyridine as a base under homogeneous and nonaqueous conditions using, for example, 8% LiCl/DMAc. Although interesting results were obtained at the laboratory level, none of these nonaqueous cellulose solvent systems has been applied to the derivati-



Fig. 18 illustrates representative cellulose ethers. In most cases in industries, cellulose ethers are produced via alkalicellulose (cellulose swollen with, e.g., 18% aqueous NaOH) by reacting with etherifying reagents around 60jC in the presence of i-propanol or i-butanol, where etheriﬁcations proceed heterogeneously to the swollen alkalicellulose without dissolution. Carboxymethylcellulose sodium salt (CMC), methylcellulose (MC), hydroxyethylcellulose (HEC), and hydroxypropylcellulose (HPC) are typical water-soluble cellulose ethers manufactured at the industrial level, and primarily used as thickeners in various ﬁelds. Commercial CMC has DS values in the range of 0.6–1.2. HEC and HPC are produced from alkalicellulose by reacting with ethylene oxide and propylene oxide, respectively. In the case of these cellulose ethers, additional substitution also occurs in hydroxyl groups of the introduced substituents, such as grafting, with increasing the amount of substituents, and thus molecular substitution (MS) in place of DS is used for these cellulose ethers. Water-soluble cellulose ethers in solution states have been characterized by SECMALLS, and the presence of coagulation among cellulose ether molecules in water under particular conditions has been reported [113]. When a small amount of long alkyl chains (C12–C24) are introduced into HEC, viscosity of the aqueous solution extremely increases by the formation of hydrophobic interactions among HEC molecules in water [114]. Nonaqueous media oﬀer an advantageous method to prepare cellulose ethers with high DS, which generally cannot be achieved by the conventional aqueous alkalicellulose system. About 30 kinds of cellulose ethers with DS 3 were prepared by one-step reactions with powdered NaOH and etherifying reagents using the cellulose solution in SO2/ diethylamine/DMSO [115]. The triphenylmethyl (trytyl) group can be selectively introduced at C6 primary hydroxyl of cellulose by homogeneous reaction with pyridine in 8% LiCl/DMAc. This tritylcellulose was used as an intermediate for further conversion to some regioselective cellulose ethers and esters such as 2,3-di-O-methylcellulose and 6-Omethylcellulose (Fig. 19) [116].



IV. OXIDATION There are several methods to modify the chemical structure of cellulose by oxidation. Periodate oxidation of cellulose suspended in water and N2O4 oxidation of cellulose suspended in chloroform are well-known conventional meth-
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Figure 18



Typical cellulose ethers.



ods to convert cellulose to dialdehyde cellulose and C6carboxy cellulose, respectively. Generally, however, some side reactions including depolymerization are inevitable during the oxidation process, which makes it diﬃcult to achieve regioselective oxidation completely. 2,2,6,6-Tetramethylpiperidine-1-oxy radical (TEMPO) is a water-soluble and commercially available radical reagent. When sodium hypochlorite is used as a co-oxidant in the presence of catalytic amounts of NaBr and TEMPO in water, C6 primary hydroxyl groups of polysaccharides dissolved in water at pH 10–11 can be selectively converted to carboxyl groups [117]. When this TEMPO-mediated



oxidation is applied to native celluloses, only small amounts of carboxyl groups are introduced into the ﬁbrous celluloses. When regenerated or mercerized, cellulose suspended in water is used as the starting material; on the other hand, water-soluble products are obtained quantitatively at room temperature within 1 h (mostly within 20 min). NMR analyses revealed that these water-soluble oxidized products have homogeneous chemical structures, h-1,4-linked polyglucuronic acid (Fig. 20) [118]. Thus, selective oxidation at C6 primary hydroxyl groups of cellulose can be achieved by TEMPO-mediated oxidation in aqueous media when regenerated or mercerized cellulose
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Figure 19 Preparation scheme of regioselectively substituted methylcelluloses via tritylcellulose.



is used (Fig. 21). However, some depolymerization of main chains are inevitable. This new water-soluble polyglucuronic acid is degradable to glucuronic acid and hexenuronic acid residues by commercial crude cellulase [119].



speciﬁc circumstances, during use. The quality of cellulosic materials is reduced through degradation by means of these outside stimuli. On the other hand, if these degradations can be well controlled, useful cellulose-related compounds can be obtained.



V. DEGRADATION



A. Acid Hydrolysis



Cellulosic materials undergo numerous and sometimes harsh stimuli during manufacturing processes and, under



Acid hydrolysis of cellulosic biomass can be used to produce glucose, which is then converted to ethanol by
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fermentation. Susceptibility of cellulosic materials to acid hydrolysis is remarkably diﬀerent between their ordered and disordered regions. When native cellulosic materials such as cotton linters and bleached chemical wood pulps are heated in a dilute acid, hydrolysis of disordered regions in cellulose microﬁbrils precedes that of ordered regions to form the so-called ‘‘microcrystalline cellulose’’ with DP 200–300. A part of glucose once formed from cellulose by acid hydrolysis is further degraded to hydroxymethylfurfural, levulinic acid, formic acid, and others during acid hydrolysis (Fig. 22).



B. Enzymatic Degradation



Figure 20 13C NMR spectra of cellulose oligomer (DP 7) in DMSO and cellouronic acid Na salt (h-1,4-linked polyglucuronic acid) in D2O. Cellouronic acid Na salt was prepared from viscose rayon by the TEMPO-mediated oxidation.



Figure 21



Cellulase hydrolyzes cellulose under mild conditions compared with inorganic or organic acid. Generally, cellulases such as cellobiohydrolase II (CBH II) consist of core and cellulose-binding domains and a linker, which binds the two domains. The core domain contains an active center to hydrolyze cellulose in catalytic manner and the subsites, which interact with cellulose chain close to the active center. The cellulose-binding domains consist of amino



TEMPO-mediated oxidation of C6 primary hydroxyl group of cellulose to carboxyl group.
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Figure 23
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Some degradation products of cellulose.



Classiﬁcation of cellulase into processive and nonprocessive types.
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Figure 24



Enzymatic synthesis of cellulose from h-cellobiosyl ﬂuoride in acetonitrile/aqueous buﬀer mixture.



acids having aromatic rings such as tyrosin or triptophan, and these aromatic rings of the cellulose-binding domains attach to hydrophobic plains of cellulose chains through van der Waals force. The active center of the core domains of cellulase can then attack the cellulose chain. The subsites of the core domains can give some mechanical stress to the cellulose chain, and one of glucose residues of the cellulose chain compulsorily have the unstable boat form. Thus, remarkable reduction of activation energy to hydrolyze cellulose can be achieved [120]. Various types of cellulase have been reported so far, and they have been, for a long time, classiﬁed into two types—exo- and endocellulases—depending on whether or not the cellulase can recognize the reducing ends of cellulose chains. Cellobiohydrolase (CBH) and endoglucanase (EG) are then further categorized into two types. However, recent studies revealed that there are no exo-type cellulases, and that all cellulases are included in the endo-type. On the other hand, the following classiﬁcation are now well accepted: the processive and nonprocessive cellulases on



Figure 25



the basis of hydrolysis patterns of cellulose chains (Fig. 23) [121].



C. Thermal Degradation When cellulose is analyzed by thermogravimetry under nitrogen atmosphere, thermal decomposition starts at 200–270jC, depending on the purity of cellulose samples. The temperature of ignition in the air is in the range of 390– 420jC, and the maximum ﬂame temperature reaches 800jC or more. When cellulose is heated at temperatures exceeding 100jC under reduced pressure, levoglucosan (Fig. 22) is obtained in the maximum yield of 70%. When thermal carbonization is applied to cellulosic materials under inactive gas atmosphere, the yields of carbon are lower than the theoretical value (44%) because a part of cellulose is converted to levoglucosan. Yields of carbon can be increased by adding hydrochloric acid, which enhances dewatering rather than the formation of levoglucosan



Chemical syntheses of cellulose.
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[122]. When cellulose microcrystals, which are obtained from crystalline native celluloses by acid hydrolysis, are carbonized under suitable conditions, carbon nano-lods are obtained [123]. Microwave treatment is one of the heating methods used, in which more homogeneous heating can be achieved, compared with the thermal conduction-type heating. Sacchariﬁcation of lignocellulosics has been studied from this aspect, and the maximum yield of glucose was reported to be 81% based on theoretical value [124]. Two of the thermal treatments, explosion and laser irradiation treatments, were employed to obtain glucose and levoglucosan. Supercritical water treatment is also one of the heating methods in the presence of acid. Dissociation of water can increase under supercritical conditions, and thus water behaves like an acid catalyst to cellulose. Noncatalytic hydrolysis of cellulose can, therefore, be achieved by supercritical water treatments. The maximum yield of glucose was reported to be in the range of 32–48% [125].
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reactions and conformational restrictions for polymerization of carbohydrate monomers [128].
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I. INFRARED SPECTROSCOPY FOR WOOD AND CELLULOSE RESEARCH An infrared spectrum contains the complete information about the molecular assembly of a material or a substance. This fact made infrared (IR) spectroscopy a widely used analytical tool especially, but not exclusively, for identifying and characterizing the molecular structure of organic compounds. IR spectroscopy has therefore a long tradition in organic chemistry and was, for a substantial length of time, among the main spectroscopic tools for elucidating the chemical structure of puriﬁed substances. IR spectroscopy has also for a long time been a useful analytical method for wood and cellulose chemistry. Even in the 1940s, it was used to investigate the native structure of lignin [1,2]. Over the years, it was developed and used for determining the composition of lignin, cellulose, and hemicelluloses in wood and pulps, for studying derivatives and model compounds of these polymers, as well as for studying changes caused by heat or chemical treatment as used in various processes (e.g., Refs. [3–20]). In Fig. 1, an overview of the band assignments of an IR spectrum of cellulose is shown as a guide to accompany the text in this chapter. Although the IR spectra of cellulose contain several overlapping bands making them diﬃcult to interpret, IR spectroscopy has been used for more than 50 years as an ‘‘accompanying’’ technique for wood and cellulose chemistry to estimate the crystallinity of cellulose; some important work was carried out by Mann and Marrinan [21,22]. These IR studies were based on the reaction of cellulose with heavy water. Tsuboi [5] early on assigned a number of bands for cellulose and worked out diﬀerences between



cellulose I, cellulose II, and amorphous cellulose using polarized IR radiation. A further important investigation was carried out on mercerized cellulose and wood polysaccharides by Liang and Marchessault [6,7,23–25], who estimated the crystallinity of cellulose and assigned speciﬁc cellulose-, lignin-, and hemicellulose-deriving bands by IR spectrometry. When Liang and Marchessault [6] in 1959 wrote about native celluloses, a large part of their publication questioned the possibilities of hydrogen bonding. They found a strong parallel OH stretching band vibrating in-phase with all C3 hydroxyl groups (3350 cm1). They attributed it to an intramolecular hydrogen bond between the hydroxyl group on the C3 atom of one glucose residue and the ring oxygen of the next residue, a bond which is subsequently referred to as O3H. . .O5V in the text. Referring to their IR data, they also discussed other possibilities of hydrogen bonding, for example, between the hydroxyl group of the C6 and the bridge oxygen of the glycosidic linkage. Furthermore, there was a proposal that the C6 hydroxyl group might be bonded either to the oxygen of the C2 of the next glucose ring, bifurcated between the bridge oxygen and the oxygen of the C2 of the next ring, or that the hydroxyl group at the C2 might be bonded to the C6 oxygen. It was suggested that intermolecular hydrogen bonds might exist between the C6 hydroxyl group of one chain and the bridge oxygen of the neighboring chain. The weaker bands at 3405 and 3305 cm1 in the IR spectra of bacterial celluloses were ascribed to intermolecular hydrogen bonds. It was proposed that a fourth band found at 3245 cm1 was also derived from intermolecular hydrogen bonds. This band at 3245 cm1 was found only in bacterial and algae celluloses but not for cotton and ramie. 159
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Figure 1 The static FT-IR spectrum of a spruce dissolving pulp cellulose together with an overview of the band assignments.



In 1963, Smith et al. [26] again used infrared spectroscopy to determine the degree of crystallinity of cellulose using deuterated samples. Nelson and O’Connor [27] compared highly crystalline cellulose samples of diﬀerent lattice types (I, II, and III) and amorphous cellulose, focusing on the spectral region between 850 and 1500 cm1. They questioned the use of bands at 1420, 893– 897, and 1111 cm1 for estimating crystallinity for mixed lattice types as done by other authors. The stabilizing function of intramolecular hydrogen bonds was discussed as well. Tritium exchange was another attempt to obtain more knowledge of crystallinity and the accessibility of hydrogen bonds using IR spectroscopy as a detection system [28]. Ra˚nby concluded that in dry cellulose, less than 1% of the hydroxyl groups exist as free groups and that in the crystalline regions, all hydroxyl groups are involved in bonding. The possible applications of IR spectroscopy to the qualitative and quantitative testing of pulp and paper were reviewed in 1965 by Jayme and Rohmann [29]. Several papers have dealt with trials to unravel the broad OH region, which hides all the structure-relevant information relating to hydrogen bonding. An overview of band assignments carried out up to 1972 was given by Dechant et al. [30]. Siesler et al. [11] described a technique for the measurement of the plane-polarized IR spectra of deuterated cellulosic ﬁbers by frustrated multiple internal reﬂectance (FMIR). Their aim was to investigate regenerated cellulose ﬁbers according to the molecular orientation



of the polymer chains. Their investigations were based on the fact that the dichroism of the crystalline OH stretching vibrations is related to the molecular orientation as a result of the extent of stretching of the cellulose ﬁbers. In the following years, several papers were published dealing with determinations of the degree of crystallinity (e.g., Refs. [31–33]). While in the ‘‘old days,’’ samples in a solid or liquid state were measured by dispersive working instruments, the 1980s brought a renaissance of IR spectroscopy through the introduction of the Fourier transform (FT) technique. While the former dispersive instruments contained a monochromator which provided one welldeﬁned wavelength range after the other to which the sample was exposed, FT-IR instruments irradiate the sample with an interference wave produced in an interferometer. The interferogram recorded by the detector is related to the spectrum through its Fourier transform. The fact that the radiation reaching the detector contains all wavelengths at one time gives the so-called multiplex (or Fellgett) advantage. It allows spectra of the same signal-tonoise ratio (SNR) to be measured much faster on an FT-IR spectrometer than on a traditional dispersive instrument. Another outstanding advantage is given by the optical throughput (Jacquinot advantage), which is greater for an interferometer than for a monochromator. The invention of the Fourier transform infrared (FT-IR) technique opened up new possibilities in instrumentation and in the coupling of analytical systems as well as in the application
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of speciﬁc software facilities. This includes, for example, the possibility of mathematical processing of the spectra, such as diﬀerentiation to give the second derivative [34], and deconvolution of spectra [16,18,35], all of which provide better resolution of the absorption bands. The deconvolution of the range of the OH stretching vibrations gives detailed evidence of crystallinity, crystal modiﬁcation, and degree of substitution of cellulose and cellulose derivatives [36]. However, neither deconvolution nor differentiation increases the instrumental resolution; they are merely methods for resolving overlapping bands by computation [34,37]. Progress in FT-IR spectroscopy led to investigations not only of molecular structures, but also of pattern recognition in complex systems, as well as qualitative and quantitative assessment of components as pure substances or within complex matrices like wood [13,38,39]. Additionally, several sophisticated techniques, such as, for example, attenuated total reﬂection (ATR), photoacoustic, and diffuse reﬂection FT-IR (DRIFT), and instrument couplings between FT-IR and gas chromatography (GC), high-performance liquid chromatography (HPLC), or thermogravimetric analyzers (TGA) provided further possibilities for solving analytical questions [40–43]. This also resulted in new application possibilities for wood and pulping chemistry [41]. A third point to be mentioned is that an extremely high wave number precision is obtained by the FT-IR technique. One of the promising (new) techniques was FT-IR microspectroscopy, which made possible the investigation of very small samples with diameters of about 10– 50 Am [44]. Ludwig and Fengel [45] used FT-IR microscopy to study cellulose nitrate ﬁbers of diﬀerent degrees of substitution. In the 1990s, focus was drawn to the allomorphic forms of native cellulose, namely, cellulose Ia and cellulose Ih. FT-IR spectroscopy, besides electron diﬀraction studies, electron microscopy, and CP/MAS 13C-NMR spectroscopy, was one of the techniques used [17,46–49]. The IR bands between 400 and 800 cm1, as well as the region of the OH stretching vibration, turned out to be of interest in investigating the polymorphism of native cellulose. Absorption bands near 3240 and 750 cm1 were assigned to the triclinic cellulose Ia phase. The bands near 3270 and 710 cm1 were assigned to the monoclinic cellulose Ih phase. The crystallinity of cellulose remained of great interest in investigations of higher plants [42, 50], algae [51], and cell wall formation [52], as well as for pulp and paper research [53,54]. Associated with the allomorphic forms, the hydrogen bonding pattern also remained a topic of interest [55]. With the development of a combination of dynamic mechanical analysis (DMA) and IR spectroscopy, new possibilities were seen for assigning and interpreting spectra of biopolymers like cellulose. Starting in the late 1990s, this technique was applied to investigate cellulose, in particular, the hydrogen bonding, the allomorph composition, the stretching behavior, and the interactions within the wood polymer network also including hemicelluloses and lignin [20,56–61].



161



II. TWO-DIMENSIONAL FOURIER TRANSFORM INFRARED SPECTROSCOPY In polymer research, IR spectroscopy has been and is still applied to identify and determine chemical composition, including end groups and chain branching of the polymers. The conﬁguration and conformation, as well as steric and geometric isomerism, is a further area that, to some extent, can be unraveled [40,62]. To obtain such information on polymers is of great importance since the mechanical properties, such as strength, ductility, and glass transition temperature, are a result of the organization and orientation of the polymer chains and of the molecular structure in general. IR spectroscopy, even in the 1970s, was a proven technique which allowed statements about structural changes relating to deformation through external stress [11]. All these measurements had, however, been based on static studies. Time-resolved IR spectroscopy (TRS) was proposed in the 1980s as a new tool for dynamic studies to investigate the deformation behavior of polymers [63]. Burchell and Hsu [63] connected a computer-controlled hydraulic stretching device, providing a predeﬁned periodic oscillatory strain to an FT-IR spectrometer working in rapid scanning mode. An important point was that the applied strain had to be far below the yield point, namely, in the linear region of the stress–strain diagram. In general, the idea was that if the directions of the dipole transition moments with respect to the chain axis were known, stress-induced changes in orientation, conformation, and packing could be measured. Therefore it was necessary to establish and calibrate the changes in the FT-IR spectra (e.g., frequency, intensity, vibrational bandwidth, and dichroism) as a function of the strain amplitude and the strain rate. This led to the possibility of directly assigning the molecular dipole transition moments involved in stressinduced intramolecular changes via the obtained changes in the absorption bands. Furthermore, direction-dependent orientational, conformational, and packing changes could also be observed. FT-IR spectroscopy now provided a tool for not only static, but also dynamic measurements. In the following years, time-resolved IR spectroscopy became more and more recognized as a promising technique for polymer research [64,65]. Lasch et al. [66] studied polymer deformations by slowly stretching oriented polymer ﬁlms while IR-spectrometrically studying changes in the macromolecular structure. In these experiments, the stretcher, which provided the stress to the polymer sample, was run continuously and not synchronized to the interferometer. Therefore all the data were collected and all interferograms with identical phases had to be co-added. The combination of IR spectroscopy and mechanical (so-called rheo-optical) measurements led to more detailed data and therefore to a better understanding of the mechanisms involved in polymer deformation. Noda et al. [67] constructed a system designed to detect dynamic IR linear dichroism (DIRLD) in polymer samples undergoing small oscillatory strains using a dispersive IR instrument. Small amplitude oscillatory strain was applied to thin ﬁlms of
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quency, x, to the sample, the dynamic signal A˜(m,t) from the sample can be written as ˜ tÞ ¼ AðmÞsin½xt ˆ Aðm; þ bðmÞ



Figure 2 Schematic drawing of a dynamic FT-IR experiment.



polyethylene mounted in a stretching device. The polarization of the IR beam was altered at a very high frequency between parallel and perpendicular directions (i.e., with respect to the stretching). Dichroic diﬀerences between the absorbances parallel and perpendicular to the stretch direction as small as 5105 with a time resolution of better than 14 Asec were detected. The development of the dynamic IR linear dichroism technique turned out to be fast and sensitive enough to detect molecular level relaxations of strain-induced orientations in polymers, although these orientations occur and relax very rapidly. Polymers such as isotactic polypropylene served as model compounds in the development of the new technique. In 1987, Noda et al. [68] compared Fourier transform and dispersive spectroscopy in the characterization of polymers in polarization–modulation IR techniques. By that time, the dispersive instrument had been given preference. In 1991, Palmer et al. [69] introduced FT-IR spectroscopy to perform such dynamic experiments. A technical improvement—the step scan interferometry— allowed advantage to be taken of FT-IR as well as of the two-dimensional correlation and coupling to dynamic mechanical analysis (DMA). As the step-scanning decouples the spectral multiplexing from the time domain, the time dependence of the sample response to the external perturbation was shown to be regained quite easily [70]. Again, an external sinusoidal small amplitude strain is applied to a sample that is irradiated with polarized IR light (Fig. 2). The time-dependent, dynamic IR absorbance of the strained sample measured at a wave number, m, can be seen as the combination of two components: a quasistatic [A(m)] and a dynamic one [A˜(m,t)]. ˜ tÞ Aðm; tÞ ¼ AðmÞ þ Aðm;



ð2Þ



with Aˆ(m) being the amplitude and b being the phase loss angle. As the reorientations of the dipole transition moments are directionally dependent, the resulting directional absorbances represent the time-dependent reorientations of the submolecular groups, which are strongly inﬂuenced by the intermolecular and intramolecular interactions. The phase diﬀerence is due to the rate-dependent nature of the reorientation process of the diﬀerent submolecular groups. As a result of this, the rheo-optical response can be expressed by the rate-independent ‘‘in-phase’’ and the rate-dependent ‘‘out-of-phase’’ portion of the response, the ﬁrst representing the storage modulus and the second the loss modulus of the sample. The storage modulus stands for the ability of a polymer to elastically store the absorbed mechanical energy as potential energy, whereas the loss modulus represents the ability of the material to dissipate the absorbed energy. The dynamic response given in Eq. (2) can therefore be expressed as the sum of two terms, which are orthogonal to each other: ˜ tÞ ¼ AVðmÞ sin xt þ AWðmÞcos xt Aðm;



ð3Þ



AV(m) represents the dynamic responses that are in-phase with respect to the applied external perturbation. AW(m) represents the dynamic responses that are 90j out-of-phase with the applied perturbation (cp. Fig. 3). The in-phase spectrum is derived from reorientations of the dipole transition moments occurring simultaneously with the applied strain. The response of the in-phase spectrum is proportional to the applied perturbation. The out-of-phase (quadrature) spectrum shows signals of submolecular constituents which are reorienting with a phase delay of p/2—that means perpendicular to the applied perturbation.



ð1Þ



The dynamic response obtained as a dynamic variation of the IR signals [A˜(m,t)] can be expressed in terms of two parameters. The ﬁrst is a phenomenological coeﬃcient relating the amplitude of the oscillatory strain to the IR response [Aˆ(m)] and the second representing the phase loss angle (b) between the strain and the IR response. As the sinusoidal external perturbation is applied at a ﬁxed fre-



Figure 3 Connection of magnitude and phase spectra to inphase and out-of-phase spectra.
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The in-phase and out-of-phase spectra can be expressed as follows: ˆ AVðmÞ ¼ AðmÞcos bðmÞ ð4Þ ˆ AWðmÞ ¼ AðmÞsin bðmÞ The in-phase and out-of-phase spectra are related to the magnitude and phase spectra (see Fig. 3) mathematically as follows: qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ˆ AðmÞ ¼ ðAVðmÞ2 þ AWðmÞ2 Þ ð5Þ bðmÞ ¼ arctanðAWðmÞ=AVðmÞÞ An additional method for analyzing the spectra was introduced by the two-dimensional infrared correlation analysis [71–73]. Again, time-resolved detection of IR signals in response to an external perturbation, e.g., mechanical strain, was the basis. In contrast to the former correlation analysis, the dynamic variation of the IR signals was analyzed yielding new spectra which were deﬁned as functions of two independent wave number axes. For a pair of dynamic IR signals measured at two diﬀerent wave numbers, the dynamic IR cross-correlation functions were deﬁned, giving synchronous and asynchronous spectra. The synchronous correlation intensity characterizes the degree of coherence between the dynamic ﬂuctuations of IR signals measured at two diﬀerent wave numbers. The asynchronous spectra represent the correla-



tion for changes occurring with 90j phase diﬀerence [74]. Peaks located on the 2-D spectra provide information about interactions among the diﬀerent functional groups associated with the IR bands. A further advantage of this new data handling was that overlapping bands could be resolved. In 2-D IR, the dynamic IR cross-correlation function X(s) is deﬁned for a pair of dynamic IR signals measured at two diﬀerent wave numbers [A˜(m1,t) and A˜(m2,t)] as, XðsÞ ¼ Uðm1 ; m2 Þcos xt þ Wðm1 ; m2 Þsin xt



ð6Þ



where U(m1,m2) and W(m1,m2) are the real and imaginary components, respectively. The synchronous and asynchronous correlation intensities of the dynamic spectrum are given by: 1 ˆ ˆ Uðm1 ; m2 Þ ¼ Aðm 1 Þ Aðm2 Þcos½bðm1 Þ  bðm2 Þ 2 1 ¼ ½AVðm1 Þ AVðm2 Þ þ AWðm1 Þ AWðm2 Þ ð7Þ 2 1 ˆ ˆ Wðm1 ; m2 Þ ¼ Aðm 1 Þ Aðm2 Þsin½bðm1 Þ  bðm2 Þ 2 1 ¼ ½AWðm1 Þ AVðm2 Þ  AVðm1 Þ AWðm2 Þ ð8Þ 2 Fig. 4 gives an example of a synchronous spectrum in the wave number region 3600–2500 cm1 of an oriented cellulose sheet irradiated with IR light polarized parallel to



Figure 4 Synchronous 2-D FT-IR spectrum of an oriented cellulose sheet irradiated with IR light polarized parallel to the stretching direction. Autopeaks on the diagonal are marked as (.) and cross-peaks as (5).
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the stretching direction. The 2-D IR correlation spectrum is in fact three-dimensional, with independent wave numbers on the x- and y-axes and the correlation intensities on the zaxis. In a synchronous spectrum, peaks appear for pairs of bands with identical dynamic behavior. The peaks on the diagonal, the so-called autopeaks, indicate which transition dipoles and thus which submolecular components have an orientational response to the applied sinusoidal strain. Since the intensity change of each band is correlated with itself, a series of positive maxima along the diagonal show up. The oﬀ-diagonal peaks (cross-peaks) appear whenever the corresponding dipole transition moments reorient inphase (simultaneously) with each other. Therefore a pair of intense cross-peaks indicates the existence of a strong synchronous correlation between the two bands. If the cross-peak appears to be positive in sign, the two corresponding dipole transition moments reorient parallel to each other. Negative peaks appear if the reorientations are mutually perpendicular. Further details of the cellulose spectrum will be discussed under ‘‘Two-Dimensional FTIR Spectroscopy Applied to Cellulose’’ of this chapter. The asynchronous correlation function (an example for the wave number region 3500–3200 cm1 is drawn in Fig. 5) gives information about the degree of independence of reorientational behavior of corresponding dipole transition moments. No peaks appear on the diagonal. Cross-peaks are produced if the transition dipoles reorient out-of-phase with each other, meaning that they are not
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synchronized and therefore that a strong chemical interaction is lacking. Functional groups that are located in diﬀerent chemical environments can exhibit diﬀerent dynamic responses to the external perturbation. The signs of the cross-peaks give information on the relative rates of the response of the involved dipoles. Fig. 5 gives an example of the asynchronous correlation map of the OH region of an oriented cellulose sheet irradiated with IR light polarized parallel to the stretching direction. The static spectrum consists of a broadband, obviously derived from the overlapping of several bands. This can clearly be observed in the 2-D plot where several diﬀerent crosspeaks, also with a diﬀerent sign, appear. Because of the mathematics, equivalent peaks with opposite signs appear on the diﬀerent sides of the diagonal. A closer discussion of these features for the cellulose bands in question will also follow in ‘‘Two-Dimensional FT-IR Spectroscopy Applied to Cellulose’’ of this chapter. In the years following the development of this 2-D FTIR technique, investigations on several synthetic polymers such as polyurethane [75], polyethylene [70,76], polypropylene [77,78], polymer ﬁlms and liquid crystals [79], epoxy resins [80,81], polymer blends [82–84], melt crystallized nylon [85], acetylene terminated polyisoimide prepolymer [86], duroquinone [87], and inorganic NaCl crystals [88] have been performed. The method has also successfully been applied to some biological materials, for instance, to study protein conformations in human skin [89], keratin in



Figure 5 Asynchronous 2-D FT-IR spectrum of an oriented cellulose sheet irradiated with IR light polarized parallel to the stretching direction. Cross-peaks are marked as (0).
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human hair [89,90], ﬁbroin in silk [91], and arabinoxylans [92,93]. The technique was introduced to cellulose research by Hinterstoisser and Salme´n [56–58]. A˚kerholm and Salme´n [59,60] extended the investigations to the wood polymer network to determine which wood polymers were connected to each other and the nature of the interactions. Furthermore, the ﬁrst studies on pulps were carried out [61].



III. TWO-DIMENSIONAL FOURIER TRANSFORM INFRARED SPECTROSCOPY APPLIED TO CELLULOSE A. Orientation Aspects In dynamic IR spectroscopy, thin ﬁlms or sheets of a material are stretched. Even with a ﬁlm of random polymer chain orientation, the small static and dynamic strains put on the sample will shift the random distribution toward a small orientation in the direction of the stretch. This orientation, together with the fact that both the dipoles and the polarized light have a direction, means that the spectral response to the straining will diﬀer in diﬀerent polarization modes. With a preoriented sample, this difference will be enhanced. The eﬀects of sample orientation on the spectral result of 2-D FT-IR measurements have been studied for isotactic polypropylene samples of diﬀerent orientation [78]. It was found that for this material, the spectral result depended strongly on the pretreatment of the sample, as well as on the polarization of the infrared radiation used. The spectral features occurring in dynamic FT-IR spectra originate from absorption changes, frequency shifts, and changes in band shape as a result of the applied dynamic strain of the samples. These stress-induced changes have been shown to vary with morphological, thermal, and stress history of the samples. With an oriented ﬁlm or sheet, the specimen may also be stretched in diﬀerent directions. Such eﬀects are illustrated in Fig. 6, where the dynamic in-phase spectra for spruce cellulose sheets with diﬀerent ﬁber orientations are shown for both 0j polarization and 90j polarization [56]. Comparing the spectra from the diﬀerent orientations reveals no great diﬀerence in band positions between them. The main eﬀects observed for the diﬀerent ﬁber directions were the diﬀerences in relative intensity between absorption bands. For these cellulose samples, it can be seen that the intensity of the peak for the nonoriented sample is always in-between the intensities of the other two loading modes. There is a strong correlation between the deformation of the cellulose skeleton including the glycosidic bond, the band at 1165/1169 cm1, and the band at 1435 cm1. This can be seen as the peak at 1435 cm1 having the same intensity for all diﬀerent ﬁber orientations after normalization of the spectra at 1165/1169 cm1 (skeletal stretching vibrations including the C–O–C bridge stretching). The intensity of the O3–H. . .O5V intramolecular hydrogen vibration is the highest in both the 90j (3332 cm1) and 0j (3329 cm1) polarization modes for the sheet loaded perpendicular to the ﬁber axis and the lowest for the sheet



Figure 6 Dynamic in-phase FT-IR spectra showing the result of a sheet stretched parallel to the ﬁber axis, perpendicular to the ﬁber axis, as well as a non-oriented sheet during 0j (upper spectra) and 90j (lower spectra) polarization modes.



loaded parallel to the ﬁber axis and is related to the normalization at 1165 and 1169 cm1, respectively. In the case of the perpendicular orientation, there are few cellulose chains oriented in the stretching direction, capable of taking up the load. This load situation results in a low dynamic intensity of the skeletal vibration/C–O–C band. Thus in this case, the overall deformation by bending and shearing of the ﬁbers would show up as a larger change in the O3H. . .O5V intramolecular hydrogen bond deformation. Thus when it comes to a general characterization of the strain distribution within cellulose in a ﬁber network material like paper, the ﬁber direction toward the straining direction is not the most important factor in the experimental arrangement for dynamic FT-IR studies since the same peaks for cellulose appeared for all the ﬁber directions examined. The highest resolution has, though, been obtained using oriented samples mounted so that the stretch is applied in parallel to the ﬁber direction. In Fig. 7, the dynamic in-phase spectra of spruce cellulose ﬁber sheets stretched parallel to the ﬁber direction for light polarized at 0j and 90j to the strain direction [56] are shown. The dynamic spectra recorded at 0j polarization are dominated by changes in vibrations aligned parallel to the straining direction, while spectra recorded at 90j polarization are dominated by perpendicularly aligned vibrations. In general, more peaks appear in the in-phase spectra of the 90j polarization than at 0j, both in the OH region and in the ﬁngerprint region. For both polarizations, the most intense
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Figure 7 Dynamic in-phase (thick line) and out-of-phase (thin line) FT-IR spectra of cellulose. The ﬁbers of the cellulose sheets were oriented parallel to the stretching direction. The polarization plane of the incident beam was 0j (upper spectra) and 90j (lower spectra) to the strain direction. The most intense bands are marked.



peaks are found between 1200 and 1050 cm1 (CO, CC, and skeletal stretching vibrations). At 0j polarization to the direction of the straining, the two most intense peaks are at 1169 cm1, corresponding to skeletal stretching vibrations including the C–O–C bridge stretching [24,94], and at 3329 cm1, corresponding to the O3H. . .O5V intramolecular hydrogen vibration [6,95,96]. In the 90j experiment, the 1064 cm1 band, in the CO valence vibration region, is the most intense peak. In this polarization mode, there are also peaks for skeletal stretching including the C–O–C stretching, positioned at 1165 cm1, and for the O3–H. . .O5V intramolecular hydrogen vibration at 3332 cm1. Between 1200 and 1500 cm1, CH2 deformation vibrations and COH in-plane bending motions are expected. More signals appear in the 90j than in the 0j polarization experiment for this area, but the intensity is less than that for the lower wave numbers. As the peak at 1462 cm1, probably from a CH2 bending vibration [97], represents an orthogonal vibration in relation to the backbone, its appearance in only the 90j polarization experiment is anticipated.



B. Load Distribution In understanding the strength development of polymeric material and the way this is aﬀected under various con-



ditions, the understanding of how diﬀerent entities of the molecule contribute is essential. This applies in particular to a system such as that of cellulose in which there are possibilities for hydrogen bonding in several diﬀerent positions. In fact, cellulose is a very highly coupled system in terms of IR vibrations. This is demonstrated via the synchronous 2-D FT-IR spectrum in Fig. 8. As an example, the close correlation between the O3–H. . .O5V intramolecular hydrogen and a skeletal stretching band can be observed in the 2-D spectrum as a signiﬁcant cross-peak between 3329 and 1169 cm1, the latter often assigned in the literature to the COC stretching [16,97,98]. This band, though, is not a real local mode vibration and therefore cannot be solely stated to be a C–O–C stretching mode, as the glycosidic linkage is part of a whole sequence of eight coplanar CC or CO bonds and these bonds are very highly coupled in their vibrations. The O3 bond, which is the last in the sequence, is precisely the one that is involved in the intramolecular O3H. . .O5V hydrogen bond [94]. The relatively high intensity of the O3–H. . .O5V intramolecular hydrogen vibration, the high intensity of the skeletal vibrations including the C–O–C bridge stretching, and the high intensity of the C–O and ring stretching in general (Fig. 7) all point to their importance in the loading of the cellulose chain. This fact, in combination with the close coupling observed in the 2-D FT-IR spectrum (Fig. 8) [56], supports the calculations of Tashiro and Kobayashi [97], who found that the strain energy in cellulose is mainly distributed via deformation of the glucose rings (f30%), bending of the ether linkages connecting the adjacent rings (f20%), and deformation of O3H. . .O5V hydrogen bonds (f20%). In this respect, the O2VH. . .O6 intramolecular hydrogen bond seems to play a minor role.



C. Hydrogen Bonding 1. General Remarks Hydrogen bonds are of special interest when dealing with macromolecules, particularly biomacromolecules. The reason is evident: hydrogen bonds are known to be the most important cohesive forces involved in the organization of the three-dimensional structure and the mode of recognition and association of biological molecules. Furthermore, they are known to be stronger and more directional than van der Waals forces [99]. It was during the 1930s that hydrogen bonds were introduced as an important principle in structural chemistry [100,101]. It was then that the interest in research into this incredibly important issue that hydrogen in special cases has the ability to function as a ‘‘bridge atom’’—a function being of basic importance for life—began. The strength of hydrogen bonds ranges from something close to that of covalent bonds down to a primarily electrostatic interaction, depending on the other partners involved. On the one hand, the hydrogen atom within the functional group might be covalently bound to a more electronegative atom. On the other hand, the hydrogen atom might face as its nearest neighbor another electro-
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Figure 8 Synchronous 2-D FT-IR spectrum of oriented cellulose sheets stretched parallel to the ﬁber orientation, irradiated with IR light polarized parallel to the stretching direction and the ﬁber direction (0j polarization mode). The cross-peaks can be seen oﬀ the diagonal. The cross-peak between the band of the COC and the O3H. . .O5V hydrogen bond is marked.



negative atom. This belongs to another functional group which serves as electronegative acceptor within the hydrogen bonding. As the electron of the hydrogen atom is used for the closure of the covalent bond to the more electronegative atom, the hydrogen becomes more or less descreened. This results in a dipole with a positive charge at the H-end of the linkage. If the nearest neighbor is carrying excess electron density, a hydrogen bond to this neighbor is built. The strength of the hydrogen bond depends mainly on the electron aﬃnity of the partners involved. From this point of view, it is easy to understand that a variety of hydrogen bonds exist. These vary both in bond energy and in their structural features. Very strong hydrogen bonds such as that in FH. . .F and OH. . .O are of minor importance in biological systems. More important in these are the ‘‘normal’’ or ‘‘weak’’ hydrogen bonds. These are often two, three, or four centered bonds, with a bond length ranging from 0.15 to 0.3 nm. They are weakly directional, the bond energy is lower than 20 kJ/mol, and the IR vibration frequencies are found above 2000 cm1 [99]. Hydrogen bonds lead to a remarkable red shift (shift toward longer wavelengths) of the OH stretching vibration bands in IR spectra, as the bonding between the electronegative oxygen and the hydrogen atom is weakened through the bridge building. The OH stretching vibration frequency, for example, of



an alcohol diluted in CCl4, or CS2, for instance, appears at about 3600 cm1. The corresponding OH stretching vibration of a pure, and therefore very much associated, alcohol is a broadband around 3300 cm1 [102]. Weak hydrogen bonds are long-range interactions, falling oﬀ with r1. The ﬁrst neighbor hydrogen bond interactions are still signiﬁcant at distances as great as 0.35 nm from the hydrogen atom. Hydrogen bonds, therefore, appear to have group properties. This means that they depend not only on their nearest neighbor atoms involved in the bridge building, but also on the sequential nature of the total pattern of bonding. In general, the stretching and bending force constants of hydrogen bonds are about 15 times smaller than for covalent bonds. However, bond length and angles depend a lot on the chemical environment. Hydrogen bonds can be easily deformed by other intermolecular interactions, such as other hydrogen bonds or van der Waals forces [99]. Intramolecular hydrogen bonds diﬀer from intermolecular ones as they are not affected by solvents because they are less accessible [28,102]. Consequently, hydrogen bonds are a complex issue to study. Diﬀerences particularly in bond length, energy, and angles imply that they also diﬀer in their vibrational behavior, making IR spectroscopy a useful tool for such investigations.
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2. Hydrogen Bonding in Cellulose There is no question about the general concept that cellulose is made up of glucose molecules forming poly-h(1,4)D-glucose chains. On the other hand, many researchers have put much eﬀort into answering questions relating to its three-dimensional structure, questions undoubtedly concerned with hydrogen bonds, and the matter is not yet resolved. In fact, intramolecular as well as intermolecular hydrogen bonds play a major role in the interactions within and between the cellulose molecules and, therefore, also inﬂuence the strength properties of the cellulosic material. Intramolecular hydrogen bonds have an important stabilizing function within cellulose chains. The intermolecular hydrogen bonds are also of importance as they play a key role in the formation of crystalline structures and the association of microﬁbrils. The physical properties of dry cellulose, for example, the ﬁber-to-ﬁber linkage in paper, are mainly a function of the OH groups and their ability to build hydrogen bonds. In dry cellulose, practically all OH groups are involved to some extent in hydrogen bonding. The proton donor group is an OH group bonded to another hydroxyl or oxygen group, functioning as proton acceptor. Some of these hydrogen bonds can be destroyed by water leading to new hydrogen bond formation between the OH or O groups of the cellulose and the water molecules. The accessibility of diﬀerent hydrogen bonds is selective in character, the intramolecular bonds being more resistant than the intermolecular ones [28]. Studies of hydrogen bonding are an intrinsic part of cellulose research. Since the 1950s, IR spectroscopy has been one of the favored tools for investigating hydrogen bonds, although the broadband around 3000–3700 cm1 causes diﬃculties in spectral interpretation because it includes all the speciﬁc OH stretching vibration bands of interest in one large peak. Several attempts have been made to unravel this ‘‘hump’’ by using deuterium exchange (for example, Refs. [11,21,103]), as well as mathematical processing such as deconvolution and diﬀerentiation [34,95]. As investigations proceeded over the years, speciﬁc frequencies were assigned to diﬀerent hydrogen bonds. This became even more important with the discovery that there existed diﬀerent allomorphs of native cellulose (cp. ‘‘Crystal Structure’’), which opened up further discussions relating to hydrogen bonding. In the generally accepted structure of native cellulose (Fig. 9), intramolecular hydrogen bonds of types O3H. . .O5V and O2VH. . .O6 are present on both sides of the chain [104]. This is related to a nearly trans gauche (tg) orientation of the hydroxymethyl group [105]. The bond length of the O3H. . .O5V hydrogen bond is reported to be 0.275 nm and the length of the O2VH. . .O6 is reported to be 0.287 nm. An intermolecular hydrogen bond, O6H. . .O3, is formed with a bond length estimated to be 0.279 nm [104,105]. It is generally known and accepted that these hydrogen bonds play an important role in determining the conformational and mechanical properties of cellulosic materials [19,55,104–106]. However, no satisfactory veriﬁ-
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Figure 9 Schematic drawing of cellulose molecules including the hydrogen bonds (----): intramolecular hydrogen bonds O3H. . .O5V and O2VH. . .O6; intermolecular hydrogen bond O6H. . .O3.



cation of the predicted vibrational energies of the diﬀerent bondings is at hand. The dynamic 2-D FT-IR technique has, in this respect, been found useful in providing answers to the remaining questions relating to hydrogen bonding [56–58]. Fig. 10 shows an example of the OH stretching vibration region in both static and dynamic 2-D FT-IR spectra of native spruce cellulose. These spectra were produced from oriented sheets made of a spruce dissolving pulp. Comparing the dynamic in-phase and out-of-phase IR spectra, the ﬁrst fact to emerge is that the response of the out-of-phase spectrum is two to three times less intense than that of the in-phase spectrum. This indicates that the dynamic behavior of the cellulose is nearly exclusively elastic. The second and even more obvious feature is that the in-phase IR spectra consist of diﬀerent distinct bands, while the static spectra consist of an unstructured broadband. The higher resolution provided by the dynamic measurement allows experimental visualization of the bands belonging to diﬀerent dipole transition moments. There are also diﬀerences between the spectra measured in the parallel polarization mode and those measured in the perpendicular mode. The main band in the 0j polarization mode experiment appears, in fact, as a split, or a so-called bipolar, band. This indicates that the transition dipole moments of the components involved reorient in diﬀerent directions with respect to the polarization axis when subjected to the oscillatory strain. One average dipole is moving toward the polarization axis, which is in this case parallel to the strain axis, and the other away from it. The dominating signal is placed at 3329 cm1 with an opposite peak at 3372 cm1. A bipolar dynamic band has its ‘‘fundamental’’ energy in-between the two bands. Further details are examined and discussed in connection with 2-D correlation spectra. In Fig. 11, the synchronous correlation spectrum of the OH region of spruce cellulose is shown. The spectrum is symmetric with respect to the diagonal line as the synchronous correlation intensities characterize the degree of coherence between the dynamic ﬂuctuations of IR signals measured at two diﬀerent wave numbers. As mentioned above, the autopeaks indicate which functional groups change dynamically as a result of the applied sinusoidal strain.
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Figure 10 OH-stretching vibration region of FT-IR spectra: static spectra (----), in-phase and out-of-phase dynamic spectra of native spruce cellulose stretched parallel to ﬁber orientation: (A) light polarized parallel and (B) light polarized perpendicular to the stretching direction.



The observed autopeaks in the synchronous 2-D spectrum in the OH range thus represent the perturbationinduced local reorientation of the hydrogen bonds. The main peaks are at 3329, 3372, and 3472 cm1. As the cellulose molecule reacts quite elastically, the peaks observed are equal to the ones observed in the in-phase spectra. The synchronous plot of the oriented sheets shows strong positive cross-peaks, correlating the main maxima with each other. Obviously, these dipole transition moments reorient in phase with each other, showing a high degree of coupling. Negative cross-peaks (shaded in the ﬁgure) between 3329 cm1 and the other peaks are clearly evident. The appearance of negative cross-peaks indicates that the reorientation direction of the one transition dipole moment is orthogonal to that of the other. Therefore it can be concluded that the transition dipole moment of the 3329 cm1 band is perpendicular to that of the 3372 and 3472 cm1 ones. It is therefore clear that although the two sets of absorption bands are synchronized to each other, they must have diﬀerent origins. According to the literature, the frequencies for the O3H. . .O5V intramolecular hydrogen bond can be found between 3340 and 3375 cm1 [6,28,97]—the peaks of the in-phase spectra are almost within this wave number region. Examining again the in-phase spectra shown in Fig. 10, it can be seen that in the 90j polarization mode (Fig. 10B), a corresponding peak appears at 3332 cm1, but this one is not split. A band at 3375 cm1 is, however, unidirectional with the 3332 cm1 in the 90j polarization mode. It appears as well in the region predicted for the O3H. . .O5V intramolecular hydrogen bond leading to the question of whether a bifurcated hydrogen bond might exist, as Atalla [19,94] has suggested for h-methylcellobioside. In the 0j polarization experiments (Fig. 10A), transition dipole



moments reorienting in the stretching direction give a stronger contribution to the spectrum, and it is the hydrogen bonds involved that are more likely to be stretched and changed in energy during straining. The high intensity of the O3H. . .O5V intramolecular hydrogen bond vibration, and its domination in the 0j polarization mode, clearly indicate its importance in the loading of the cellulose chain as a kind of ‘‘second bridge’’ between adjacent glucose molecules beneath the main, covalent COC bridge. As the intramolecular hydrogen bonds O3H. . .O5V and O2VH. . .O6 are expected to be stabilizers in the cellu-



Figure 11 Synchronous 2-D FT-IR spectrum of the OHstretching vibration region of native spruce cellulose stretched parallel to the ﬁber orientation and irradiated with light polarized parallel to the stretching direction. Negative cross-peaks are shown shaded.
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lose molecule, they should both be found as well-recognizable bands in the dynamic spectra. As the bond length of the O2VH. . .O6 intramolecular hydrogen bond [104,105] is longer than that of the O3H. . .O5V hydrogen bond, the associated band will appear at a higher frequency, namely, between 3410 and 3460 cm1 [6,107]. Only small bands were found in this range in the 2-D spectrum, emphasizing that the O2VH. . .O6 intramolecular hydrogen bond obviously plays a minor role in the load distribution [56]. In general, it is clear that more signals appear in the 90j polarization mode. For well-ordered samples of spruce cellulose, the band at 3267 cm1 is the most intense in this polarization direction. There is also a shoulder in the inphase spectrum at 3232 cm1. These two bands are close to the characteristic cellulose I h and cellulose Ia bands assigned to 3270 and 3240 cm1, respectively [17]. Both of them are in the suggested wave number area for the O6H. . .O3 intermolecular hydrogen bond between 3230 and 3310 cm1 [6,11,17,95]. This assignment might be questioned as the O. . .O distance is slightly greater than that of O3H. . .O5V intramolecular bond, and therefore the band is expected to occur at higher frequencies [94], but according to Gardner and Blackwell [104], as well as by Okamura [105], the distance is quite close to the O3H. . .O5V bond length. In the 90j polarization mode, the response in the dynamic spectrum is preferentially from orthogonal vibrations in relation to the stretching and the main direction of the cellulose chains. Hence the intermolecular hydrogen bonds, connecting adjacent molecular chains, are likely to provide the main signal in the 90j polarization mode. The allomorph-characteristic bands of cellulose I can also be seen in the 0j in-phase spectrum, but they are not the main bands in this case. The asynchronous spectrum of the orientated spruce cellulose samples irradiated with IR light polarized parallel to the stretching and to the ﬁber orientation is shown in



Fig. 12. Several cross-peaks can be found on the plot. Two cross-peaks near the diagonal establish a correlation square at 3332 cm1 giving two distinguishable bands at 3332 and 3314 cm1. Another cross-peak is found at 3362 cm1. Only nonsynchronized responses appear in the asynchronous spectrum. There is thus no cross-peak between bands at 3372 and 3329 cm1, again underlining a high coupling of these two. Speciﬁc assignments of the diﬀerent new bands cannot be given at this stage. Figs. 13 and 14 show the 2-D plots for the experiments carried out on the oriented sheets in the 90j polarization mode. In the synchronous spectrum (Fig. 13), again, autopeaks appear (3267, 3332, 3372, and 3440 cm1)



Figure 12 Asynchronous 2-D FT-IR spectrum of oriented cellulose sheets, IR light polarized parallel to stretching and to ﬁber orientation.



Figure 14 Asynchronous 2-D FT-IR spectrum of oriented cellulose sheets. IR light polarized perpendicular to the stretching and to the ﬁber orientation.



Figure 13 Synchronous 2-D FT-IR spectrum of oriented cellulose sheets. IR light polarized perpendicular to the stretching and to ﬁber orientation.
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coupled to one another via positive cross-peaks. The reorientation directions of the dipole transition moments are obviously the same for these bands. Interestingly, in the asynchronous spectrum (Fig. 14), a cross-peak is found between the bands of 3267 and 3232 cm1, which is between the bands assigned to cellulose Ih and Ia, respectively, clearly distinguishing these two signals.



D. Crystal Structure Native cellulose is a composite of two diﬀerent crystalline forms, cellulose Ia and cellulose Ih [108]. These two allomorphs are suggested to diﬀer in their secondary structures which is in the conformation around the glucosidic linkage and the C5C6 bond, the hydrogen bonding patterns, or the molecular packing [54]. Although diﬀerences in IR spectra of diﬀerent native celluloses were revealed almost 50 years ago [109], the highly overlapping bands in the IR spectra of biopolymers have meant that the possibilities of studying such structural diﬀerences using conventional IR spectroscopy have been reduced. The 2-D IR technique is, however, sensitive to the secondary structure since diﬀerences in the molecular environment for a transition dipole result in diﬀerent responses when the polymers are dynamically strained during the experiment. This opens up new possibilities for IR spectroscopy because 2-D IR spectroscopy is not only sensitive to chemical composition, but also to structural conformations such as the secondary structure of the polymers. During pulping of wood, the ﬁbers are exposed to high temperatures under alkaline or acidic conditions. The



Figure 16 Dynamic FT-IR intensity of 3240 cm1 plotted against relative cellulose Ia content in cellulose mixtures of cotton linters and a Cladophora cellulose.



pulping processes not only dissolve the lignin from the wood structure, but also aﬀect the hemicellulose and cellulose structures. Such diﬀerences in cellulose structure between diﬀerently pulped ﬁbers have been demonstrated by NMR spectroscopy [110–113]. FT-IR spectroscopy has also been used to determine the allomorphic composition of cellulose I from diﬀerent origins. Sassi et al. [114] used the deconvoluted bands of the OH stretching vibrations, whereas Imai and Sugiyama [49] determined the ratio of the



Figure 15 Comparison of dynamic and static FT-IR spectra of one cellulose mixture for two areas where characteristic peaks of cellulose Ia and cellulose Ih are to be found. Thick line=static spectrum and thin line=dynamic spectrum.
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Figure 17 Dynamic FT-IR intensity of 756 cm1 plotted against relative cellulose Ia content of cellulose mixtures of cotton linters and a Cladophora cellulose.



absorption coeﬃcients between 750 and 710 cm1. Yamamoto et al. [115] also used the 750 and 710 cm1 peaks, but made line–shape analyses of the spectra and then correlated the ratios to the mass fraction determined by 13C NMR. All these studies were, however, carried out on highly ordered materials such as Cladophora, Valonia, and bacterial celluloses, whose FT-IR spectra are higher in resolution compared to the spectra of wood celluloses. With the 2-D FT-IR method, characteristic IR peaks of cellulose Ia and cellulose Ih may also be studied in pulp samples [61,116]. The higher resolution of the dynamic compared to the static IR spectrum with regard to the characteristic peaks of celluloses Ia and Ih [17] is shown in Fig. 15 for a mixture of two diﬀerent native celluloses, a cotton linters Ih-rich cellulose and a Cladophora (algae) Ia-rich cellulose.
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The bands characteristic of cellulose Ia and cellulose Ih in the OH region are reported to be found at 3240 and 3270 cm1, respectively [17]. These bands are marked in the static spectrum of Fig. 14. It can be seen that in the dynamic in-phase spectrum, the peak maxima diﬀer from these. This is a result of the change in the energy of the vibration as a result of the straining of the polymer (the so-called split/ bipolar dynamic peaks [78]). The peak-to-valley intensity of the characteristic cellulose Ia peak at about 3240 cm1 may be used for quantitative purposes as illustrated in Fig. 16 for mixtures of pure celluloses, cotton linters, and a Cladophora cellulose. The correlation was, however, linear only for the mixed samples (18–42% cellulose Ia). For chemical pulps, the resolution in this region compared to the pure celluloses is too low for quantitative evaluation. In the low wave number region, the characteristic Ia peak (750 cm1) is also slightly shifted in the dynamic spectrum (Fig. 15, right). The static peak characteristic of cellulose Ih at 710 cm1 could also be found in the dynamic spectrum, and additionally, the dynamic spectrum contains a third peak at 725 cm1. In this wave number region, 800–700 cm1 (OH out-of-plane bending [19]), a correlation to the allomorphic composition is only linear for the 710 cm1 peak. The characteristic cellulose Ia peak at 756 cm1 only shows a linear correlation between peak intensity and allomorphic composition for cellulose Ih-rich samples. When cellulose Ia contents are above about 30%, some kind of saturation point is reached (Fig. 17). The intensity of the peak at 725 cm1, which only appears in the dynamic spectrum and not in the static one, is independent of cellulose allomorphic composition pointing to its relationship to some feature other than the allomorphic composition or the crystallinity in general (Fig. 18). The peak at about 710 cm1 (characteristic of cellulose Ih) has a linear correlation with the relative cellulose Ih content as seen in Fig. 19. This correlation was used as a



Figure 18 Dynamic FT-IR intensity of 725 cm1 plotted against relative cellulose Ia content of cellulose mixtures of cotton linters and a Cladophora cellulose.
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Figure 19 Dynamic FT-IR intensity of 710 cm1 plotted against relative cellulose Ih content of cellulose mixtures of cotton linters and a Cladophora cellulose.



basis for estimating cellulose allomorphic composition in pulps [116]. Moreover, this peak also shifts linearly in wave number position from 706 cm1 in the pure cotton linters sample to 714 cm1 in the pure Cladophora sample. The diﬀerent positions of this band have also been reported for other native celluloses [17]. For wood pulps, the dominating peak in this low-wave number region is the 725-cm1 peak, indicating that structural diﬀerences exist in relation to cotton and Cladophora



cellulose. However, the 710-cm1 peak also diﬀers in intensity between diﬀerent chemical pulps (Fig. 20). The 710-cm1 peak may therefore be used together with the correlation from the cotton/Cladophora mixtures (Fig. 19) to estimate the relative cellulose Ih content of these chemical pulps (Table 1). As seen from Table 1, the birch kraft pulp has a higher content of cellulose Ih than the two corresponding softwood kraft pulps studied. This is most likely related to the fact that birch wood is more enriched in the cellulose Ih form, while softwoods are more enriched in the cellulose Ia form [117]. The holocellulose and the acid sulﬁte pulp have the lowest amounts of cellulose Ih, whereas the dissolving pulp has the highest amount. The higher amount of cellulose Ih in chemical pulps compared to holocellulose has also been demonstrated with NMR measurements [111,112]. The reason for the altered allomorphic composition is that the monoclinic cellulose Ih form is more thermodynamically stable, and therefore



Table 1 Estimations of relative content of cellulose Ih in pulps Pulp sample



Figure 20 Dynamic in-phase FT-IR spectra at 0j polarization for diﬀerent chemical pulps. The spectra are plotted at diﬀerent oﬀsets.



Dissolving pulp Bleached softwood Kraft Softwood kraft liner Birch kraft Acid sulﬁte pulp Holocellulose



Estimated relative content of cellulose Ih (%) 79 (F2.0) 49 50 54 41 43



(F2.8) (F5.7) (F0.9) (F0.9) (F0.4)



Numbers in parentheses are the standard deviations based on three measurements.
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conversion from the triclinic cellulose Ia to cellulose Ih occurs at the high temperature and alkalinity of the kraft process. The acid sulﬁte pulping process does not appear to aﬀect the allomorphic conversion in the same way, as also revealed by NMR [113]. The reason for this could be that this transformation is aﬀected both by the temperature as well as the medium, where an alkaline medium is favorable for the transformation [46]. Another factor worth considering is the structural hindrance to transformation that the lignin might provide during pulping. In acid sulﬁte pulping, the lignin is in a rather unswelled state and softens subsequently, in contrast to its behavior in the alkaline kraft process [118]. It is suggested that this reduces the diﬀusion rates in the ﬁber wall and might also reduce the chance for cellulose to structurally rearrange.



IV. TWO-DIMENSIONAL FOURIER TRANSFORM INFRARED SPECTROSCOPY APPLIED TO PULPS A. Hemicellulose Interaction Two-dimensional IR spectroscopy is particularly useful for studies of interactions between diﬀerent polymers in composite materials. Although there have been numerous studies on synthetic composites (see ‘‘Infrared Spectroscopy for Wood and Cellulose Research’’ of this chapter), only a few studies have dealt with interactions within composites of biopolymers, such as wet onion cell walls [119], composites of Acetobacter cellulose [93], and diﬀerent pulp ﬁbers [59–61]. For a native composite such as the wood cell wall, such studies of these interactions could contribute much toward the understanding of the ultrastructural arrangement of the polymers within this biologically constructed material.



Figure 21 Weights from partial least squares (PLS) analyses of extracted holocelluloses. Positive peaks show high contribution from the polymer to the absorption in this area.



Figure 22 Static FT-IR spectrum of a spruce holocellulose. Characteristic vibration bands from the diﬀerent polysaccharides in wood pulps are marked in the diagram.



1. Characteristic Vibrations In using 2-D IR spectroscopy to study interactions between polymers in a composite, it is a prerequisite that absorption peaks for the diﬀerent polymers are distinguishable. This was, in fact, thought to be an obstacle in the interpretation of dynamic spectra in such a study of polysaccharide interactions in onion cell walls [119]. Since the diﬀerent polysaccharides in the wood cell wall are all built up with sugar units, they also have very similar IR spectra. However, the glucomannan (or more correctly, O-acetyl-galactoglucomannan) has characteristic vibrations due to the equatorially aligned hydrogen in the mannose unit. These vibrations can be found at 810 and 870 cm1. Furthermore, it is the vibration characteristics of carboxylic acids (1735, 1600, and 1245 cm1) from the 4-O-methyl-a-D-glucopyranosyl uronic acid side group of xylan [arabino-(4-Omethylglucurono)xylan in softwoods and O-acetyl-(4-Omethylglucurono)xylan in hardwoods] that distinguish the xylan spectrum from the cellulose spectrum. These characteristics have been demonstrated in a multivariate data analysis on alkali-extracted holocelluloses [59] (Fig. 21). It is diﬃcult to spectrally distinguish between cellulose and glucomannan. A high correlation between the cellulose content in holocelluloses and the bands at 1110, 1315, 1335, and 1430 cm1 has, though, been demonstrated. These bands are sensitive to cellulose crystallinity [27,120] and are therefore more distinct in the spectrum of the more ordered cellulose compared to glucomannan. In Fig. 22, the characteristic vibration bands of the three main polysaccharides within wood pulps are marked in a static FT-IR spectrum of a spruce holocellulose sample. 2. Holocellulose The production of holocellulose by treatment with sodium chlorite under acidic conditions is known to remove the lignin without causing major changes to the native structure of the wood cell wall. Therefore such a sample can be
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Figure 23 Dynamic in-phase (thin line) and out-of-phase (thick line) FT-IR spectra of spruce holocellulose sheets strained in the ﬁber direction. The spectra are recorded at 90j polarization.



used as a reference for the polymer interactions in the native wood ﬁber if lignin-free samples are required. In Fig. 23, the two components of the dynamic spectrum of a spruce holocellulose are shown [59]. These measurements have been performed at room temperature in dry air. The weak out-of-phase (viscous) signal points to a very elastic response of the sample under these condi-
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Figure 25 Model of the cell wall structure of a latewood softwood ﬁber (tracheid). The lines in the diﬀerent cell wall layers represent the organization of the cellulose ﬁbrils in the diﬀerent layers. Observe the dominance of the S2 layer with the ﬁbrils aligned almost parallel to the ﬁber axis. (From Ref. 138.)



tions. The glass transition of the dry wood polysaccharides ﬁrstly occurs at temperatures over 180jC, implying that they are all in their glassy state at room temperature under dry conditions [118]. Under these conditions, it is in the inphase dynamic spectrum that the information will be found since the out-of-phase spectrum mainly consists of noise. Therefore in the following discussion, concerning holocel-



Figure 24 Comparison of dynamic in-phase FT-IR spectra at 0j polarization for a spruce cellulose (dissolving pulp free of hemicelluloses) (thin line) and a holocellulose (cellulose with 33% hemicelluloses) (thick line). The sheets are strained in the ﬁber direction.
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Figure 26 Comparison of dynamic in-phase FT-IR spectra at 90j polarization for spruce cellulose (thin line) and holocellulose (thick line). The sheets are strained in the ﬁber direction.



Figure 27 Comparison of dynamic in-phase FT-IR spectra at 90j polarization for spruce cellulose (thin line) and holocellulose (thick line). Characteristic vibrations of glucomannan due to the orthogonal directed hydrogen of the mannose ring are marked at 810 and 870 cm1 in the ﬁgure.



lulose and chemical pulps, only the in-phase spectra (elastic response) are shown in the ﬁgures. The dominance of cellulose ﬁbrils for the load-carrying ability in pulp ﬁbers is clearly evident from the comparison of the dynamic in-phase IR spectra in 0j polarization of a spruce cellulose (dissolving pulp with >98% cellulose) and a spruce holocellulose containing 33% hemicellulose as seen in Fig. 24. These ﬁber sheets are strained in the ﬁber direction. Although the holocellulose is composed of over one-third hemicellulose, the dynamic spectrum looks very similar to that of the pure cellulose. There are no dynamic peaks in the holocellulose spectrum characteristic of xylan or glucomannan, which, however, can be found in the static IR spectrum (Fig. 22). Since 2-D IR spectroscopy only shows changes in intensity as an eﬀect of external perturbation (straining), only the polymers involved in the stress transfer will contribute to the dynamic spectrum. The structure of the wood cell wall is built up of diﬀerent layers (Fig. 25). In the dominant S2 layer, which makes up 75–85% of the cell wall, the cellulose is arranged in ﬁbrils oriented mainly in the direction of the ﬁber axis [121]. These cellulose ﬁbrils, which are embedded in a matrix of lignin and hemicellulose, act as reinforcement and therefore take most of the load in the ﬁber direction. It is therefore not surprising that there are only the dynamic signals from cellulose in the holocellulose spectrum. The diﬀerences seen between the two in-phase spectra in Fig. 24 are mainly related to the diﬀerences in cellulose structure originating from changes occurring during pulping as discussed in ‘‘Crystal Structure.’’
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Figure 28 An oﬀ-diagonal part of the synchronous 2D spectrum at 90j polarization of the spruce holocellulose. Characteristic peaks of cellulose and glucomannan are listed beside the ﬁgure and cross-peaks between the two polymers are marked with arrows in the ﬁgure.



If similar sheets of ﬁbers of spruce cellulose and spruce holocellulose are studied in the same loading mode, but with 90j polarization instead, the spectra look diﬀerent (Fig. 26). In this case, vibrations oriented perpendicular to the straining direction are more enhanced. In the 90j polarization spectra, diﬀerences between the holocellulose and cellulose can be seen between 800 and 900 cm1 (enhancement in Fig. 27). As mentioned earlier, this area contains absorption peaks characteristic of glucomannan. The appearance of dynamic peaks at 810 and 870 cm1 shows that glucomannan is also taking part in the load transfer in the ﬁber direction. The fact that they appear at
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90j and not at 0j polarization is due to the fact that the characteristic vibrations of glucomannan are oriented perpendicular to the backbone of the polymer chain, and the fact that the backbone of glucomannan is oriented parallel to the cellulose chains [59]. As described earlier, the synchronous and asynchronous 2-D spectra are useful for studying interactions between the polymers in a composite. In Fig. 28, an oﬀdiagonal area (diﬀerent wave numbers on x- and y-axes) of the synchronous 2-D spectrum from a 90j polarization measurement of a spruce holocellulose is shown. The area chosen is where characteristic bands of cellulose and glucomannan appear. The oﬀ-diagonal cross-peaks represent similar time-dependent movements of the molecular groups. The appearance of cross-peaks between all the characteristic bands of cellulose and glucomannan reveals that the two polymers move synchronously as a result of the applied strain. Furthermore, this suggests a strong interaction between the two polysaccharides inside the wood cell wall. Thus a strong coupling between the glucomannan aligned in parallel with the cellulose chains is anticipated. 3. Softwood Pulps When wood ﬁbers are used for paper production, they are ﬁrst exposed to a pulping process involving high temperatures and chemical reagents in order to remove the lignin. As mentioned earlier, during this process, other wood polymers, the cellulose and the hemicelluloses, are also aﬀected. A˚kerholm and Salme´n [61] used 2-D FT-IR spectroscopy to investigate how diﬀerent pulping processes aﬀected the mechanical interaction between the cellulose and the hemicelluloses. In Figs. 29 and 30, dynamic inphase spectra at 0j and 90j polarization of three diﬀerent chemical softwood pulps are plotted together with the corresponding spectra of holocellulose.



Figure 29 Dynamic in-phase FT-IR spectra at 0j polarization for holocellulose and three diﬀerent chemical softwood pulps. The sheets are strained in the ﬁber direction.
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Figure 30 Dynamic in-phase FT-IR spectra at 90j polarization for holocellulose and three diﬀerent chemical softwood pulps. The sheets are strained in the ﬁber direction.



Evidently, the dynamic FT-IR spectra are surprisingly similar in the ﬁngerprint region for these pulps, and no large diﬀerence could be seen in the spectra between holocellulose pulp and the diﬀerent chemical pulps of softwood. As for the holocellulose, only dynamic peaks from cellulose were found in the 0j polarization mode (Fig. 29). At 90j polarization, with the stretching parallel to the ﬁber direction (Fig. 30), dynamic peaks appeared both for cellulose and glucomannan for all samples. No dynamic signals from xylan were observed. This means that the interactions between glucomannan and cellulose that were established for the wood structure remained after the diﬀerent pulping processes, while the xylan was



still unaﬀected by the applied strain in the ﬁber direction. This is probably also a consequence of the native construction of the wood cell wall. The cellulose-reinforced composite structure is not reorganized very much during the pulping processes. 4. Interaction Between Fibers As mentioned earlier in ‘‘Orientation Aspects,’’ the straining of a sheet of ﬁbers perpendicular to the ﬁber direction results in loading conditions that are diﬀerent from the loading of the sheet in the ﬁber direction. Because of the bending and shearing of the ﬁbers in this loading mode,



Figure 31 Dynamic in-phase FT-IR spectra at 0j polarization of a kraft liner (thick line) and an acid sulﬁte pulp (thin line); ﬁbers stretched perpendicular to ﬁber direction.
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tions. In this case, there are also dynamic signals from the xylan for some of the pulps, showing that xylan is more important for the interﬁber bonding than for the mechanical properties along the ﬁber axis. In Fig. 31, it can be seen that for a kraft liner pulp, a pulp containing 24% hemicellulose, a stronger dynamic response is obtained for the xylan (the band at 1730 cm1) than for the acid sulﬁte pulp of comparable chemical composition. This is probably due to the resorption of xylan on the ﬁber surfaces during kraft pulping in contrast to what occurs in sulﬁte pulping [122].



Figure 32 Dynamic in-phase FT-IR spectra of a birch kraft pulp (thin line) compared to a bleached softwood kraft pulp (thick line). The ﬁbers are strained in the ﬁber direction and the upper spectra are recorded at 0j polarization, whereas the lower spectra are recorded at 90j polarization.



the straining of the structure reﬂects more the interactions in the transverse direction of the ﬁbers and the interactions in the bonds between ﬁbers. The dynamic spectra of sheets of pulp ﬁbers are also diﬀerent in these loading circumstances. When comparing spectra from 0j and 90j polarization modes, the orientational eﬀect, which occurs for ﬁbers loaded in the longitudinal direction, is not seen. In the ﬁrst direction, there are dynamic signals from both cellulose and glucomannan in both the polarization direc-



5. Hardwood Pulps Hardwoods diﬀer chemically from softwoods mainly in that they usually have a higher content of xylan in relation to the glucomannan. Other types of hemicellulose might also be present and the hardwood xylan contains acetyl groups but not arabinose substituents as softwood xylan. For a birch pulp, the content of glucomannan is very small, while much more xylan is present compared to softwood pulp ﬁbers. Despite the large diﬀerence in chemical composition, the dynamic spectra of birch ﬁbers [61] are very similar to those of softwood ﬁbers (see Fig. 32). The main response in the dynamic spectra originates from the cellulose. No signals originating from xylan (the principle hemicellulose in birch) could be found in this case when the sheets were strained in the ﬁber direction. Again, this demonstrates the importance of the cellulose ﬁbrils in determining the longitudinal ﬁber properties.



B. Lignin Interaction The mechanical properties of the cell wall lignin are especially important in determining the properties of mechanical pulp ﬁbers. Even if almost all the lignin is removed



Figure 33 Static FT-IR spectrum for a mechanical pulp (thin line) plotted together with the corresponding spectrum for holocellulose (thick line).
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from the chemically pulped and bleached ﬁbers, a consideration of the viscoelastic properties of the cell wall lignin is still important for understanding the chemical pulping processes [118]. The vibrational spectrum of lignin diﬀers from the spectrum of the wood polysaccharides in several wave number regions due to its aromatic structure [123,124]. This is evident from Fig. 33, which compares the static FT-IR spectrum of a holocellulose sheet with that of a lignin-rich thermomechanical pulp (TMP) sheet. Lignin, however, also has absorption bands in the areas where characteristic peaks of xylan and glucomannan are found. Applying 2-D FT-IR spectroscopy [60] to a lignincontaining pulp (Fig. 34) shows that in the 0j polarization mode, the spectra are very similar to those for lignin-free pulps (compare Fig. 34 with the spectra in Fig. 29). From the lignin characteristic vibrations, only a very weak negative signal at 1504 cm1 is seen in the dynamic inphase spectrum. This is not surprising though if the wood ﬁber is compared with a ﬁber-reinforced composite, here with cellulose as the reinforcement. In the ﬁber direction, the cellulose ﬁbrils are the load-bearing elements. Since the dynamic spectra only show changes in spectral intensity, and the cellulose is the strained polymer, the dynamic spectra of the 0j polarization mode for all cellulose-reinforced materials ought to be very similar. Irrespective of whether the matrix material consists only of hemicelluloses or a mixture of hemicelluloses and lignin, it might be expected that there would only be signals originating from the cellulose ﬁbrils when the matrix material is strained in the ﬁber direction. When detecting the signals at 90j polarization, the dynamic FT-IR spectra of a TMP sheet strained in the



Salme´n et al.



ﬁber direction contain diﬀerent lignin-characteristic peaks (see Fig. 35). In the 90j polarization experiments, the spectra mainly show changes perpendicular to the straining direction. When most materials are strained, there will also be a dimensional change perpendicular to the straining direction (the Poison eﬀect). For a ﬁber-reinforced composite, these transverse changes appear mainly in the matrix material. As seen in this polarization direction, the TMP spectra are considerably diﬀerent from the dynamic spectra of lignin-free pulps (compare Figs. 23 and 35). For TMP, there is a large contribution from the viscous component (out of phase) of the dynamic spectrum with a number of peaks that refer to vibrations in the lignin macromolecule [60]. As for the polysaccharides, the lignin is well below its glass transition temperature under the measurement conditions and ought to be elastic in nature [118]. Secondary transitions in the lignin also exist [125], which ought to give an increased damping of the material. Such secondary transitions could be the reason for the high phase angles of the lignin vibrations. Mechanical spectra of spruce pulp ﬁbers have actually been shown to have a slightly higher damping in ﬁbers containing more than 10% lignin compared to lignin-free ﬁbers [126]. In lignin, one secondary transition is attributed to the rotation of the methoxyl group [125], and most of the peaks marked in the out-ofphase spectrum in Fig. 35 are connected to the methoxyl group as diﬀerent CH or CO vibrations. Why the aromatic vibration at about 1510 cm1 is aﬀected and not the aromatic vibration at 1600 cm1 still has to be explained. The results above show that the lignin is contributing to the viscoelastic properties of the ﬁber as a matrix material capable of moving independently of the cellulose ﬁbrils.



Figure 34 Dynamic FT-IR spectra of lignin-rich mechanical pulp (TMP) ﬁber sheets recorded at 0j polarization. The thin line represents the elastic part (in-phase), while the thick line represents the viscous part (out-of-phase) of the dynamic spectrum. The TMP sheets were strained in the ﬁber direction.
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Figure 35 Dynamic FT-IR spectra of lignin-rich mechanical pulp (TMP) ﬁber sheets recorded at 90j polarization. The thin line represents the elastic part (in-phase), while the thick line represents the viscous part (out-of-phase) of the dynamic spectrum. The TMP sheets were strained in the ﬁber direction.



As there is a time-delayed response in the sinusoidally strained sheets of TMP ﬁbers, the full advantage of the 2-D FT-IR technique can be explored. Compared to mechanical spectroscopy, dynamic 2-D FT-IR spectroscopy is much more sensitive in detecting speciﬁc time-delayed responses. With 2-D FT-IR spectroscopy, the time delay of each separate molecular vibration in the polymer mixture can be displayed as shown in Fig. 35. The diﬀerent time delays of the diﬀerent molecular vibrations enhance the resolution of the IR spectra (compare Figs. 33 and 35). Another advantage is the use of 2-D IR correlation spectra (Eqs. 7 and 8 of this chapter), which spread the spectral result over three dimensions which therefore facilitates interpretation. In Fig. 36, the synchronous 2-D IR correlation spectrum of a TMP ﬁber sheet (90j polarization) is shown for the 1550–1300 cm1 region. As described earlier, on the oﬀ-diagonal, there are cross-peaks between all synchronized vibrations. For instance, there are crosspeaks between the aromatic vibration at 1508 cm1 and the lignin-characteristic vibrations at 1430, 1373, 1339, and 1315 cm1. There are also cross-peaks between cellulose bands showing an elastic response such as the ones at 1462 and 1319 cm1. In Fig. 37, the corresponding asynchronous 2-D IR correlation spectrum is shown. This spectrum shows high correlation intensity (cross-peaks) for vibrations with different time-dependent behavior and consequently there are no peaks on the diagonal. In this case, there are, for instance, cross-peaks between the aromatic 1508-cm1 band and bands with an elastic response such as the cellulose bands at 1462, 1377, and 1319 cm1. It has recently been shown by polarized FT-IR measurements that lignin has an ordered structure within the



wood ﬁber wall [60]. The results show that the phenyl propane units are preferably oriented in the direction of the ﬁber axis. This ordered structure could be the reason for the diﬀerent dynamic behavior in the 0j and 90j polarization measurements of the TMP.



C. Moisture Effects All of the wood polymers are hygroscopic and the absorbed moisture has a profound inﬂuence on the properties of wood ﬁbers which are seen as dimensional changes, swell-



Figure 36 Synchronous 2-D FT-IR spectrum of a mechanical pulp ﬁber sheet measured in the 90j polarization direction.
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Figure 37 Asynchronous 2-D FT-IR spectrum of a mechanical pulp ﬁber sheet measured in the 90j polarization direction.



ing, and eﬀects on its mechanical properties. As water acts as a plasticizer, there is a drastic lowering of the softening temperature for the wood polymers under humid conditions [125]. This eﬀect is of particular relevance when selecting a temperature for the mechanical pulping process or by introducing moisture and/or heat during calendering. Eﬀects of moisture on the elastic modulus have been determined both for paper [127] and for extracted hemicelluloses [128] and lignin [129]. Close to their softening points, polymers clearly exhibit a viscoelastic behavior which is why mechanical spectroscopy provides a good tool for characterizing the inﬂuence of diﬀerent components on the mechanical properties [125]. This also applies for wood ﬁbers [130]. Since 2-D FT-IR spectroscopy provides the elastic and viscous component of each molecular vibration, this method provides a means of revealing the behavior of the components, and even the molecular groups, in their contribution to the softening of a composite material. In general, IR studies under moist conditions can be problematic because of the many broad absorption bands associated with water and the changes in these as moisture levels around the sample are changed. To overcome this, the use of a mechanism to precisely control the environment around the sample is necessary. By placing the polymer stretcher in a heated moisture chamber (Manning Applied Technologies Inc., Troy, ID, U.S.A.) connected to an accurate humidity generator, it is possible to perform 2-D FT-IR experiments under humid conditions. As far as wood polymers are concerned, the use of temperatures up to 40jC and high humidities in measurements would result in viscous contributions mainly from the hemicelluloses, which ought to be softened in this region [128,131]. Fig. 38 shows the dynamic 2-D FT-IR spectra of a spruce holocellulose measured at room temperature and 0% relative humidity (RH) compared to similar measurements at 40jC and 90%RH. A small increase of
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the viscous component can be seen for the spectra measured under humid conditions, especially in the low-wave number region. This indicates that the polymers are closer to a transition point and more time-dependent responses are shown. The spectra illustrated were recorded at 90j polarization and are more indicative of the response of the matrix material; this increased viscoelasticity must therefore be attributed to the hemicelluloses within the ﬁber material. The dynamic spectra at 0j polarization which reﬂect the cellulose straining (‘‘Hemicellulose interaction’’) show no increase in the viscous component for the holocellulose measured at 90%RH and 40jC. In the 90j polarization mode, the high response of the out-ofphase spectrum can mainly be seen for the characteristic peaks of glucomannan at 810 and 870 cm1, in the area between 1040 and 1080 cm1, and also, to some extent, at some of the higher wave numbers. In the 1040- and 1080cm1 area, characteristic peaks of galactose, side groups of glucomannan, have been reported [119,132]. There are, however, several strong cellulose bands in this region also, consisting of highly coupled motions dominated by CC and CO stretching with small contribution from HCC, HCO, and skeletal atom bending [98]. From the PLS analysis of alkali extracted holocelluloses (Fig. 21) described earlier in this chapter, it can be seen that both xylan and glucomannan contribute strongly to the absorption in this area. Although a softening of the xylan and the glucomannan is probable under the high humidity conditions used, there are no viscous signals from the



Figure 38 Dynamic FT-IR spectra of spruce holocellulose recorded at 90j polarization. The thin lines represent in-phase spectra and the thick lines represent out-of-phase spectra. The upper spectra are recorded at 0%RH and room temperature, whereas the lower spectra are recorded at 90%RH and 40jC.
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characteristic xylan vibrations at 1600 and 1730 cm1. These signals originate from side groups of the polymer chain and may not be aﬀected to the same extent as the main chain when the ﬁbers are subjected to loading. The region between 1150 and 1270 cm1 contains both skeletal stretching vibrations as well as methine bending and is sensitive to the orientation of the glycosidic linkage [98]. This region is also aﬀected by changes in the environment, but here it is mainly the in-phase spectrum that shows the changes. The peak at 1169 cm1 in the in-phase spectrum recorded under dry conditions is split into one peak at 1150 cm1 and one peak at 1184 cm1 in the same spectrum recorded under humid conditions. The induced softening of the hemicelluloses might result in movements of polymer segments and thereby result in spectral changes in this area. In Fig. 39, the dynamic spectra for the diﬀerent environments, 0%RH and 90%RH, are also compared for a chemithermomechanical pulp (CTMP). The 0%RH spectrum indicates a greater degree of viscoelasticity than the corresponding spectrum of the holocellulose. The degree of viscoelasticity may be quantiﬁed from the phase angle of the spectra, where an elastic material has a phase angle of 0j and a viscous material has a phase angle of 90j. From the dynamic IR spectra, a mean phase angle can be calculated for a selected wave number range using the absolute values of the in-phase and out-of-phase spectra. For the holocellulose spectra shown in Fig. 38, there is an
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increase in phase angle from 15j to 37j going from 0%RH, 25jC to 90%RH, 40jC. The corresponding values for the CTMP spectra in Fig. 39 are from 28j to 35j. The CTMP obviously has a higher viscous response even in the dry state as was discussed earlier in this section in which measurements on TMP were discussed. There is, however, a lower increase in viscosity as a result of the changed environment for the lignin-rich pulp compared to the holocellulose. There is also a considerable diﬀerence in the plasticizing eﬀect that water has on the lignin component as compared to the hemicelluloses. Because of its cross-linked structure, the glass transition temperature (Tg) of lignin can only be reduced to about 75jC through absorption of moisture [133], while the Tg of the hemicelluloses may be reduced to room temperature [118]. In the in-phase spectrum of the CTMP recorded under moist conditions (Fig. 39), a broad signal with its maximum at 1630 cm1 can be seen, which is absent from the spectrum measured under dry conditions. This signal probably originates from a deformation vibration of molecularly adsorbed water [134]. It has been shown that the moisture content of paper increases under mechanical load under humid conditions, both by measurements using an analytical balance [135] and by NIR measurements [136]. The appearance of this peak in the in-phase spectrum also shows the instantaneous change of adsorbed water as a result of the small dynamic strain applied. The fact that this peak is not as apparent in the spectrum of holocellulose under humid conditions (Fig. 38) could be a consequence of the greater number of charged groups in the CTMP capable of holding a higher volume of water. This eﬀect has also been shown for a birch pulp with a large number of charged groups [137].



V. FUTURE DEVELOPMENTS



Figure 39 Dynamic FT-IR spectra of a spruce chemithermomechanical pulp recorded at 90j polarization. The thin lines represent in-phase spectra and the thick lines represent out-of-phase spectra. The upper spectra are recorded at 0%RH and room temperature, whereas the lower spectra are recorded at 90%RH and 40jC.



From the studies described, it is clear that 2-D FT-IR represents a powerful tool for increasing our knowledge of cellulose structure and the dynamic behavior of isolated cellulose, as well as of the wood polymers in ﬁbers. One of the key points is that it provides a possibility for studying the interactions within biopolymers. 2-D FT-IR is a tool for elucidating interactions in biological assembles at the molecular level. There is still a lack of systematic fundamental work on, for instance, diﬀerent cellulose polymorphs as well as diﬀerent types of hemicelluloses that could provide a more exact assignment of diﬀerent dynamic IR bands. One of the main problems associated with transmittance 2-D FT-IR is the prerequisite for thin sheets in the equipment. A development toward a reﬂectance application could hence be of great beneﬁt, although mostly surface-type behavior would be observed.
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I. INTRODUCTION Carbohydrate polymers or polysaccharides establish the main biomass of annually renewable sources, far above the two other groups of biopolymers, nucleic acids and proteins. In view of this fact the research on these products appears strongly focused on application in food industry, agriculture, and papermaking, but are otherwise much neglected compared to the two other types of biological macromolecules. Two main reasons can be made responsible. The often highly irregular primary structures made these samples inadequate for control of biological processes, and this renders little interest to traditional biochemists and biophysicists. Furthermore, the overwhelming number of hydroxyl groups per chain with their capability of hydrogen binding and the seemingly chaotic forms of branching causes a complexity in behavior that had an appalling eﬀect on common polymer scientists. Indeed, experience gained from synthetic polymers often seems not applicable to polysaccharides. One striking example is represented by the highly branched amylopectin in starch which is semicrystalline, whereas crystallization of synthetic polymers is strongly prevented by the presence of branches. Because of this discrepancy in behavior, traditional polymer scientists kept away from the study of polysaccharides. The apparently contradicting properties toward the well-established rules in polymer science are in fact based on supramolecular structures formed during the process of biosynthesis. These structures are kinetically controlled and will, in most cases, not represent the thermodynamic equilibrium structure. Once this supramolecular structure is broken up, a more disordered conformation will occur and a return to the original ordered biological structure will not be feasible. New aggregation structures may result, possibly some with a certain order but still of unknown functional properties for application in nonfood industries.



The impressing success in unraveling the protein structures results from the fact that single crystallites of suﬃciently large size could be grown. This permitted a detailed structure analysis in three-dimensional space via xray diﬀraction techniques. Further information, for instance on complexes of enzymes, could be gained also by directly viewing the structures by electron microscopy and, more recently, by atomic force microscopy. None of these techniques can be applied to macromolecules in solution where the particles are in continuous Brownian motion. In addition, segmental mobility with respect to the particle center of mass has to be taken into account. Only for very large particles can this Brownian motion be directly observed in light microscopes, preferably when the particles have been tagged with a ﬂuorescing chromophore. The application of scattering techniques partially leads out of this dilemma. Roughly speaking, the size of the chosen wavelength operates here as a ruler for measuring particle sizes. Often, the dimensions of polysaccharides lie in the range of visible light, and this allows us to extract information not only on the mean average radius of an equivalent sphere but also on the shape of the macromolecules and on some details of the internal structure and segmental motions. Nonetheless, Brownian motion cannot be circumvented. Therefore much information is lost when the scattering signals are collected between fairly large time intervals, because then only average overall orientations and all internal ﬂuctuations are recorded. Great progress was achieved when in the late 1960s instrumental requirements were developed for the observation of scattered light in very short time intervals [1–5]. This development now resulted in the possibility of carrying out two types of light scattering, the static (SLS) and dynamic light scattering (DLS) [6,7]; often the latter is also called photon correlation spectroscopy or quasi-elastic light scattering and the former sometimes integrated light scattering. The possibilities 189
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of these two techniques are shortly summarized as follows [8–10].  In SLS the scattering volume is large compared to



the dimensions of the dissolved particles and the time of recording the scattering signal is chosen suﬃciently long (about 1–2 sec). Under these conditions a reliable time average over all internal relation and diﬀusive processes is obtained which gives smooth signals by averaging over many particles in space. Despite the average overall particle orientations, the data give information on the molar mass, the radius of gyration, and the interparticle interaction. In ideal cases also the shape of the particles and their internal structure can be estimated.  In DLS the scattering volume is made small (¼



m X i¼1



Ai Aiþj ð1Þ



6



mc10 ; j ¼ 1; 2; : : : n in which Ai and Ai+j denote the registered photons in the channels i and i+j, m is the number of repetitions and n the number of channels. These channels correspond to increasing time intervals, covering the mentioned time range of up to 104 sec. The angular brackets hi denote the time average, which is approximated by the sum over m repetitions. Fig. 1a shows with a simulated example the correlated ﬂuctuations of photons for 500 time intervals and in the right side of Fig. 1b the resulting correlation function. In simple cases this function decays exponentially with a decay constant that contains the translational diﬀusion coeﬃcient D 2



G2 ðtÞ ¼ A½1 þ e2Dq 



ð2Þ



with q the magnitude of the scattering vector which is related to the scattering angle h, the refractive index n0 of the solution, and the wavelength k0 of the light in vacuum. q ¼ ð4pn0 =k0 Þsinðh=2Þ



ð3Þ



Both light scattering techniques are well-established methods in the ﬁeld of synthetic polymers and in colloid science, but are less applied to polysaccharides, probably because of the complexity in behavior of these materials. To tackle this complexity a comprehensive knowledge of normal linear chain behavior in dilute solution is required, which can also be observed with some polysaccharides if a special treatment in preparing the solution is carefully applied. Sometimes strongly polydisperse samples have to be separated into a number of fractions of lower polydispersity before a consistent interpretation can be made. Preparative fractionation is cumbersome and often not satisfying. However, analytical results from fractions can be obtained from size exclusion chromatography (SEC) if combined with a multiangle light scattering and a viscosity detector. In fact, this now well-developed technique represents a very eﬃcient third method of light scattering. In the near future it will probably become a main equipment for analytic characterization. All three techniques will be discussed. The combination of all three techniques is needed for a comprehensive analysis of complex materials. Two main architecture types are observed with polysaccharides which deviate in behavior from linear ﬂexible chains. These are a pronounced chain stiﬀness of linear chains and long-chain branching. Both phenotypes can be analyzed in dilute solutions [11–13]. Problems arise when rigidity exists in the main chain or in the attached branches. Considerable problems are encountered when semidilute solutions are studied, because in such cases strong repulsive interparticle interactions modify the scattering behavior at ﬁnite concentration [14]. These contributions from interactions have to be separated before drawing conclusions. The scattering behavior becomes even more complex when marked association commences. The onset of such association is easily recognized, but the question as to what structure is formed still remains to be answered. This review is organized in four sections. In Section 2 basic relationships of light scattering are outlined for the mentioned techniques of SLS, DLS, and SEC in combination with multiangle light scattering (MALS). Special features will be demonstrated, already at this point, with examples from selected polysaccharides dissolved in the regime of dilute solutions. The next rather extended section (Section 3) deals with the behavior of the many types of polysaccharides in the dilute solution regime. The review ﬁnishes in Section 4 with a summary and general conclusion. For reasons of space and time the intriguing behavior of semidilute and concentrated solutions, with the striking association phenomena, is not included.
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Figure 1 (a) Computer simulation of scattering intensity ﬂuctuations, from which the time correlation function is constructed as G2(t)=, where Ai denotes the number of photons within a certain time interval and n denotes the channel number. (b) The derived intensity time correlation function (left) and the ﬁeld time correlation function g1(t)=[ G2(t)/G2(l)1]1/2 in a logarithmic plot against the channel number which determines the delay t=Dtn (right). Dt is the time interval of collecting photons in a channel.



II. BASIC RELATIONSHIPS A. Static Light Scattering. Some General Remarks Light scattering arises from the excitations of the electrons in the outermost shells of atoms by a monochromatic primary beam, which causes a periodic vibration of the polarizability. This vibration in turn causes an emission of



light of the same wavelength as the primary beam light, where each atom, hit by the light, becomes an emitter of scattered light (Huygens principle). The basic quantitative theory of light scattering goes back to Lord Rayleigh who applied the Maxwell theory of light. Later in his considerations on Brownian motion, Einstein discovered that, in addition to these regular vibrations of the polarizability, a thermal ﬂuctuation has to be superimposed. Other-
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wise, all scattered light will cancel each other, and only the transmitted and the reﬂected light survive. With this modiﬁcation of Lord Rayleigh’s theory the scattering intensity can be expressed by an equation that contains three important contributions which are (1) the mean square density ﬂuctuations ; (2) the mean square concentration ﬂuctuations ; and (3) an angular dependent function P(h) [15]. Thus the total scattering intensity is given by ¼ K V < Dq2 > þ K < Dc2 > PðhÞ Rtotal h



ð4Þ



where Rh is the so-called Rayleigh ratio which is the normalized scattering intensity Rh ¼



iðhÞ 2 r I0



ð5Þ



i(h) and I0 are the scattering and primary beam light intensities, respectively, and r is the distance of a detector from the scattering volume. The angular brackets in Eq. 4 denote the thermodynamic equilibrium average, performed with the aid of Gibbs’ free energy. K V and K are optical contrast factors to be discussed later. Experience with macromolecules and colloids in solution revealed that even at very low concentrations the eﬀect of concentration ﬂuctuation exceeds the density ﬂuctuations by orders in magnitude. The latter almost completely arise from the density ﬂuctuations of the solvent. Thus the ﬁrst term in Eq. 4 represents the scattering from the solvent and may be subtracted. The mean square concentration ﬂuctuations can be expressed in terms of the chemical potential Dl1 or equivalently by the osmotic pressure p which ﬁnally leads Eq. 4 to [16]  Rsolvent ¼ KcRTðBc=BpÞPðhÞ Rh uRtotal h h



ð6Þ



The contrast factor K strongly depends on the refractive index increment Bn/Bc and is for vertically polarized primary beam light given as K¼



  4p2 2 Bn 2 n 0 Bc k40



ð7Þ



The refractive index increment Bn/Bc has to be measured separately with a special diﬀerential refractometer, and n0 is the refractive index of the solvent. Eq (6) contains the osmotic compressibility, and therefore a strong scattering arises if a small change in the osmotic pressure causes large ﬂuctuations in the concentration, i.e., large deviations from the average concentration. This occurs, for instance, near a critical point of phase separation [17]. In most application of light scattering the systems are far away from such critical behavior. In these cases the osmotic pressure can be expanded in a power series which gives p c ¼ þ A 2 c2 þ A 3 c3 þ : : : RT M



ð8Þ



If this is inserted in Eq. 6, a power series is obtained in the denominator, which makes interpretation of scattering



data complex. Therefore Debye [16,17] suggested to use the reciprocal scattering intensity which ﬁnally leads to the Debye equation Kc 1 þ 2A2 c þ 3A3 c2 þ : : : ¼ Rh Mw ðPðhÞÞ



ð9Þ



B. The Particle Scattering Factor P(q) 1. Origin of the Angular Dependence The basic Eqs. 6 and 7 show that the scattering intensity depends on two physically very diﬀerent factors. The ﬁrst one, (Bp/Bc)RT1, is a thermodynamic function which gives information on how strongly the individual macromolecules or colloid particles repel each other. The other factor, P(h), is a function that describes the size of the particle, in ideal case also the shape of the particle and to some extent the internal structure. This factor is denominated as particle scattering factor. The angular dependence of the scattering intensity was already observed in 1869 by Tyndall and is often called the Mie-eﬀect [18]. Mie represented a general light scattering theory [19] that includes the Rayleigh theory as a special limiting case. The origin of this angular dependence is easily understood on the basis of the following Fig. 2. According to Huygens principle each atom, hit by light, will become the origin of a scattered light wave. Macromolecules consist of repeating units that are covalently bound to each other. The scattering from the atoms which establish the repeating unit may be contracted such that each repeating unit now represents a scattering element in the sense of Huygens principle. Fig. 2 shows what is to be expected of the scattering from a macromolecule that schematically is represented by a branched structure. Let us consider the two scattering units o and j, then we notice that the path of the light that hits the element j is longer than that arising from element o. Therefore there will be a phase diﬀerence between the two paths which depends on the distance roj and the magnitude of the scattering angle h, i.e., the angle between the two unit vectors s0 and s in the direction of the primary beam and the scattered light.



Figure 2 Scattering of light from a branched particle with dimensions larger than k0/20. s0 and s are unit vectors in the direction of the primary beam and the scattered ray originating from the scattering elements 0 and j. The value of the scattering vector is q=(2p/k)js0  sj=(4p/k)sin(h/2). Note, qrj has no dimension.
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Performing the calculation on the basis of these two vectors one obtains for the phase diﬀerence uol ¼ qrol with q ¼ ð4pn0 =k0 Þ sinðh=2Þ



ð10Þ ð11Þ



The phase diﬀerence causes a destruction of the scattering intensity by interference that becomes signiﬁcant when qrol is larger than 0.2. The scattering intensity from such a pair is given by the sum of the two individual centers plus the sum of two interfering light scattering passes, i.e., Rol ðhÞ ¼ 2½1 þ expðiqrol Þ



ð12aÞ



However, this relationship holds only for a pair that is ﬁxed in space, a condition that is not fulﬁlled for a particle in solution. Because of the thermally induced Brownian motion, even a rigid particle undergoes rotation such that in an ensemble of many particles, all orientations are, on average, realized. This average can be easily performed with the exponential function in Eq. 12a and leads to   sinðqrol Þ > Rol ðhÞ ¼ 2 1þ < qrol ð12bÞ   ¼ 2 1 þ expðqroj =6Þ where the < > denotes the average over length ﬂuctuations. This average can be calculated if the ﬂuctuations follow a Gaussian distribution and yields exp(qroj/6). Fig. 3 shows the scattering intensity from such a twocenter particle which represents a dumbbell. In addition, the corresponding curves for a short ﬂexible chain with three and four beads is shown. If the particle consists of n scattering elements, which may represent the number of repeat units or degree of polymerization, the total scattering intensity is the sum over all scattering pairs. Fig. 3 also contains the angular dependencies from ﬂexible chains with three and four units. As we are interested here only in the angular dependence,



this total scattering intensity is normalized at q=0 to unity which ﬁnally gives n X n  Rh 1 X sinðqrlk Þ ¼ 2 ð13Þ PðhÞu qrlk Rh¼0 n l¼1 k¼1 The angular brackets hi indicate that for segmental motion the distance between the two scattering elements are not ﬁxed but can undergo ﬂuctuations. In this case the average value of this function has to be used. 2. Behavior of the Particle Scattering Factors of Selected Examples The evaluation of the double sum in Eq. 13 can become a serious problem for complex structures and has to be solved numerically on a computer. In such cases it is always helpful to look for the limit of small scattering angles (or small q-values). In this limit the sin(qrlk)/(qrlk) can be expanded in a Tailor series which gives " # n X n 1 2 1 X 2 < rlk > þ : : : ð14aÞ PðhÞ ¼ 1  q 3 2n2 l¼1 k¼1 or because in the Debye Eq. 9 the reciprocal particle scattering factor is required, one has " # n X n 1 1 2 1 X 2 ¼1þ q < rlk > þ : : : ð14bÞ PðhÞ 3 2n2 l¼1 k¼1 where the higher-order terms in q2 are not considered. This result is remarkable, because the expression in the squared brackets is known as the mean square radius of gyration , which in a simpliﬁed manner is denoted as R2g . Thus in a plot of 1/P(h) against q2 the initial slope is (1/3)R2g , or in other words, without knowing the details of the particle structure the radius of gyration of the particle can be determined. Moreover, the product qRg turned out to be a universal scaling function by which particles of the same architecture but diﬀerent sizes can be universally described. (Note: qRg has no dimension.) The radius of gyration is commonly described by the sum of all distances of the n scattering elements in the particle from the center of mass. As the center of mass in general is not positioned on one of the scattering elements it was useful to express this position in terms of the scattering elements which results in the abovementioned double sum, i.e., [20] R2g ¼ ð1=nÞ



n X j¼1



Figure 3 Particle scattering curves for short ﬂexible chains which contain two (dumbbell), three, or four beads (monomeric units), respectively.



< r2j;CM > ¼ ð1=2n2 Þ



n X n X



< r2lk >



ð15Þ



l¼1 k¼1



Fig. 4 schematically explains the deﬁnition of Rg and the meaning of the double sum. In quite a few examples analytical solutions of the double sums in Eq. 13 were possible and some of them can be used as a useful frame for orientation. Characteristic limiting functions are those for hard sphere of uniform density [22], thin rigid rods [22], and in between of these the random coil of ﬂexible linear chains [23]. Table 1 gives a
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tween neighbor particles becomes larger and larger, and in the limit of zero concentration no interaction from another particle is possible. Thus the particle scattering factor represents the structure of individual particles. However, at zero concentration also the scattering intensity becomes zero. To ﬁnd this limiting function a reliable procedure of extrapolation has to be applied. Mostly applied is a plot that in 1948 was suggested by Zimm [24]. In such Zimm plot the left side of Eq. 9 is plotted against q2+kc, where q2=(4pn0/k)2sin2(h/2) is related to the scattering angle h, c is the concentration in g/mL, and k is a constant whose value can be deliberately chosen. It has the eﬀect that the scattering curves from the diﬀerent concentrations will occur well separated from each other. The Zimm plot was derived from the particle scattering factor of polydisperse linear and ﬂexible chains which has the particularly simple form of [24]



Figure 4 (a) Conformational chain parameters of a macromolecule. CM: center of mass, si and sj are vectors from the center of mass to the monomeric units i and j. R denotes the end-to-end distance. The radius of gyration is given by Eq. (15) where rj rCM=sj. (b). In addition to the geometric parameters which deﬁne the radius of gyration, the hydrodynamic radius is determined by hydrodynamic interactions. This interaction impedes particle draining by the solvent. The draining is decreased with increasing segment density. A core of the particle remains impenetrable for the solvent when the particle moves through the liquid. Simply speaking, this core determines the hydrodynamic radius.



1=PðqÞ ¼ 1 þ ð1=3Þu2



with u ¼ qRg



Fig. 5 shows as an example the Zimm plot from a pullulan in water [25]. Pullulan is a linear glucan with a trisaccharide repeating unit of -[1,4)-aGlc (1,4)-aGlc (1,6)aGlc-]n. Because of the ﬂexible a(1,6) linkage the chain adopts the conformation of a random coil. The Zimm plot has two limiting curves which are obtained after linear extrapolation of the angular dependence from each concentration toward q2=0, and the other after extrapolating the data of each q value at the various concentrations toward c=0. In an ideal case of low experimental errors both curves intersect the ordinate at the same point, which gives the reciprocal weight average molar mass 1/Mw. The curve c=0 represents the angular dependence at zero concentration whose slope is determined by the mean square radius of gyration R2g=3 (slope/intercept)c=0. The



list of particle scattering factors for various architectures. All are expressed in terms of the universal parameter qRg. 3. Zimm Plots The particle scattering factor represents the angular dependence of the scattering intensity in the limit of zero concentration. At continuous dilution the distance be-



Table 1 Particle Scattering Factors From Some Relevant Models Model Coil, polydisperse



Particle scattering factor a



Debye–Bueche identical with hyperbranched chains with C=0 Hyperbranched structure C=1, random coil C=0, Debye–Bueche Rigid rod, inﬁnitely thin polydisperse Hard sphere, monodisperse Hard sphere, polydisperseb a



PðqÞ ¼ PðqÞ ¼ PðqÞ ¼



1 1 þ ð1=3Þu2 1 ½1 þ ð1=6Þu2 2 1 þ ð1=3ÞCu2 ½1 þ ð1=6Þð1 þ CÞu2 2



1 PðqÞ ¼ arctgðuÞ u  2 3 P0 ðqÞ ¼ ðcosX  XsinXÞ X3 ðl 1 PðqÞ ¼ ðr=RÞ8 P0 ðqrÞexpððr=RÞ3 dr 2 0



Comments u=qRg



u=qRg u=qRg u=qRg u=qRg=(0.6)0.5X X=qR=(5/3)0.5u u=qRg=1.0078X X=qR



Polydisperse means a most probable molar mass distribution with Mw/Mn=2. Note: the mass fraction w(M) and the molar mass M of individual species are both proportional to the cube of sphere radius r, i.e., M~r3.



b



ð16Þ
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One now realizes that the globular sphere structure causes an exponential upturn and the thin rod a slight downturn, whereas the coil of ﬂexible linear chains gives exactly a straight line. Thus we can expect to ﬁnd particle scattering factors from globular and branched structures in the region between random coil and hard sphere, whereas semiﬂexible chains may be found in the region between ﬂexible coils and rigid rods. Such behavior is often fulﬁlled with polysaccharides, but this assignment is still rather uncertain, and a more detailed procedure is required for a more deﬁnite structure formation.



Figure 5 Berry modiﬁcation of a Zimm plot from a pullulan in water. (From Ref. [25].) (By permission of ACS.)



other initial slope of the curve q2=0 gives the second virial coeﬃcient A2=(1/2)(slope)q=0. Not in all cases does the Zimm plot result in a system of parallel straight lines. Figs. 6 and 7 give two marked examples. In Fig. 6 a weak downturn of the angular dependencies is obtained. The scattering curves resulted from an exo-polysaccharide (EPS) expired by Rhizobium trifolii bacteria (strain TA1-EPS) [26]. It is a comblike macromolecule whose primary structure is shown in Fig. 6 underneath the Zimm plot. It has a regular repeat unit which consists of four sugars in the backbone and four sugars as a side chain attached to the C6 position of the anhydro glucose unit. As will be discussed later this polysaccharide has a strong tendency to form a well-deﬁned supramolecular structure. Contrary to Fig. 6 the Zimm plot in Fig. 7 exhibits a pronounced upturn of the angular dependencies from the various concentrations. The scattering data were recorded from a glycogen of a rat liver [27], immediately after the death of the animal inhibiting all activities of enzyme. Fig. 7 shows an electron micrograph [28] of the structure underneath the Zimm plot. These particles had a very large molar particle weight of Mw=300



106 g/mol but a comparatively small radius of gyration Rg=156 nm. The spherical rosette-like structure indicates a well-deﬁned supramolecular structure via aggregation. The question is, why do we get in some cases a slight downturn but in another one a pronounced upturn? To receive some insight it is useful to compare the particle scattering factor from geometrically opposite architecture, which are hard spheres of homogeneous density, thin rigid rods, and, in between, the random coil from linear ﬂexible chains. Mostly, the particles in an ensemble do not have the same size but obey a most probable distribution of the molar mass for which the polydispersity index is Mw/Mn=2. The size distribution requires the calculation of the average over this distribution [24]. Fig. 8 shows the plots of the reciprocal particle scattering factors of the three mentioned structures.



4. Modiﬁed Zimm Plots (Berry and Guinier Modiﬁcations) One signiﬁcant problem has to be discussed at more detail which is the accurate determination of molar mass and radius of gyration. The problem becomes stringent when the angular dependence displays a pronounced upturn. In the attempt to ﬁnd a linear initial slope the extrapolation in a Zimm plot often leads to a negative value. This result is observed in particular for particles of very large molar mass because then the value of 1/Mw is already very near the origin. Clearly, in this case the Zimm plot is an inappro-



Figure 6 Rhizobium trifolii, strain TA1-EPS (a) repeating unit, (b) Zimm plot in 0.1 N NaCl aqueous solution. The slight bending of the angular dependence towards the x axis indicates chain stiﬀness. The polysaccharide forms a double helix. (From Ref. [26].) (By permission of ACS.)
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Even if the Guinier-modiﬁed Zimm plot does not give a linear angular dependence the plot remains advantageous for an estimation of very large particle weights in the order of 109 g/mol. Such high molar masses are obtained for branched samples near the critical point of gelation or for highly associated polysaccharides. In all other plots no reliable distinction would be possible between 107 and 1011 g/mol, whereas in the Guinier modiﬁcation the error is mostly not larger than 50% which, of course, is still large. Polynomial ﬁts of the fourth or ﬁfth order may be required and, in addition, also a truncation of the q-range.



C. Dynamic Light Scattering



Figure 7 Glycogen from rat liver (a) Zimm plot in water; (b) EM photograph, negatively stained. (From Refs. [27,28].)



priate method. One can try to use a quadratic ﬁt of the curve, but even better is a plot of (Kc/Rh)1/2 against q2+kc, a modiﬁcation of Zimm’s procedure that was ﬁrst suggested by Berry [29]. This technique has two advantages, ﬁrst the intercept is now (1/Mw)1/2 and suﬃciently away from the origin, and second, a linearization over a fairly large initial range is obtained. In both cases a signiﬁcant improvement in accuracy is obtained although mostly a weak bending toward the x axis at large q2 is obtained. In this case a quadratic ﬁt of the curves becomes necessary. In the Berry plot the radius of gyration is now given as R2g =6 (slope/intercept)c=0. Sometimes a weak upturn curvature in the Berry plot still remains. Such behavior is found mainly with globular colloid particles and this was already known to Guinier [30,31] in his studies of x-ray small angle scattering. He found that the particle scattering factor can often be reliably described by a single exponential approximation P(h)cexp[(1/3)u2] or 1/P(h)= exp[(1/3)u2]. This approximation suggests the logarithmic modiﬁcation of Zimm’s suggestion, i.e., a plot of ln(Kc/Rh) against q2+kc. In fact, a good linearization is obtained, for instance with the Zimm plot of Fig. 7 as is demonstrated by Fig. 9. Applying the ln(Kc/Rh) to the Debye Eq. 13 one ﬁnds in the limit of c=0 lnðKc=Rh Þ ¼ lnð1=Mw Þ þ ð1=3Þu2



ð17Þ



1. Some Properties of Time Correlation Functions in Dynamic Light Scattering Some general remarks on DLS were already made in Section 1. Fig. 1b showed that the intensity time correlation function (TCF) decayed to a baseline which is just the square of the SLS (in the present case not normalized to a Rayleigh ratio), i.e., G2(t!l)=2. In other words, there is no longer correlation if the delay time between the scattering intensities at time t is equal to zero and a very large time later. On the contrary, for extremely short delay times between the two intensities the motion is fully correlated, and the average of the squared scattering intensity G2(t=0)= is obtained. It is convenient to normalize the measured TCF with respect to the baseline. In general, this intensity TCF, g2(t)uG2(t)/A, is diﬃcult to interpret by well-developed theories. In most cases of common application the intensity



Figure 8 Reciprocal particle scattering factors for hard spheres, polydisperse random coils of ﬂexible chains, and polydisperse thin rigid rods (polydispersity index Mw/ Mn=2). In the region between hard sphere and ﬂexible linear chains the behavior indicates globular structures, in the region between coil and rigid rods stiﬀ chains are found.
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Figure 9 Guinier-modiﬁed Zimm plot of the same data as shown in Figure 7. The linearity in the angular dependence is in agreement with the spherical shape of the glycogen aggregate as shown by the EM photograph in Figure 7. (From Ref. [27].)



TCF can be expressed by the square of the electric ﬁeld TCF, g1 ðtÞu



< E*ð0ÞEðtÞ > < E*E >



ð18Þ



g2 ðtÞ  1 ¼ bg21 ðtÞ



ð19Þ



which is called the Siegert relationship [7,32] in which bc1 is a coherence factor that depends on the quality of instrumental setup. E(t) represents the electric scattering wave at time t, and the denominator is the average static scattering intensity, =. For simple monodisperse particles, e.g., hard spheres, or particles and macromolecules with small dimensions against the wavelength, the ﬁeld TCT is easily derived from the Brownian motion or the well-known diﬀerential equation of translational diﬀusion and is given by g1 ðtÞ ¼ expðCtÞ ¼ expðDq2 tÞ



ð20Þ



i.e., the ﬁeld TCF decays as a single exponential with a decay constant C, which is denoted as the ﬁrst cumulant. In these cases the diﬀusion coeﬃcient is determined from the ratio of C/q2=D. However, most samples in practical application are polydisperse, and, in addition, some structures have a certain segmental mobility. Now the TCF no longer decays as a single exponential, but a deviation toward longer delay times becomes noticeable (Fig. 1b, right). Still the initial part at short delay times can be well expressed by a single exponential. This suggested an approximation by the socalled cumulant expansion [33] ln g1 ðtÞ ¼ C0  C1 t þ þ



C2 2 C3 3 t  t 2! 3!



C4 4 : : : t  4!



ð21Þ



where C1=C. Often, the ﬁrst cumulant is not strictly q2 dependent. In this case an apparent diﬀusion coeﬃcient



Dapp(q)uC1/q2 can be deﬁned which for particle sizes Rgq10 shells (‘‘soft sphere’’ model) Randomly branched (A3-monomers) Q-conditions Hyperbranched (AB2monomers), DPH10 Cyclic chains, Q-solvent Rigid rings (N>3) Rigid rods



q 0.778



1.504 1.78



1.73 2.05 1.333 1.079 1.534 1.225 0.977 1.732 1.225 1.253 ~(1/p) lnN ~[(2/3) lnN]1/2



N is the number of small beads in a string.



solvent becomes trapped. The laminar ﬂow takes the core as an impenetrable obstacle and surpasses it without penetration. Simply speaking, the radius of this core can be considered as the hydrodynamic radius [36]. With this picture in mind a particle of high segment density will have a larger hydrodynamic radius than that of a low segment density but of the same radius of gyration. Both radii, Rg and Rh, depend on the molar mass of the particle. We can expect very similar behavior and therefore when the ratio of both radii is formed, the molar mass



Figure 10 Dynamic Zimm plot from R. trifolii, with the same sample as measuered by static light scattering and shown in Figure 6. The intercept on the ordinate gives the translational diﬀusion coeﬃcient. The angular dependence arises from segmental motions. (From Ref. [26].) (By permission of ACS.)



Table 3 Parameters, which for Large Particles, can be Obtained from a Combination of Static and Dynamic Light Scattering (Static and Dynamic Zimm Plots) Static light scattering Intercept Slope of q2 dependence, c=0 Slope of c dependence, q=0 Dynamic light scattering Intercept Slope of q2 dependence, c=0 Slope of c dependence, q=0 Combinations Hydrodynamic radius q-parameter



Mw (1/3) R g2/Mw 2A2/Mw D DR g2C kD=2A2Mwkf Rh=kT/(6pg0D0) q=Rg/Rh



C is deﬁned by the largest internal relaxation time with respect to the center of mass, kD is a constant that describes the concentration dependence of Dc=D0(1+kDc), and kf is the corresponding constant of the friction coeﬃcient fc=f0(1+kfc).



dependence essentially cancels, and a parameter is obtained that is indicative for the segment density. The ratio [34,37] q ¼ Rg =Rh



ð25Þ



proved to be a valuable characteristic parameter which allowed us to draw conclusions whether a particle is a loosely coiled linear chain or of a more compact structure. Table 2 gives a list of theoretically derived q-parameters for some typical molecular architectures. 3. Dynamic Zimm Plot Instead of performing the two extrapolations in separate graphs the data can also be represented by one graph. Combining Eq. 22 with Eq. 23 one notices a very similar two-parameter dependence of the apparent diﬀusion coefﬁcient to that of the Debye Eq. 9. This fact suggests a construction similar to that of Zimm for SLS data and which may be called a dynamic Zimm plot [8,38]. With modern DLS equipment both the SLS and DLS can be measured simultaneously at the same concentration and the same scattering angle. Figure 10 shows such an example that represents the counterpart to Fig. 6. Thus in ideal cases six characteristic molecular parameters can be obtained from the combination of SLS and DLS data, which are collected in Table 3. One important comment to Fig. 10 is needed. The dynamic Zimm plot in this ﬁgure displays strong deviations from a linear behavior toward a nonlinear increase in the angular dependence, as was to be expected from Eq. 22. These deviations are eﬀected by the spectrum of internal segment relaxations.



III. DILUTE SOLUTION PROPERTIES OF POLYSACCHARIDES A. Grouping Into Various Classes The number of diﬀerent polysaccharides appears illimitable because of the large number of monosaccharides and



Light Scattering from Polysaccharides



Figure 11 amylose.



Conformational diﬀerence between cellulose and



the diﬀerent kinds of linkages. The variety of conceivable homopolysaccharides composed of only one sugar type and the same linkage is comprehensible but increases drastrically when a certain heterogeneity in the type of linkage is present. Characterization of polysaccharides becomes immensely diﬃcult, if heterogeneity in composition and branching occurs. In these cases application of light scattering alone cannot lead to a satisfactory structure elucidation. Combination with spectroscopy, enzymatic degradation techniques, and other physical–chemical methods is imperative. Nonetheless, despite the apparent limitations with light scattering some general conclusions can be drawn for each class. The following treatment starts with the strictly stereoregular homopolymers. The next class of increased complexity is presented by microbial polysaccharides which are composed of repeat units built up of two to eight monosaccharides in a well-deﬁned sequence. Finally, examples from plant and animal polysaccharides are considered which show the full complexity of heterogeneity. Many polysaccharides are of industrial importance, but because of the often limited solubility and a glass transition temperature above decomposition, these samples are transformed into derivatives. In general, the introduction of substituents cannot be deterministically performed by common chemical reactions. The reactions are statistical processes but mostly not random. Here again the full complexity is obtained. Nonetheless, signiﬁcant progress could be achieved in the last decade. These derivatives are only mentioned in passing and not discussed in detail.
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are cellulose and amylose, the linear part of starch. In both cases the anhydro glucose is the repeat unit, but in cellulose the units are linked via the h(1,4)- and in amylose via the a(1,4)-glycosidic bonds. The diﬀerence appears to be small but the inﬂuence on the polymer conformation is exceptionally large. Figure 11 shows sections from these linear chains. Neglecting for a moment the existence of the three free hydroxyl groups per anhydro glucose unit (AGU) the h(1,4)-glycosidic bond favors a stretched conformation whereas the a(1,4)-glycosidic bond gives preference to a helical chain. The strictly stereoregular primary structure and the presence of the many OH-groups give impetus to very stable and well-organized supramolecular structures which make these abundant renewable polysaccharides water insoluble. In both cases crystalline structures are formed which are stabilized by a regular net of hydrogen bonds. In native cellulose Ia;h crystalline modiﬁcations are observed where the two modiﬁcations Ia and Ih diﬀer only slightly [39–43]. In the semicrystalline starch granule amylose is amorphous [44,45], but on leaching in hot water it very quickly undergoes a liquid–solid phase transition to a B-type crystalline modiﬁcation of double helices [46]. The very diﬀerent solution properties of cellulose and amylose are now discussed separately. 1. Cellulose The poor solubility of cellulose in common solvents has caused many problems in industrial application. Only



B. Homopolysaccharides Homopolysaccharides are the simplest form of polysaccharides. In a strict sense they consist of one anhydro sugar type as a repeat unit and are connected only via one type of linkage. In the vegetable kingdom such homopolysaccharides are rare, and so far only two types are known. These



Figure 12 Zimm plot from a linters cellulose dissolved in Cd-tren. The chemical structure of the cadmium complex and its coordinative binding to the OH-groups in the C2 and C3 positions are shown above the plot. (From Ref. [50].) (By permission of ACS.)
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Figure 13 Molar mass dependence of the radius of gyration Rg (upper curve) and hydrodynamic radius Rh (lower curve) of native celluloses (ﬁlled symbols) in Cd-tren at 20jC. Pulp celluloses (open symbols). (From Ref. [50].) (By permission of ACS.)



aqueous metal complexes were found to dissolve cellulose to the macromolecular level [47]. Best known are the two copper complexes cuoxam and cuen which are deeply blue colored and thus appeared inappropriate for light scattering [48–50]. Later, Henley [51] applied the cadmium complex cadoxen which is colorless, and within a certain range of Cd content is capable of completely dissolving cellulose of low degrees of polymerization, DP1 smaller lengths and distances within the object are probed.



In previous studies a certain association of chains was always found which increased with the lithium content [62]. Only recently was it discovered that molecularly dispersed cellulose could be obtained ﬁrst after dissolving the material in DMA/LiCl with 8–9% Li content followed by a dilution with pure DMA until a 0.9% Li content was reached [63,65]. This solvent was successfully applied to size exclusion chromatography (SEC) in combination with a refractive increment (RI) and a MALS detector [63–65] More important in industrial application is the Nmethyl morpholine N-oxide monohydrate (NMMNO) [66–69]. Native and pulp cellulose can be dissolved and processed for ﬁber spinning. Detailed studies by light scattering by Roeder and Morgenstern [69] revealed a strong side-by-side alignment which tentatively was interpreted by aggregates of fringed micelles which are schematically depicted in Fig. 15. The Zimm plot exhibited an anomalous angular dependence, which was interpreted by the presence of large and smaller aggregated cellulose clusters. A typical Kratky plot is shown in Fig. 16. Partial dissolution of these clusters became possible in mixtures of NMMNO with diethylene–triamine which permitted light scattering measurement also at room temperature [70]. Similar aggregated structures were also found for cellulose in several salt melts as discovered by Fischer et al. [71–73] These clusters may be considered as incompletely dissolved cellulose fragments. Evidently, the dissolution power is not
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Figure 16 Kratky plots from four diﬀerent celluloses in NMMNO in comparison to random coils (upper curve), to Debye–Bueche (middle curve), and Guinier approximations (low curve). The Debye–Bueche curve corresponds to hyperbranched macromolecules, the Guinier to globular structures. Inset: scheme of scattering curve analysis where the system was assumed to be composed of two components. (From Ref. [68].) (By permission of Zellcheming/Hu¨lig.)



strong enough to fully break up the semicrystalline structure of solid cellulose. 2. Amylose Amylose is probably amorphously imbedded in the semicrystalline starch granules and can be extracted by a leaching process of starch in hot (60–70jC) aqueous suspension [44,45]. The main problem with amylose arises from the strong tendency to double-helix formation which usually proceeds fairly quickly. Once double helices are formed, a quick liquid to solid phase transition occurs and ends in a semicrystalline precipitate [44,46]. This precipitate is almost insoluble in all conventional solvents. Surprisingly, amylose is not soluble either in most of the metal complexing solvents for cellulose. An exception is the iron sodiumtartrate complex which dissolves molecularly cellulose and amylose [74]. The double-helix formation can be prevented by adding n-butanol to the hot leached suspension whereupon the n-butanol becomes included in the channel of a single helix [75–80]. This complex precipitates on cooling. Dry amorphous amylose is obtained by replacing the butanol and water traces with methanol and ethyl ether in a hot mortar [76,81]. To prevent double-helix formation this process has to be quick and must be followed by extensive drying under vacuum in an exsiccator. This amorphous amylose is soluble in alkaline media and remains in solution after



Burchard



neutralization with HCl [82]. The material is also soluble in boiling water and could be kept at room temperature for a certain time and used for light scattering measurements [76,81]. The time until onset of aggregation and precipitation strongly depends on the amylose chain length and the width of the size distribution. Extensive light scattering and viscosity studies in various solvents were made by Everett and Foster [82], Banks and Greenwood [83], Cowie [84], and by Burchard et al. [76,81], Kadoma et al. [85], Ring et al. [86], and Rollings [87]. Dissolved in aqueous 0.33 N KCl, Q-solvent behavior was found by Banks and Greenwood [83], and Burchard measured the unperturbed dimensions in a mixture of DMSO/acetone=56.2/43.8 (v/v) [88]. The unperturbed dimensions were found considerably smaller than those for cellulose in the metal complexing solvents and gave for amylose a Kuhn segment length of only lK=1.79–2.13 nm [82,88]. The bond length in the a(1,4)-linked amylose is lamylose=0.44 nm, smaller than lcellulose=0.515 nm, but even when this fact is taken into account one has only about 4–5 anhydro-glucose units per Kuhn segment in amylose, whereas the Kuhn segment length of cellulose in the metal complexing solvents contains about 29 units. Thus amorphous amylose in solution behaves as a ﬂexible coil with an apparent rotational hindrance that is weaker than for polystyrene. This conclusion is based on a chain in which the Kuhn segment length is assumed to behave as a straight rigid rod. However, amylose is known for its tendency of single-helix formation. Assuming the conformation of a sixfold helix with a pitch height of 1.06 nm we ﬁnd for the bond length of the AGU in the direction of the helix lpitch=0.177 which increases the number of repeat units per Kuhn segment to 10.7–12.0. This is 1/3 of the cellulose value. Monte Carlo simulations by Brant [81–91] indicate that even this value is an underestimation. Actually, left-handed and right-handed, so-called wobbled helices are transitionally formed resulting in a seemingly random conformation. Over a certain contour length, for instance, a left-handed helix is formed that at a certain point can change to a right-handed helix. This change in handedness causes coiling backward and results in a small average dimension, despite the much larger instantaneous Kuhn segment length of helix sections. Brant estimated about 40 repeat units per such a helix section. The ﬁndings of Brant agree in a way with a model by Szeitli [92] who, several years ago, suggested that amylose is built up of broken helical chains. Brant took care of the dynamics in solution and remaining ﬂexibility of the helices. The existence of fairly stiﬀ helical segments has a signiﬁcant eﬀect on the solution properties because it forms the basis for the astounding eﬀect of retrogradation which is connected with double-helix formation followed by crystallization. Pfannemu¨ller et al. [93,94] studied this process as a function of chain length where narrowly distributed synthetic amylose was used. From turbidity and CD measurements she found a marked increase of this tendency with the chain length with a sharp maximum at a DP 80. Beyond this value the retrogradation slowed down again, and above DP 850 the samples remained in aqueous
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solution for a suﬃciently long time for carrying out light scattering measurements. This was done by Burchard et al. [76,81] who found an uncommon DP dependence of the second virial coeﬃcient as shown in Fig. 17. A pronounced maximum was found around DP 4200, which indicates optimum solubility. According to the Flory–Huggins theory the driving force for dissolution is the entropy of dilution which strongly decreases for stiﬀ chains [95]. In the end a rigid rod becomes fully insoluble. With this theory in mind the decrease of A2 for shorter chains is probably caused by the stiﬀ helical segments whose inﬂuence increasingly becomes eﬀective and ﬁnally dominates and causes phase separation toward retrogradation. The decrease for larger chain length was interpreted as a result of intramolecular association which, according to theory, will cause a stronger decrease of A2 than commonly observed for ﬂexible chains [81]. This conclusion was drawn from the angular dependence of SLS as a function of time for several synthetic and natural amyloses. Figure 18a gives an example for a synthetic (i.e., monodisperse) amylose of DP 2950 that was compared with the ﬁndings from natural amylose of DP 2730 as shown in Fig. 18b [76,81]. A common statistical aggregation is observed for natural amylose with the broad most probable molar mass distribution. The randomness arises from the presence of short and quickly aggregating chains in coexistence with longer, slowly aggregating ones. Very likely the short chains ﬁrst become attached to the longer ones and these attached chains will then cause cross-linking and gel formation that ﬁnally rearranges into a higher order and crystallization. This picture is supported by the fact that the long monodisperse synthetic amylose remained in solution for more than 4 weeks. Only in the ﬁrst



Figure 17 DP dependence of the second virial coeﬃcient for synthetic and leached native amylose in water at 20jC. The pronounced maximum indicates optimized solubility at DPc4200. At DP4 only these segmental motions contribute. In this limit the Zimm–Rouse segmental relaxation spectrum is eﬀective for ﬂexible chains, which results in a q3 dependence of the ﬁrst cumulant C that is given as [126] C ! C*ðqRg Þ3 Figure 23 Angular dependence of the normalized apparent diﬀusion coeﬃcient Dapp(qRg)/D=C/( q2D) of gellan. Symbols: experimental data of Coviello et al. [125], full line: according to theory [127]. At qRg>2 power law behavior is obtained with an exponent of 0.56 in contrast to ﬂexible chains (dotted line) where the exponent is 1.0 [126]. (by permission of ACS.)



The reason for the behavior of both is based on the entropy of mixing. This conﬁgurational entropy of a fully ﬂexible chain in a solvent was calculated by Flory and Huggins on the basis of a lattice model and was recognized as the main driving force to dissolution. This entropy is drastically reduced for stiﬀ chains, and eventually for fully rigid rods it leads to a nematic liquid crystalline structure [95]. If ﬂexible chains are attached to such a rod, the entropy of mixing is again increased and will keep this ‘‘hairy rod’’ in solution [122,123]. Apparently in the EPS 127, K87 Rhizobium polysaccharide, with its extraordinarily long side chain, the entropic dissolution force is already so strong that it destabilized a double-helix formation. Similar entropic contributions are eﬀective also in double helices. Zimm and Bragg [124] showed in their theory of helix–coil transition that the chain ends of a helix necessarily must exist in a disordered form. A helical turn can only be stabilized by hydrogen bonds to the ordered helical section; but toward the free chain end there does not exist any possibility for a hydrogen bond. The dangling ﬂexible chain ends increase the solubility via the entropy of mixing. It also reduces for a double helix the number of aligned strands slightly below two. The double helices are characterized by a very long Kuhn segment length which is about 10 times larger than for cellulose and cellulose derivatives. It is even twice as large as for DNA double helices. The increased rigidity of double helices compared to single-stranded chains or helices could be expected; nonetheless, these structures are not rigid rods. The remaining ﬂexibility is probably based on some imperfections, e.g., small loops or breaks caused by mismatching of the two strands. In light scattering these defects are not detectable because of the long wavelength of the used light, and they do not cause a reduction of the observed mass per unit length.



ð25Þ



in which C* slightly increases under the inﬂuence of exclude volume eﬀects in the chain. Such q3 dependence was not found with the stiﬀ double helices, rather an exponent of 2.8 was estimated. Similar behavior was found for all double helical chains mentioned in this contribution. For explanation a conjecture was made that the relaxation spectrum of stiﬀ chains deviates from that of the Zimm–Rouse spring bead model. Indeed, bending modes of rigid rods make a signiﬁcant contribution. The corresponding spectrum was calculated 10 years later by Harnau et al. [127], and with this the time correlation function of DLS was derived. A very satisfactory description with the same data as found from SLS was now possible, (Fig. 23). The angular dependence of the normalized apparent diﬀusion coeﬃcient could be approximated by D(q)/D(q=0)f(qRg)0.8. Another detailed study was made with the R. leguminosarum 8002 by Coviello et al. [125]. Further, EPS were studied by Ding et al. [128], Yang et al. [129], and Zhang et al. [130,131]. 3. Surface Polysaccharides from Mammalian Invasive Bacteria As already mentioned, there exist a vast number of invasive bacteria, where the polysaccharide primary structure from



Figure 24 Zimm plot from E. coli K 29. Unpublished data [133]. Inset: repeating unit.
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Table 7 List of Repeat Units of Bacterial Polysaccharides Used for Light Scattering Measurements E. coli K 29



Klebsiella K5



R2 jað1; 2Þ -½Man-að1; 3ÞG1c-hð1; 3ÞG1cUA--hð1; 3ÞGa1-að1; 2Þn



Pyr 2-0Ac jð1; 4Þ j -½Man-hð1; 4ÞG1cUA-hð1; 4ÞG1c-bð1; 3Þn



K8



G1cUA jað1; 4Þ -½Gal-bð1; 3ÞG1cUA-að1; 3ÞG1c-hð1; 3Þn



K 11



R1 jað1; 4Þ -½Glc-bð1; 3ÞG1cUA-hð1; 3ÞGal-að1; 3Þn



K 56



Pyr Rha jð4; 6Þ jað1; 2Þ -½Gal-hð1; 3ÞGal-hð1; 3ÞGal-bð1; 3Þ-að1; 3ÞGal-bð1; 3Þn



Neisseria meningitides Group B



-[NacNeuA-(1-8)]n



Group C



3-O-Ac j -½NacNeuA-ð1  8Þ2



For molecular parameters see Table 8. R1=-Gal-(4,6)-Pyr; R2=-Man-b(1,2)Glc-(4,6)-Pyr.



the bacterium cell wall has decisive signiﬁcance for infection. These bacteria are catalogued by (1) the type of bacterium (e.g., Salmonella, Escherichia coli, Klebsiella, etc.), (2) a serotype number, and (3) the O-antigenic and K- capsular antigenic surface polysaccharide types. Table 7 gives our examples of K-antigens from Klebsiella [132] and one K-antigens from E. coli [133] bacteria. These polysaccharides are the very rare cases, known to the author, where light scattering was used for characterization. Figure 24 gives an example. A main problem arose from the diﬃculty in performing reproducible extractions of the polysaccharide. Comparison of various preparations gave a very satisfactory reproducibility of the composition, but the samples still deviated appreciably in their molar mass, the molecular dimensions (Rg), and the intrinsic viscosity. (Table 8). Other examples of antigens from Neisseria meningitides, two infectious and one without immunologic response, were studied by light scattering in a group around Chu et al. [134–137]. Molar masses between 1.8 105 and



7.65 105 g/mol and radii of gyration of 26.3 to 41.4 nm were measured. For details the original papers may be consulted (Table 8). 4. Bacterial Cellulose and Triple Helix Forming b(1,3) Glucans The EPS with only one type of sugar as a repeat unit were only brieﬂy mentioned so far. The most important representative in this class is the bacterial cellulose fermented by Acetobacter xyllium bacteria. Diﬀerent strains are known and cause some variations in the maximum DP that can be reached, but the samples show no diﬀerence in light scattering and no deviating behavior from that of native plant cellulose [50]. Another example is curdlan, a h(1,3) glucan that is synthesized by diﬀerent strains, e.g., Alcaligenes facalis var. myxogenes [138]. This polysaccharide exists as a triple helix, which is believed to be responsible for the antitumor
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Table 8 Molar Mass and Radius of Gyration of Some Capsular Polysaccharides 3



10 Mw (g/mol)



Rg (nm)



Ref.



E. coli K 29 (1) K 29 (2)



4700 4700



114.0 79.4



133 133



Klebsiella K5 K 8 (1) K 8 (2) K 8 (3) K 11 (1) K 11 (2) K56 (1) K 56 (2)



1290 1090 1130 1060 40 2000 67 175



30.5 36.2 31.6 55.3 22.3 126.5 21.0 41.5



132 132 132 132 133 133 132 132



183 646 765



26.3 34.5 41.4



134–137 134–137 134–137



Type of bacterium



Neisseria meningitides Group B Group C (1) Group C (2)



activity [139,140]. It is no longer water-soluble but forms a gel after a special heat treatment [138,139]. However, the product is soluble in strong alkali and will allow light scattering measurements. Such experiments are in progress and will soon shed more light into this structure in solution. Another type of triple-helix-forming EPS based on h(1,3) glycosidic glucans is schizophyllan produced by Schizophillum commune. The backbone is the same as in curdlan, but the repeat unit is a h(1,3)-linked trisaccharide with one h(1,6)-linked glucose unit on every third residue. The light scattering behavior was intensely studied by Norisuye et al. [141–144], both in 0.01 N NaOH aqueous solution and in DMSO. The triple helix as found in the aqueous medium became denatured in DMSO and disintegrated into single chains of much higher ﬂexibility [145]. Measurements in pure water gave no reliably reproducible results because of a strong tendency to association by lateral alignment, which could not be broken up even after a heating step to the boiling temperature of water. This problem is common to all stretched regular polysaccharides and will later be discussed in detail in the context of the results of Section 3.5. The proposed triple-helix structure is shown in Fig. 25. In their studies on thermally reversible gelation of schizophyllan, induced by sorbitol, Fuchs et al. [145,146] repeated some measurements with two industrially available samples. The analysis was made on the basis of static and dynamic Zimm plots and the corresponding Casassa–Holtzer plot. The data from measurements in 0.01 N NaOH and DMSO are given in Table 9. A chain multiplicity about 15% larger than three was obtained which indicates a weak side-by-side association of the triple helices. The values for the Kuhn segment length are given in Table 5.



5. Pullulan The formation of single- to triple-helix formation is quite a general rule for the strictly regular primary structure of the repeat unit, but there is one striking exception. This is pullulan processed by Pullulans pullularia, an a-glucan with a trisaccharide repeating unit of [a(1,4)Glc– a(1,4)Glc–a(1,6)Glc-]. The two ﬁrst glycosidic bonds are those of amylose and would predetermine helix formation, but the a(1,6) glcycosidic bond introduces a break [147– 149]. This bond has a much higher freedom for rotation and thus favors random coil formation. Fortunately, samples also of a fairly narrow molar mass distribution are processed, and these two properties render pullulan as ideal water-soluble samples for SEC calibration and as reference for comparison with branched polysaccharides. Careful light scattering measurements were carried out by Kato et al. [150] and by Nordmeier [25]. The molar mass dependencies of Rg, Rh, the q-parameter, and the second virial coeﬃcient A2 were measured and evaluated in context with current theories.



D. Microbial Polysaccharides of Higher Heterogeneity 1. Exopolysaccharides From Red Algae The next higher complexity is found with the polysaccharides from red algae. In this class we ﬁnd the series of carrageenans and agarose. They are typical (AB)n alternating copolymers and are built up of a [h(1,3)-Galh(1,4)-3,6-anhydro-Gal-] repeating unit in the backbone but diﬀer in the extent of sulfonation and in the anhydro galactose unit. The E-carrageenan has one SO3-substituent



Figure 25 Repeating unit of Schizophillum and a model of the suggested triple helix.
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Table 9 Kuhn Segment Length lK, Contour Length L, Polydispersity Ratio Mw/Mn, Radius of Gyration Rg, Linear Mass Density ML, and Number of Aligned Strands n of Two Commercial Schizophyllan Samples, Measured in 0.01 N NaOH and Water at 20jC Schizophyllan 1 lK (nm)



L (nm)



Mw/Mn



Rg (nm)



ML (g mol1 nm1)



na



0.01 N NaOH H2O



171 F 20 199 F 20



551 F 30 664 F 35



1.91 F 0.1 1.91 F 0.1



127 F 3 157 F 3



1770 F 200 2710 F 200



2.47 F 0.28 3.78 F 0.28



0.01 N NaOH



208 F 20



730 F 20



Schizophyllan 2 1.43 F 0.1 159 F 4



2670 F 100



3.23 F 0.12



Solvent



a



Based on ML=2150 g/(mol nm) determined by Kashiwagi et al. [143] for the triple helix. Source: From Refs. 145 and 146.



in the A-unit and two SO3 groups in the B-unit, but no 3,6 anhydro-ring. With this high degree of sulfonation the polysaccharide shows a typical behavior of a strong polyelectrolyte. The L-carrageenan probably presents an intermediate stage between E- and n-carrageenans with only one SO3-substituent in both units and with 3,6-anhydro ring in the B-unit. The latter makes this unit more hydrophobic. The n-carrageenan represents the ﬁnal stage in the biosynthesis and carries only one SO3 group in the A-unit and in the B-unit the 3,6 anhydro-ring. In agarose also the A-unit no longer carries the SO3 group in the C4 position of the ring (Fig. 26). Thus agarose is the most hydrophobic polysaccharide with the strongest tendency to gel formation that melts at about 40jC. n-carrageenan has a good capability of gel formation which, however, depends strongly on the kind of counterion. Potassium ions induce gel formation stronger than the corresponding sodium ions. In the highly charged E-carrageenan the hydrophobicity is weak and the repulsion due to the high charge density fully prevents gelation. The L-carrageenan forms a clear gel at lower temperatures, whereas the n-carrageenan results in turbid gels. Therefore the L-carrageenean would make these gels more appropriate for a light scattering study. A disadvantage is the diﬃculty to completely remove n-carrageenan.



Figure 26



Carrageenans have played an important role in understanding how a thermal reversible gel is obtained. It is the outstanding merit of Rees [151] who suggested a sensible model and proved that in all gel-forming polysaccharides bundles of laterally aligned chains are formed over a certain segment length, and these junction zones replace the point-like cross-links in chemical or permanent networks. A tough and occasionally bitter discussion started on how these bundles are formed and what the structure is [152–155]. Two facts were known to Rees which were not denied by his opponents. These are (1) the crystalline structure as found by Anderson et al. [156] and Arnott et al. [157] gave clear evidence for a double helix for both the agarose and the n-carrageenan. (2) Furthermore, the gel could preferentially be cleaved by chemical means into double-stranded segments [158,159]. The bonds that are sensitive to hydrolysis were recognized as those where the 3,6-anhydro-galactose was broken and substituted in the C6 position by a SO3-group as shown for the E-carrageenan. However, the postulated double-helix formation in solution as prerequisite for gelation was violently rejected, and doubts were expressed whether such double helices will be a suﬃcient basis for the observed strong gels. Rees modiﬁed his model [152,153] by assuming that the double-helix formation is only the ﬁrst step that is followed



Repeating units of three types of carrageenan and of agarose.
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Figure 27 Temperature dependence of molar mass of segmented L-carrageenan measured in 0.1 N KCl and 0.1 N TMACl (trimethylammonium cloride). (From Ref. [158].)



by further side-by-side alignment of these rods. Also, this modiﬁcation was not accepted by his opponents [154,155] who argued that for topological reasons double-helix formation cannot be a fast process or may even be completely prevented in long chains by the constraints of entanglements. This disagreement could not be convincingly dissolved until recently when Bongaerts and coworkers [160,161] combined a number of diﬀerent techniques which gave evidence for association of single helices. Light scattering could answer only some of the questionable points, but a double-stranded chain section principally cannot be discriminated to arise from a double helix or side-by-side alignment. In 1982 Rees suggested to the present author to solve the questions by light scattering from carrageenan at high temperatures, where it is in the sol state, and at lower temperatures until a gel is formed. He suggested to use the L-carrageenan, as the gels remain clear whereas the corresponding gel from n-carrageenan becomes turbid and makes light scattering measurements not feasible. Unfortunately, as was found out later, traces of n-carrageenan could not be completely removed from the main L-components, but the n-carrageenan components had a signiﬁcant inﬂuence. Nonetheless, ter Meer [158] could prove several points of the dispute. First, the segmented carrageenan permitted a reversible order–disorder transition to single chains of DP=25F5 which on cooling aligned again and gave twice the molar mass. Figure 27 shows the temperature dependence of the DP measured in 0.1 N KCl and 0.25 N trimethyl ammonium chloride (TMACl). A slight shift toward higher temperatures and a weaker transition to single chains were found with TMACl as salt solution. A very diﬀerent scattering behavior was found with the native L-carrageenans. The Zimm plots in the dilute regime (at 26.4jC in 0.1 N KCl solutions) disclosed diﬃculties which are typical for many polysaccharide solu-
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tions. In the low concentration limit the curves represent a transitional behavior in which nonassociated and already highly associated chains coexist. At higher concentrations a clear tendency toward a better deﬁned structure is noticed, and this could be analyzed in greater detail. The deviation of the angular dependence from a straight line at large q values gave indications for chain stiﬀness. This supposition was supported when the experimental data were represented in a Casassa–Holtzer plot. As already outlined in the discussion of xanthan, the welldeﬁned plateau in Fig. 28a indicates stiﬀ rod behavior in the large q-regime and the height of the plateau gives the linear mass density ML. The ﬁgure shows a change in the bundle thickness with temperature. It is also inﬂuenced by the applied concentration. Surprisingly, the lateral association of chains was very large at low concentration but decreased at higher concentration and approached a constant plateau at concentrations c>0.8% (w/v). At small q values the curves in Fig. 28a increase with decreasing q



Figure 28 Nonnormalized (a) Casassa–Holtzer plot from L-carrageenan at two diﬀerent temperatures and c=2.34 mg/ mL. (b) Normalized Casassa–Holtzer plot for concentrations of c=0.88 mg/mL (upper curve) and c=4.8 mg/mL (lower curve). The lines in the normalized plots correspond to the Koyama theory of semiﬂexible chains. (From Ref. [158].)
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Figure 29 Model suggestion for structure formation of carrageenan aggregates. (From Ref. [158].)



values but ﬁnally at q=0 have to go to zero. Thus a maximum has to be passed whose height increases with the number of Kuhn segments [11,12]. The position of the maximum depends on the length of a Kuhn segment and is shifted toward smaller q values for large Kuhn lengths. The maximum appeared below the detection limit, and a direct determination of the Kuhn segment length was not possible. However, ter Meer also measured the radius of gyration, and with these data the Kuhn segment length could be calculated. The molecular parameters, i.e., contour length L, Kuhn segment length lK, and number of Kuhn segments NK per contour length, could be inserted in the Koyama theory [113] on the scattering from semiﬂexible chains, and the result could be compared with the measurements. This is shown for two selected concentrations at room temperature in Fig. 28b. The excellent agreement is remarkable. The scattering data allowed the following conclusions.
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nm) were obtained. The latter is by a factor 2.7 lower than calculated from the data of the repeating unit. Let us assume that this value refers to single-chain sections, then we still have to keep in mind that actually only a fraction f of all repeating units will be in this nonassociated form. This leads to the conclusion ML,SANS = fML,single chain with a fraction f = 0.63 representing repeating units that are not bound to another chain in the bundle, but may still be incorporated in the bundle. These imperfections have only little inﬂuence on the value of the bundle structure as determined by light scattering. The unbound repeating units in their majority still belong to segments which with both ends are incorporated in the bundle. The bundle is not represented by a homogeneous cylinder, which would be completely rigid, but it contains imperfections, probably in the form of small loops. These imperfections permit bending motions and conﬁned the bundle length to a ﬁnite value. Figure 30 shows the direct comparison of light scattering with SANS results. One notices a fairly large gap between these two experiments of about one decade in the q value, and secondly, the onset of a transition of the SANS data toward the light scattering structure. The important full region of transition could not be measured because the wavelength of the neutrons was too short and the wavelength of visible light too long. The heterogeneity of the present L-carrageenan structures could be seen clearly in DLS. Figure 31 shows as an example time correlation functions at a scattering angle of h=90j for ﬁve concentrations at a temperature of 15.7jC. Two relaxation modes are detectable. The fast motion remained almost independent of concentration, whereas the slow motion was slowed down as the concentration was



 The contour length increases with concentration.  The number of laterally aligned chains is high at



low concentration but decreases toward a constant value at a certain concentration.  At high temperature (sol state) and at high concentrations the number of laterally aligned chains never reaches the value of single chains. The experimentally determined value is close to two.  At very low concentration the number of aligned chains strongly increased from about two to about six chains. From these data the model of Fig. 29 was suggested. Because of the long wavelength of visible light, details of the bundles and the corresponding ﬁne structure cannot be determined by light scattering. Still it remained an important question whether the chains in the bundle are smoothly aligned to a homogeneous cylinder or whether numerous imperfections in the form of loops are present. In the present case, small angle neutron scattering (SANS) experiments with the same samples shed some light into the question. The wavelength of neutrons is about 1500 times shorter than that of the red HeNe laser light. Therefore the thickness of the stiﬀ chains and the linear mass density could be measured. A chain cross-section diameter of 0.7– 0.9 nm and a linear mass density of ML,SANS=185 g/(mol



Figure 30 Comparison of the reciprocal angular dependence from light scattering with that from small angle neutron scattering (SANS). A transition from SANS to light scattering behavior seems to occur in the intermediate q-regime (see text). (From Ref. [158].)
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Figure 31 Time correlation functions of dynamic light scattering from L-carrageenan as a function of concentration. Two modes occurred when the concentration was increased. The fast mode corresponds to the motion of individual chains, the slow mode indicates the motion of aggregates. (From Ref. [158].)



increased. The fast motion may be assigned to the mobility of individual chains, but the slow motion is certainly related to motion of bundles and its relaxation time will be the lifetime of a chain being bound to the bundle. After that time a single chain can freely move for a short time until it becomes captured again by another bundle. These two modes and their temperature dependence were further analyzed but will not be discussed. The complex behavior of the carrageenans in aqueous KCl solutions is considerably simpliﬁed if NaCl is used as salt. Even for the chemically much better deﬁned n-carrageenan the strong tendency to gel formation could be suppressed and accurate light scattering measurements could be obtained. Recently, Cuppo and Reynaers [161,162] could extend the scattering measurements toward very dilute solutions and proved a dissociation of the double strands into single chains. Figure 32 shows one of their results. Together with other types of experiments they now got strong evidence for association of strands without forming intertwined double helices. Recently, another light scattering study on the kinetics of aggregate structure formation with n-carrageenan in 0.1 M KCl was carried out [163]. Despite the much better developed equipment, used with great expertise, the authors were not successful in ﬁnding new facts that would allow conclusions exceeding those given by ter Meer 20 years ago. The kinetics of aggregate structure formation was studied by Meunier et al. [163]. 2. Fructans of the Inulin and Levan Type Fructans are polysaccharides on the basis of fructofuranosides. Fructans are widely spread in the vegetable kingdom but are mostly oligomeric in size with degree of polymerization smaller than DP 60. In addition, these fructans are often highly branched. Like other oligomers, such oligo-
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saccharides diﬀer signiﬁcantly in behavior from macromolecules with DP>100 and will not be discussed here. High molar mass fructans are synthesized by a number of bacteria. Pure samples were recently obtained by enzymatic polymerization with fructosyl transferase, cloned from Streptococcus mutans with E. coli bacteria [164]. Two limiting types of fructans, inulin and levan, are conceivable. In the inulin type the fructose units are linked mainly by h(2,1) bonds but in the levan type mainly h(2,6) bonds are formed. Figure 33 shows the structures. A higher ﬂexibility may be expected for the inulin polymers than for levan. In inulin the backbone consists of a –(C–C–O–) repeat and the furanose unit is a side group of a polyethylene glycol chain. In levan the furanose is part of the backbone, and the repeat unit is, with the rigid furanosyl ring (C–C–O ring in the backbone), appreciably longer. In both idealized cases the polysaccharides would represent linear chains. However, commonly in inulin h(2,6) and in the levan h(1,2) bonds occur in addition and cause longchain branching. Extensive work was invested by Stivala and his coworkers [165–168] in the characterization of levans from Streptococcus salivarius, Bazillus subtilis, Aerobacter levanicum, and Bazillus vugatus. Very high molar masses in the range from 25 106 to about 100 106 g/mol were found. A detailed characterization by SLS and viscometry was made from S. salivarius levans, both in H2O/0.1 M NaCl and in DMSO/0.1 M NaCl. Very high molar masses Mw=(20 –73) 106 g/mol but with fairly small radii of gyration Rg=(40.7–129) nm were found and a strikingly strange molar mass dependence of the intrinsic viscosity. The Zimm plot of a low molar mass sample gave a set of parallel straight lines for the angular dependence in agreement with ﬂexible coil behavior. No Zimm plot was shown for the sample of Mw=73 106 g/mol and Rg=129 nm. In



Figure 32 Zimm plots of L-carrageenan on 0.02 N NaCl (squares) and 0.09 N NACl (circles). (From Ref. [162].) (By permission of Wiley-VCH.)
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Figure 33 Fructans of the inulin and levan type. In the h(2,1)-linked fructan of inulin the ring is a side group to the backbone, in the h(2,6)-linked fructan of levan it is incorporated in the backbone. Both types of fructans are partially branched via h(2,6) and h(2,1) linkages, respectively.



this case a more detailed analysis would have been possible and would give us more insight into the structure in solution. Another rather comprehensive study was made by Heyer et al. [164] and Wolﬀ et al. [169] who focused on the inulin-type fructans. A careful analysis of h(2,6) linkages in addition to the h(2,1) linkages of inulin was made and gave 5.6–6.9% branching points [169]. SLS and DLS and viscometry were applied, and a further check was made from the interaction among the macromolecules at concentrations slightly below the overlap concentration c*. Despite the high molar mass of 71 106 and 27 106 g/mol small radii of gyration of Rg=48 and 30 nm were obtained for S. mutans and Aspergillus sydowi inulins, respectively. Note, for levan of Mw=70 106 g/mol, Rg=129 nm was found. This marked diﬀerence in the inulin gives evidence to the abovementioned higher chain stiﬀness of levan over that of inulin. Already for the comparatively small radii of gyration a weak upturn was obtained, and the scattering data were analyzed from Guinier plots. A typical Guinier plot is shown in Fig. 34. A good determination of Mw, Rg, and the second virial coeﬃcient A2 was possible where the last parameter indicated water at 33jC as a good solvent. The authors also carried out SEC measurements in online combination with MALS and determined the molar mass dependence of the radius of gyration. The results are shown in Fig. 35. A very weak increase of the radii with molar mass was obtained for the enzymatically synthesized S. mutans inulins. The exponent in the molar mass dependence is even lower than 0.33 for a homogeneous sphere. For the Asperagus sydowi the exponent of 0.66 was higher



than 0.589, to be expected for ﬂexible coils in a good solvent, and may indicate chain stiﬀness. The observed curvature may be an artifact, and the value may actually be a little smaller and in agreement with coil behavior. The molar mass dependencies of the radius of gyration and the intrinsic viscosity from the levan and inulin types are shown in Fig. 36 and compared with data from Kitamura et al. [170]. In the high molar mass region the data give evidence for impenetrable sphere behavior which is in agreement with the radii of gyration of the furanosyl



Figure 34 Guinier plot from Aspergillus sydowi inulin in water. (From Ref. [164].) (By permission of Elsevier.)
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coil, and hard sphere, the functions are known from theory [171,172]. Because of insetting turbidity it was not possible to extend the measurements to rather high concentration but the data in the accessible regime, nonetheless, point to hard-sphere behavior.



Figure 35 Molar mass dependence of the radius of gyration from three inulins. The curves were obtained from size exclusion chromatography in online combination with multiangle light scattering. (From Ref. [169].) (By permission of Elsevier-Polymer.)



transferase inulins, but for the A. sydowi inulin a structural change occurred for Mw>3 107 g/mol. The sphere behavior cannot be explained solely by the 5% branching but seems to present a collapse due to intramolecular interactions, still keeping a well-swollen state of V/Vdry=16.3. The transition in the structure of A. sydowi inulin at Mw=3 107 g/mol may be a result of aggregation of chains rather than an intramolecular collapse. The decrease of [g] for Mw 60 indicates the formation of more condense structures. Open circles: tamarind seed polysaccharide; circles with dot: guar and locust bean. Straight line: initial part of the curve.



eﬀective, and the unperturbed dimensions are obtained. The evaluation gave a characteristic ratio of Cl = 36.9 F 2.1 and a Kuhn segment length of lK = 19.1 F 1.2 nm. This value is considerably larger than lK = 6.8 F 1.6 nm which was estimated by Picout et al. [237,238] from the intrinsic viscosity data. In fact, application of the Burchard–Fixman–Stockmayer procedure to stiﬀ chain molecules leads to a signiﬁcant underestimation of the Kuhn segment length. Application of a method by Hearst gave lK=18 F 0.8 nm (see Refs. [237,238]), in good agreement with the present evaluation. It may be mentioned, for cellulose tricarbanilate in dioxan lK=22 nm was found [240] from neutron small angle scattering. These structural parameters form an important basis for the understanding of the outstanding thickening property. Picout and his coworkers [237,238] adopted the view that high chain ﬂexibility is a necessary requisite for this behavior. This opinion is at variance with experience with ﬂexible synthetic macromolecules which in no case exhibit a remarkable thickening eﬀect. Two requirements appear to be substantial. First, thickening is promoted by a high tendency of chain association, which increases with concentration. Second, the overlap concentration should be low, because then the mentioned association will set in already at very low concentration. Small overlap concentrations in turn are correlated to stiﬀ macromolecules. The type of interaction that forms associates in water is not yet known. Certainly, hydrogen bonding has a signiﬁcant eﬀect on the stability of the aggregates, or on the lifetime of these clustered chains. This interaction is eﬀective only over short distances and would require concentrations above the overlap concentration. The same arguments also hold for dipolar and van der Waals interactions. These interactions cannot be taken as the driving force. The key for this force is probably found in the peculiar properties of water. Water is a structured liquid and exists as quickly ﬂuctuating clusters which on average contain 25 water molecules [241]. Such liquid as a solvent reduces the entropy of mixing which for nonpolar synthetic
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macromolecules is positive and large. Because of this high positive change in entropy of mixing, the entropy represents the main contribution to molecular dissolution. If the macromolecular chain has sites of repulsive interaction with water this is responded by stabilization and further increase of clusters which takes place in the vicinity of these sites. This represents a marked further decrease of the entropy [241] which will drive together the hydrophobic segments of the chain. Association will be the outcome and ﬁnally gelation. Very likely it is a combination of cooperative hydrogen bonding for bundle formation of chains and of cooperative hydrophobic cluster formation of water molecules which forms the basis for the astounding thickening behavior. 6. Hyaluronic Acid (Hyaluronan) So far, only polysaccharides from plants and bacteria have been discussed. Oligo- and polysaccharides are widespread also in the tissue of vertebrates. But in contrast to plant polysaccharides these carbohydrates are mostly covalently bound to proteins to form glycoproteins, also called mucopolysaccharides or mucins. Prominent representatives are the proteoglycans, in which chondroitin sulfates are covalently attached as long polysaccharide side chains to a protein stem to form brush-like combpolymers. These polysaccharide side chains are highly sulfated and are strong polyelectrolytes. The separation from the protein backbone is diﬃcult, and because the chain is fairly low (Mw 1), the following development as a function of the fundamental parameter C[g] (the overlap parameter) has to be adopted at zero shear rate [42,43]: gsp ¼ ½gC þ k V½gC 2 þ Bð½gCÞn



ð7Þ



with the Huggins constant around 0.4 and B = 2  102 with n f 4 [39] or h i gsp ¼ ½gC 1 þ k1 ½gC þ k2 ð½gCÞ2 þ k3 ð½gCÞ3 ð8Þ with k1 = 0.4, k2 = k12/2!, k3 = k13/3! In the semidilute regime, the chains overlap and entanglements are progressively formed giving a larger dependency of the speciﬁc viscosity with C[g] [44,45]. Exponent n is predicted to increase to a value from 3.4 to 4. It is also the regime in which the viscosity seriously decreases with the shear rate (slope p in log–log plot) due to disentanglements and which characterizes the viscoelastic character. The critical c value (c crit), which separates the Newtonian and non-Newtonian regimes, is also displaced to lower shear rate when the polymer concentration increases. The inﬂuence of C[g] on c crit and on the slope ( p) of the viscosity curve in the non-Newtonian regime were previously discussed [44,46]. As soon as loose interactions exist in solution, as frequently with polysaccharides in aqueous medium, the limit slope n is larger than 3.4–4 and progressively increases with the increase of the interactions. It is well demonstrated with galactomannans: the solubility of



galactomannan increases when the yield in galactose increases; at the same time, the interchain interactions decreases as well as the slope n in the semidilute regime [47–49]. Table 6 gives few values of the slope n for diﬀerent galactomannans. So deviation from the predicted curve relating the speciﬁc viscosity and the overlap parameter [Eq. (8)] indicates the existence of interchain interactions (i.e., a lack of solubility). At the same time, the Newtonian plateau usually disappears in the low c range values.



B. Dynamic Measurements The second series of experiments concerns the dynamic measurements. A sinusoidal deformation is imposed to the solution in a large range of frequencies, and the response is a complex modulus decomposed in an in-phase response ( GV reﬂecting the elastic character) and out-phase response ( GU reﬂecting the viscous response). This study



Table 6 Values of the Exponent of Viscosity Relating Speciﬁc Viscosity with the Polymer Concentration in Log–Log Plot for Few Galactomannans M/G ratios n values Source: Ref. 48.
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value of GV(xo) increases. For a perfect solution of linear polymer, shifts along the two axes allow to obtain a master curve (all the points are on the same reference curve). This was clearly obtained for xanthan [50] and for hyaluronan [44]. In the presence of chemical cross-link as we have in Hylan (loosely cross-linked hyaluronan), the behavior is clearly modiﬁed as shown in Fig. 15.



VI. MECHANISM OF GELATION AND GEL BEHAVIOR CHARACTERIZATION



allows the analysis of the viscoelastic behavior of a polymeric solution. An example is given in Fig. 14. For a solution, at low frequency, GU is larger than GV, but over a critical frequency xo, GV becomes larger than GU corresponding to the presence of entanglements, i.e., transitory crosslink points. xo is displaced to lower frequency when the polymer concentration increases; at the same time, the



Polysaccharides in many cases give gels—usually physical and reversible gels; their formation is based on the thermodynamic characteristics of the systems in relation to their chemical structure. The diﬀerent mechanisms were previously discussed [51]. It can be recognized that –ionic gels are stabilized by cooperative interaction with calcium counterions as in pectins with low degree of methylation and in alginates. The model proposed is called the ‘‘egg-box model’’; the gels can be destroyed in the presence of excess of monovalent counterions (ionexchange mechanism) and addition of complexing agents (oxalate, citrate). The role of the nature of the saccharidic unit and its conﬁguration are very speciﬁc: in alginates, mannuronic acid is not involved in the calcium complex but guluronic acid is complexed as well as galacturonic acid in pectins. Ability to form gel can be obtained from viscosity or light scattering experiments in dilute solution. A percolation point is observed for progressive addition of



Figure 15 Dynamic rheology of a hyaluronan solution (Cp = 10 g/L) containing a fraction of chemically cross-linked hyaluronan in 0.1 M NaCl at 37jC. The elastic modulus GV is larger than the viscous modulus GU in all the range of frequency covered. The complex viscosity continuously decreases as a function of the frequency.



Figure 16 Gel point determination on a pectin (2 g/L) with a 30% degree of esteriﬁcation at 25jC in the presence of Ca2+ counterions (5  103 M CaCl2). PE is obtained by enzymic partial hydrolysis giving a blockwise distribution of the carboxylic groups; PH is obtained by alkaline hydrolysis giving a random type distribution of the carboxylic groups. (From Ref. 52. Copyright 2003.)



Figure 14 Dynamic rheology of a hyaluronan solution (Cp = 20 g/L) in 0.1 M NaCl at 37jC; GV, GU and the complex viscosity jg*j as a function of the frequency.
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divalent counterions in the polymeric solution as shown in Fig. 16. [52]; this ﬁgure shows the role of the carboxylic sites distribution: blockwise obtained by pectinesterase hydrolysis and random obtained by alkaline hydrolysis. It is important to mention that Mg never induces chain association nor gelation [53]. –H bond stabilized gels as found in highly methylated pectins, carrageenans, and gellan. They formed at low temperature and melt on heating. A mechanism was proposed based on a two-step process: double helices are formed that associate to give connected aggregates. A schematic representation is given in Fig. 17 [54,55]. This is clearly shown also on gellan: Diﬀerential scanning calorimetry gives one peak on cooling but two on heating; these two peaks successively correspond to the melting of isolated helices and the melting of the more stable aggregates of helices [55]. Induction of gel is related to the nature of the counterions: for gellan and n-carrageenan, K+ is known to promote gelation better than Na+ and Li+; the phase diagram obtained for n-carrageenan is given in Fig. 18: gel with a hysteresis in temperature appears at a lower KCl salt concentration than in presence of NaCl. For gellan and n-carrageenan, it was shown that the same ionic selectivity observed for the helix-coil tran-
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sitions exists for the sol–gel transition and for the mechanical rigidity of the gels [56,57]. In addition, in the case of n-carrageenans, the anion is demonstrated to have a speciﬁcity: iodine stabilized the double helix but prevent gelation [58]. –a third type of gel concerns thermoinducible gels that form on temperature increase. It is the case of amphiphilic polymer and it is well known on methylcellulose. These polymers present a low critical temperature (LCST) around 30jC [59]. All these physical gels are based on junction zones involving cooperative interactions; in alginate, it needs blocks of guluronic acid; in low methoxy pectins, blocks of galacturonic acid; in methylcellulose, blocks of trimethylglucose. In gellan, carrageenan, or XM6, gel results of the aggregation of stiﬀ double helices [7,56,57]. These gels are also often more rigid than that obtained by chemical cross-linking of ﬂexible synthetic polymers; the swelling and deswelling are also very diﬀerent from chemically cross-linked gels [60]. Physical gels can be characterized by compression test; a piece of gel is molded from a solution; then, it is deformed in a tensile test machine (Instrom machine series 4301). The Young modulus was obtained on carrageenan, gellan, alginate gels [51]. But, when the polymer concentration is low, or when the gel is too soft, it can be tested in a dynamic machine in the same way as solution. We are using a AR 1000 equipment from TA Instruments. The rheological behavior is very characteristic: GV and GU are quasi independent on the frequency and GV is larger than GU [55] (Fig. 19). This ﬁgure shows that the physical properties of the system strongly depends on the temperature and it gives the characteristic behavior on both sides of the gel–sol transition. It was shown that the ionic selectivity characterizing the ability to induce helical conformation and gel formation is also recognized to play a role on the elastic modulus; few results obtained on gellan are given in Table 7.



VII. ROLE OF THE CHEMICAL STRUCTURE ON THE PROPERTIES



Figure 17 Mechanism of gelation proposed for n-carrageenan and gellan.



With polysaccharides extracted from natural sources, such as hemicelluloses, pectins, galactomannans, glucomannans, etc. the chemical structure is often irregular and diﬃcult to establish. Less-cooperative properties than those previously described are observed. In absence of divalent counterions, all pectins are not ordered; they just behave as coiled polymer. Their viscosity is related to the molar mass with a moderate persistence length; loose interchain interactions often exist as described for galactomannans. In these polymers, the distribution of the ionic groups (in pectins) or galactose side chains (in galactomannans), the existence of blockwise or random distribution, and the length of the blocks are all very important and make the diﬀerence from one sample to
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Figure 18 Variation of the inverse of the helix-coil temperature of transition (Tm) as a function of the total ionic concentration (CT) in log scale for n-carrageenan under the K+ form and the Na+ form. C* is the critical salt concentration over which gelation occurs. (From Ref. 54a. Copyright 2003.)



another. In the case of pectins, the diﬀerence in hydrolysis of methoxy groups in alkaline conditions (random distribution of -COOH groups) or with pectin esterase (blockwise distribution) was discussed [52]. For chemical derivatives of starch, cellulose, chitosan, etc. the same situation exists. It was well discussed in the case of methylcelluloses where the comparison of industrial samples (obtained by a heterogeneous reaction giving a blockwise distribution of trimethylated glucose units) and laboratory samples prepared in homogeneous conditions having the same average degree of substitution but a random distribution of highly methylated units (Fig. 16) [61].



The existence of blocks of speciﬁc groups induces a tendency to form strong cooperative interaction; on the other hand, a regular distribution will give more homogeneous systems (or better solution) [41]. An important structural feature is the nature and position of carbohydrate or noncarbohydrate substituents especially in bacterial polysaccharides. The role of acetyl and L-glyceric substituents was clearly recently demonstrated on gellan [55,57]; after deacylation of the native gellan in alkaline conditions, it forms strong gels able to compete with agarose or gelatin. The L-glyceric groups stabilize the double helix and the acetyl groups located outside the double helix prevent their aggregation and gel
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formation. This is just an example; it was also shown recently on K54-type bacterial polysaccharide [62].



VIII. CONCLUSION The objective of this chapter was to give the main properties and characteristics of water-soluble polysaccharides; we proposed to use the polyelectrolyte characteristics to determine the conformation of these polymers; it is especially important with stereoregular bacterial polysaccharides where helical conformations are frequent. The techniques adopted to determine the valuable parameters have been described; it is clear that SEC with three detectors in line is a very powerful technique. In addition, rheology is essential to test the behavior in connection with the applications as thickeners or gelling polymers. Polysaccharides also give physical gels stabilized by diﬀerent types of cooperative interactions. These gels are often rigid and behave diﬀerently from synthetic crosslinked polymers; the enthalpic contribution is large in these physical gels. Ionic selectivity in these systems is very important to control the ability to induce helix formation and to form gels as well as their stereoregularity. It is shown that the selectivity is also connected with the



Rinaudo Table 7 Values for the Elastic Modulus GVa (Pa) of (a) Gellan as a Function of Polymer Concentration and Nature of the Counterion and (b) On L-Carrageenan in 0.1 M Salt Concentration at 25jC (a) Polymer concentration (g/L) Nature of the counterion Li Na K
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mechanical properties of the gels in the case of gellan and carrageenan. The diﬀerent aspects of these systems need to be examined to better understand their behavior and their domains of applications.
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I. INTRODUCTION Many polysaccharides of higher molecular weight are known to have speciﬁc ability to be able to form soft, elastic, or brittle gels depending on their type of primary and secondary structures. Network structures for such gels are obviously formed by physical aggregation or selfassembly of polysaccharide chains and subsequently swollen by diluents such as water or a variety of organic solvents, although no additional chemical cross-links were deliberately introduced as in the case of synthetic network polymers. Such gel-forming ability is therefore one of the most important properties of polysaccharides in view of biomedical applications, food processing, etc. It appears that gel network consists of at least two regions, swollen polymer chains of highly mobile liquidlike domains and rigid solid-like domains from crosslinked domains and their vicinity, depending on the respective correlation times for ﬂuctuation motions as illustrated in Fig. 1, in spite of highly heterogeneous nature from conformational and dynamic point of view. This picture has been revealed by 13C nuclear magnetic resonance (NMR) studies either by high-resolution solution or solid-state NMR methods [1–6]. However, this picture may be too much simpliﬁed in some cases, if gel networks were considered as highly heterogeneous assembly in spite of its simple solid-like appearance. In such cases, the solidlike domain should be classiﬁed into several types of regions with diﬀerent manner of ﬂuctuation motions undergoing with a variety of correlation times or motional frequencies. In some instances, it should be taken into account that high-resolution solid-state 13C NMR signals would completely disappear as a result of failure of attempted peak-narrowing process for high-resolution solid-state NMR, when such motional frequencies in the order of 104–105 Hz, if any, were interfered with frequency



of either magic angle spinning or proton decoupling. Further, existence of conformational heterogeneity among such domains in polysaccharide gels may hamper their in situ characterization by such X-ray diﬀraction, optical, or viscoelasticity measurements, which are sensitive to characterization of either solid-like or liquid-like domains, respectively, together with requirement for special sample preparations suitable for respective measurements, although many of previous pictures for such gels have been obtained by a rather simple manner based on these measurements [7,8]. In this connection, it should be recognized that an attempt to anneal gel preparations of curdlan, a linear (1– 3)-h-D-glucan from Alcaligenes faecalis, at higher temperature for the purpose of achieving better crystalline sample for X-ray diﬀraction studies would result in an inevitable conformational change as manifested from a conversion from one polymorph to the other [9], although the resulting triple helix form may be considered as a suitable model for the cross-links or solid-like domains. However, the revealed triple-helix conformation from the annealed curdlan [10–12] turns out to be not suﬃcient to explain why highly ﬂexible swollen polymer chains are present in the resilient gel of this polysaccharide to yield well-resolved, high-resolution NMR signals from the liquid-like domain [13].



II. NUCLEAR MAGNETIC RESONANCE APPROACHES TO CHARACTERIZE CONFORMATION AND DYNAMICS OF GEL NETWORKS This is the reason why high-resolution solution and solidstate NMR approach is especially suitable for in situ 253
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Figure 1 Schematic representation of the 13C spin–lattice relaxation times (T1), spin–spin relaxation times (T2), 1H spin–lattice relaxation times in the rotating frame (T1q) as a function of the correlation times of local ﬂuctuations. 13C NMR signals from the domains undergoing incoherent ﬂuctuation motions with the correlation times in the order of 104 to 105 sec (indicated by the gray color) could be lost due to failure of attempted peak-narrowing due to interference of frequency with proton decoupling or magic angle spinning.



backbone motions from gel samples were interfered with frequencies of either magic angle spinning or proton decoupling [16,17]. In fact, we realized that considerable proportions of 13C NMR signals were suppressed for hydrated cereal seed storage protein, C-hordein, and high molecular weight (HMW) glutenin subunits and their model peptides [18,19] because of the presence of swollen peptide chains. High-power proton decoupling as well as magic angle spinning has been utilized as the most eﬃcient means to yield narrowed 13C NMR signals with modest linewidth, (1/pT2C )S, instead of extremely broadened signals from solid samples as deﬁned by 1/pT2 in Fig. 1. However, such narrowed 13C NMR linewidths would be inevitably deteriorated when incoherent frequency of random motion is interfered with either coherent frequency of the proton decoupling or magic angle spinning. This happens when the following second or third terms could be dominant instead of the ﬁrst term (1/pT2C )S of the static component [16,17]. C M 1=pT2C ¼ ð1=pT2C ÞS þ ð1=pT2C ÞM DD þ ð1=pT2 ÞCS



characterization of a number of polysaccharide gels as viewed from the conformation and dynamics aspect, because the present NMR approach is the sole means to be able to reveal conformation and dynamics of such heterogeneous materials. In such case, it is preferable to utilize 13 C nuclei as NMR probes over proton NMR signals because of better spectral dispersion over 200 ppm in the former as compared with that of ca. 10 ppm in the latter, although sensitivity of signal detection in the latter is much better than that of the former.



A. Dynamics The most important aspect of characterization of gels seems to clarify their backbone dynamics together with conformations as viewed from their highly heterogeneous nature. As a ﬁrst step to this end, backbone dynamics of gel network can be very conveniently characterized by means of simple comparative high-resolution 13C NMR measurements by cross-polarization-magic angle spinning (CPMAS) and dipolar decoupled-magic angle spinning (DD-MAS) techniques, which are suitable for recording spectra mainly from the solid-like and liquid-like domains, respectively, depending on the correlation times of backbone motions, as schematically illustrated in Fig. 1 [1–6]. In principle, the relative proportions of the former and latter could be simply evaluated by comparison of their 13C NMR peak intensities taking into account of the correlation times of the respective domains. This kind of the twostep model was successfully applied to studies of ﬁbrillation kinetics of human calcitonin, a thyroid peptide hormone with tendency to form amyloid ﬁbrils in concentrated solution [14,15]. In contrast, NMR observation of gel samples is not so simple as expected, because peak-narrowing procedure to achieve high-resolution 13C NMR signals from the solid-like domain fails when any frequency of
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C M where (1/T2C ) M DD and (1/T2 ) CS are the transverse components due to the ﬂuctuation of dipolar and chemical shift interactions, respectively. The latter two terms are given as a function of the correlation time sc by
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Here cI and cS are the gyromagnetic ratios of I and S nuclei, respectively, and r is the internuclear distance between spins I and S. xo and xI are the carbon resonance frequency and the amplitude of the proton decoupling RF ﬁeld, respectively. xr is the rate of spinner rotation. d is the chemical shift anisotropy and g is the asymmetric parameter of the chemical shift tensor. The contribution of the second and third terms is dominant for methyl and carbonyl or methine carbons with larger chemical shift anisotropy with frequency of 105 or 104 Hz as far as protondecoupling frequency and spinning rate is in the order of 50 kHz (xI) or 4 kHz (xr), respectively (see the graycolored zone in Fig. 1). The presence of this kind of interference has been recognized in the cases of 13C NMR spectra of synthetic polymers at a temperature above the glass transition temperature [20] and also for a number of biological systems [21,22] including crystalline peptides [23], collagen ﬁbrils [24], and also membrane proteins [21,22,25]. This consideration suggests a possibility that a considerable proportion of 13C NMR signals from polysaccharide chains could not be detected by both CP-MAS and DD-MAS NMR techniques as far as swollen polysaccharide chains undergo slow motions with frequencies in



Conformational and Dynamics Aspects of Polysaccharide Gels Table 1 13C Spin–lattice Relaxation Times of Starch Gel (33%) by DD-MAS and CP-MAS NMR Methods
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the order of 104 to 105 Hz. This situation turned out to be rather serious for recording 13C NMR spectra of carrageenan as will be discussed later. Characterization of high-frequency motions present in swollen polymer chains with correlation times shorter than 108 sec in the liquid-like domain is feasible by measurements of relaxation parameters such as the spin-lattice relaxation times (T1), spin–spin relaxation times (T2), and nuclear Overhauser eﬀect (NOE). Surprisingly, it turned out that greater changes in the linewidths (1 / pT2) between the gel state (about 150 Hz) and sol state (14 Hz), for instances, were noted from the liquid-like domain of the gels from chemically cross-linked synthetic polymers [26] and curdlan [27], whereas no signiﬁcant changes were observed as viewed from the T1 and NOE values. This is because the T2 values tend to be aﬀected by the slow motion of long correlation times, while the T1 and NOE values are mainly determined by fast motions. This means that fast backbone motions of swollen polymer chains visible from 13 C NMR signals by solution or DD-MAS spectra are indiﬀerent from the presence or absence of such cross-links. For this reason, segmental motions of backbones of swollen polymer chains were well described by isotropic motions with correlation times of log-v2 distribution instead of treatment of single correlation times [26,27]. In such case, it is recommended to utilize NMR spectrometer capable for signal detection with high-power proton decoupling and magic angle spinning designed for solid state 13C NMR to remove residual dipolar interactions. It is natural to expect, on the basis of the schematic representation in Fig. 1, that the above-mentioned 13C T1 values can be also utilized as a convenient means to distinguish dynamic feature of a variety of gel samples between the liquid-like and solid-like domains as recorded by DD-MAS and CP-MAS NMR, respectively. In harmony with this expectation, we found that 13C T1 values of starch gel (33%) as summarized in Table 1 [4] are very promising in view of their signiﬁcant diﬀerences in one order of magnitude. This is because the 13C T1 values of the liquid-like domains are in the vicinity of the T1 minimum, sC f108 sec (x0sc = 1), whereas those of the solid-like domain are in the lower temperature side of the T1 minimum, sC > 108 sec. In fact, it is pointed out that the latter values are very close to those obtained for a variety of (1!3)-h-D-glucans in the solid state [9]. Therefore this ﬁnding is consistent with a view that the solid-like domain
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arising from the cross-linked region of starch gel is crystalline portion as obtained in the solid state. On the contrary, the T1 values from the liquid-like domain arose from ﬂexible molecular chains taking random coil conformation, although their mobility may be restricted to some extent due to the presence of the cross-links. However, it was found that this approach is not always successful in distinguishing the liquid- and solid-like domains of (1!3)-h-D-glucans in which low-frequency motions, instead of the high-frequency motions sensitive to the 13C T1 values of laboratory frame, are also dominant, as will be discussed later.



B. Conformational Characterization To reveal gelation mechanism of polysaccharide gels, which occurs as a result of physical association of individual chains adopting an ordered conformation through either formation of cross-links or junction zones by multiple-stranded helices or aggregation of single- or multiplestranded helices or both. This is in contrast to the case of chemically cross-linked gels in which the conformational feature of gels and sols is unchanged as disordered [26]. In such case, conformational characterization of polysaccharides is feasible with reference to the conformation-dependent displacement of 13C NMR signals as demonstrated for a number of peptides, polypeptides, and proteins [28,29]. As in the case of two torsion angles (/ and u) deﬁning local conformation in the peptide unit, the secondary structure of an individual polysaccharide is deﬁned by a similar set of torsion angles (/ and u) about the glycosidic linkages, as illustrated for linear (1!3)-h-D-glucan (I) such as curdlan and (1!4)-a-D-glucan (II) such as amylose (Fig. 2). Therefore it is expected that the 13C chemical shifts of carbons at the glycosidic linkages of these polysaccharides are primarily displaced in line with their particular conformations unless otherwise they take disordered conformation in DMSO or aqueous solution at alkaline pH. In fact, Saitoˆ et al. [30] ﬁrst suggested a correlation of the 13C chemical shifts the C-1 and C-4 carbons of (1!4)-a-D-glucans with



Figure 2 Chemical structures of (1!3)-h-D-glucan (I) and (1!4)-a-D-glucan (II) together with the torsion angles at the glycosidic linkages.
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their torsion angles / and u, respectively, although some variations of such relations were later proposed [31,32]. Further, distinction of the single and triple helices of (1!3)-h-D-glucan is made possible by a careful examination of the 13C chemical shifts at carbons not always close to the glycosidic linkages [33]. In practice, it is not always straightforward to be able to determine such torsion angles at the glycosidic linkages by a ﬁber X-ray diﬀraction study, because the experimental data points may not be suﬃcient to arrive at the ﬁnal structure. Especially, distinguishing between multiplestranded helices and nested single helices is of one of the most diﬃcult problems in interpreting ﬁber diﬀraction [34]. Thus it is a major advantage to record 13C NMR spectra of these polysaccharides to reveal the secondary structure, because structural information is equally available from noncrystalline samples.



III. DISTINCTION OF SINGLE/MULTIPLE CHAINS BY MUTUAL CONVERSION AMONG POLYMORPHS A. (1! h -D-Glucans [35–37] !3)-h A number of linear and branched (1!3)-h-D-glucans have been isolated from a variety of cell walls of plants, bacteria, fungi, or reserved polysaccharides. In particular, curdlan is a bacterial linear (1!3)-h-D-glucan of high molecular weight isolated from A. faecalis and is unique in its ability
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to form an elastic gel when its aqueous suspension is heated to a temperature above 54jC [36,37] and also suitable as reference material for gel studies in view of commercial availability (Wako Pure Chemical, Osaka, Japan). It takes three kinds of distinctly diﬀerent conformations (or polymorphs) depending on changing the manner of sample preparation as manifested from the 13C CP-MAS NMR spectra illustrated in Fig. 3 [33]. It was shown that anhydrous sample (a), as received from a commercial source or lyophilized from DMSO solution, is readily converted to hydrated form (b) by placing it in a desiccator at relative humidity at 95% overnight. The 13C chemical shifts of hydrated form (b) turned out to be identical to those observed in the elastic gels obtained by solution NMR [1,13] or DD-MAS spectra [2,4–6]. Therefore the hydrated form turns out to take a single helix and the anhydrous sample is thought to take a single chain form, because this is the dehydrated form of the sample (b) and conversion between the anhydrous and hydrated forms is reversible at ambient temperature. The C-3 13C NMR peak of the anhydrous sample (single chain form; 89.8 ppm) is displaced downﬁeld by 2.25–3.3 ppm from that of the hydrated sample (single helix; 87.3 ppm), together with the narrowed line widths. The annealed sample (c) was prepared by heating an aqueous suspension of curdlan at a temperature above 150jC, followed by slow cooling [9,33] and its secondary structure turned out to be the triple-helix form with reference to the data of X-ray diﬀraction [10–12]. The triple helix thus obtained can be distinguished from the



C CP-MAS NMR spectra of curdlan in anhydrous (a), hydrate (b), and annealed state (c). (From Ref. 33.)
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single helix by closer examination of the C-5 13C chemical shifts (75.8 ppm for the former and 77.5 ppm for the latter) and the peak-separation between the C-5 and C-2 carbons (2.0 and 3.2 ppm, respectively). In a similar manner, laminaran, a linear low molecular weight glucan from seaweed [9, 39], and lentinan, schizophyllan, screloglucan, HA-h-glucan, etc. (branched glucans from fungi) take the triple helix conformation with reference to the data of the conformation-dependent 13C chemical shifts [38], although their conformational characterizations by X-ray diﬀraction are not always easy because of very low crystallinity. Nevertheless, storage (1!3)-h-D-glucan, paramylon granule from Euglena gracilis, is believed to take the triple helical form as judged from X-ray diﬀraction study [12]. However, our 13C NMR data showed that this polysaccharide contains several other conformations including the single helix conformations to achieve the highly crystalline state [9]. It is emphasized that the triple helix of curdlan was achieved with expense of thermal depolymerization of chain from DP (degree of polymerization) of 3980 to 106 at 180jC [40]. Therefore high molecular weight is essential for a linear (1!3)-h-D-glucan to exhibit gel-forming ability, because such thermally depolymerized preparation is not anymore capable of forming elastic gel. These ﬁndings indicate that any given preparations of (1!3)-h-D-glucans do not always take the most energetically stable form such as multiple-stranded helical forms (triple helix). Instead, their conformations are mainly determined by respective individual sample history such as source of isolation, solubilization by alkaline or DMSO solution, heat treatment, depolymerization, etc. Distinction between the single and multiple-helices is very easily performed by the current 13C NMR approach, if involved individual polymorphic structures can be identiﬁed in view of the sample history and mutual conversions among them are manipulated by speciﬁc physical treatments under a controlled manner. Fig. 4 summarizes how these three types of conformations of (1!3)-h-D-glucans are mutually converted by several types of physical treatments such as hydration, dehydration (lyophilization from aqueous or DMSO solution), or annealing at an elevated temperature. In particular, mutual conversion between the triple helix and single chain forms is straightforward for branched (1!3)-h-D-glucans by reversible dehydration and hydration process (A). In addition, conversion between the single chain and single helix is readily made possible by reversible



Figure 4 Conversion diagram for (1!3)-h-D-glucans and -xylan by a variety of physical treatments. (From Refs. 9, 33, and 41.)
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hydration/dehydration process (C). In contrast, it is emphasized that annealing the elastic gel sample at higher temperature (B) is required for a linear (1!3)-h-D-glucan to achieve full conversion from the single helix to triple helix form [9,33], although this process is very simple for branched (1!3)-h-D-glucans (hydration). The present approach for the distinction of the singlechain/multiple-stranded chains utilizing the cycles of mutual conversions among several conformations has proved to be a very useful and promising means and can be readily extended to various types of polysaccharide systems, including (1!3)-h-D-xylan and (1!4)-a-D-glucan. In fact, (1!3)-h-D-xylan takes similar kinds of three types of conformations [41], because the xylose residue is an analog of the glucose residue in which the hydroxymethyl group at the C-5 position is removed from the glucose residue. It has been shown by X-ray diﬀraction [42, 43] that both (1!3)h-D-glucans and -xylan take very similar triple helices, because the hydroxymethyl group in the former does not play an important role in stabilization of the triple helix. Nevertheless, the triple helix in the latter is found to be much more stable than the single helix form because of its hydrophobic property, as compared with that of the former. Accordingly, conversion of the triple helix to the single chain for the latter is not simply achieved by lyophilization by DMSO solution as in the former [39]. Besides the above-mentioned 13C NMR approach, it is worthwhile to point out that there are a variety of hostdefense biological systems responsible for distinction between the single-chain/single-helix and triple-helix forms for (1!3)-h-D-glucan because of their widespread distributions in nature, especially in fungi. This may be the reason why the single helix conformation of (1!3)-h-Dglucan is sensitive to activation of the coagulation system of horseshoe crab amebocyte lysate (LAL) and antitumor activity [40,44,45], while the triple helix is not. It is probable that the ﬁrst step in these biological responses is recognition of a secondary structure of (1!3)-h-D-glucans as mentioned above, as manifested from the potency of these polysaccharides, for instance, for activation of the coagulation factor G from LAL against the concentration of the D-glucan. The potency of the triple helical curdlan is very low but increased over 100-fold upon treatment with a NaOH solution, which leads to a complete or partial conversion from the triple- to the single-helix form [44]. Laminaran, taking a random coil form in aqueous solution, turns out to be ineﬀective for the activation of the factor G of LAL because of random coil form in aqueous media. In particular, the bioassay for antitumor activity in mice may be involved in more complicated process than the above-mentioned LAL system but is still consistent with the data mentioned above [40,44,45]. This means that their biological responses are initiated by recognition of the single-helical conformations. Nevertheless, it turned out that (1!3)-h-D-xylan did not exhibit any such activity even if it takes the similar secondary structure like single helix. It is probable that the hydroxymethyl group at the C-5 carbon may play an important role in exhibiting such a biological activity [41].



258



Saitoˆ



B. (1! a-D-Glucans !4)-a It has been shown that amylose and starches exhibit the following polymorphs as revealed by X-ray diﬀraction study: V, A, B, and C forms [46,47]. The V form exists as complexes with small organic molecules and has in common a left-handed, single six-residue helix, whereas the A and B forms are found for cereal and tuber starches, respectively. The latter two forms are readily distinguished by 13C CP-MAS NMR spectra, because the C-1 peaks are split into a triplet and a doublet for the A and B forms, respectively [48–50]. In contrast, the C-1 and C-4 signals of the V form give rise to single lines and are displaced downﬁeld from those of the B form (4–5 ppm for the C-4 peak; see Fig. 5) [51]. It is emphasized that utilization of the cycle for mutual conversion as demonstrated for (1!3)-hD-glucan is also useful for (1!4)-a-D-glucan as illustrated in Fig. 6. It is noteworthy that the 13C NMR spectra of both A and B forms of starch and amylose are substantially distorted by drying to give a spectral proﬁle of amorphous form [52–54] (A). In contrast, it was shown that hydration



Figure 6 Conversion diagram of amylose by various physical treatments. (From Ref. 51.)



of amorphous amylose of low molecular weight (DP 17) results in complete conversion to the B type form by hydration (A) [51]. In addition, Senti and Witnauer [55] previously demonstrated that the B form of amylose can be obtained from the V form by hydration (B). Consistent with this view, we noticed that the V form amylose of high molecular weight (DP 1000) complexed with DMSO was converted to the B form by humidiﬁcation by 96% relative



Figure 5 13C NMR spectra of amylose ﬁlm (DP 1000). (A) anhydrous, (B) hydrated, (C) hydrated iodine complex, and (D) anhydrous iodine complex. (From Ref. 51.)
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humidity for 12 hr, as illustrated for Fig. 5A and B, although dehydration of B form by lyophilization from DMSO resulted in V form (B). A similar conversion from B to V form was obtained for amylose of low molecular weight (DP 17). However, it turned out that this sort of conversion is incomplete (50%) for amylose of intermediate molecular weight (DP 100). Further, conversion from the amorphous structure to V form was facilitated by lyophilization from DMSO solution (C). The B form was initially considered as a single-helical conformation [56] because the conversion of V to B amylose takes place on humidiﬁcation [55]. Later, the structure was reﬁned as a right-handed double helix in an antiparallel fashion [57]. However, the handedness of the double helix was recently revised as a left-handed one [58]. Nevertheless, it is hardly likely that simple humidiﬁcation of amylose in a desiccator causes such an unfolding/folding process leading from the single stranded helix (V form) to doublestranded helix (B form). In this connection, it should be pointed out here that complete dissolution in aqueous solution, which is made possible by thermal depolymerization during annealing at high temperature, is an essential requirement, to achieve conversion from the single-helix to the triple-helix forms of a linear (1!3)-h-D-glucan as mentioned above [9,36,37,40].
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IV. NETWORK STRUCTURES, GELATION MEHANISM, AND DYNAMIC FEATURE It is now possible to clarify the network structures with elastic, brittle, or soft properties and also gelation mechanism for a variety of polysaccharides on the basis of the aforementioned arguments available from 13C NMR measurements. Dynamic feature of such gels can be related with the revealed network structures as viewed from various types of spin-relaxation processes.



A. (1! h -D-Glucans !3)-h As demonstrated in Fig. 7, we have recorded 13C NMR spectra of elastic curdlan gel by a variety of 13C NMR methods including broad-band decoupling by a solution NMR spectrometer (B), DD-MAS (C), and CP-MAS methods (D) with expectation to be able to detect diﬀerent 13 C NMR spectra from dynamically heterogeneous domains such as liquid-like and solid-like domains, with reference to the 13C CP-MAS NMR measurements on hydrated starting powder sample (A) [59]. Nevertheless, we found that conformations of these distinct domains, as viewed from their 13C NMR signals, exhibit identical single-helix conformation. The amount of the triple-helical



Figure 7 13C NMR spectra of curdlan gels recorded by a variety of experimental conditions. (A and D) CP-MAS NMR technique. (B) Conventional solution NMR. (C) DD-MAS NMR. (From Ref. 59.)
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Figure 8 Ref. 59.)
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C CP-MAS NMR spectra of anhydrous (A) and hydrated (B) lentinan in the solid state and gel state (C). (From



chain as a potential candidate for the cross-links is nominal (ca. 10% at most), if any, as far as heating temperature is kept below 80jC (low-set gel) [59]. This amount is suﬃcient to form elastic gels, because similar elastic gels are formed by the presence of cross-linking agent of 0.1– 5% in the cases of chemically cross-linked synthetic polymers [1,26]. Instead, it appears that the increased gel strength caused by heating the gel at a temperature between 80jC and 120jC (high-set gel) [36,37] is well explained in terms of formation of additional cross-links arising from hydrophobic association of the single-helical chains, in parallel with the reduced peak intensities of the single-helical chain visible by solution NMR signals as well as development of turbidity [1]. In contrast, we found that the 13C NMR signals characteristic of the triple-helix form are dominant in the 13 C NMR of a brittle gel sample from a branched (1!3)h-D-glucan, lentinan, from an edible mushroom from Lentinus edodes [Fig. 8]. This polysaccharide is currently



clinically used in Japan as an antitumor polysaccharide. This kind of a readiness to the conversion from the singlehelix to the triple-helix forms (see the conversion diagram in Fig. 4) seems to be common for a variety of branched glucans such as schizophyllan, HA-h-glucan, etc. and may be ascribed to less hydrophobic character of the polymer chain as compared with that of linear (1!3)-h-D-glucan and -xylan. As a result, all of the 13C NMR signals were completely suppressed at neutral pH as recorded by a conventional solution NMR spectrometer, although 13C NMR signals are made visible under the condition of NaOH > 0.06 M [1,2,60–62]. This means that gelation of the branched glucans proceeds from partial association of the triple-helical chains. This network structure is far from formation of an elastic gel because of the absence of rather ﬂexible single-helical chains and seems to be consistent with formation of brittle gel structure. It appears that the reason why all of the 13C NMR signals of branched (1!3)-h-D-glucan disappear from solution NMR spec-



Table 2 The Observed TCH and T1q of Linear and Branched (1-3)-h-D-glucans C-1



Curdlan Schizophyllan HA-h-glucan Source: Ref. 4.
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17.9 3.32 5.04
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110 32.0 50.7
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trometer [60–62] can be explained in terms of insuﬃcient averaging of the C–H dipolar and/or chemical shift anisotropy interactions due to the presence of a slow tumbling motion of the stiﬀ, rod-like molecules of the triple helix. In this connection, Norisue et al. [63,64] showed that the triple helix of schizophyllan is stiﬀer than that of native collagen triple helix, for the persistent chain length of the former (200 F 30 nm) is larger than that of the collagen triple helix (130 nm). In fact, the preservation of the chemical shift anisotropy as large as 50–140 ppm in native collagen makes impossible the observation of the 13C NMR spectra by conventional spectrometer [65]. As demonstrated above, 13C T1 values are not always sensitive to distinguishing the signals between the liquidlike and solid-like domains. In such case, it is expected that 13 C-resolved 1H spin-lattice relaxation times in the rotating frame (T1q) can be utilized as an alternative means because these parameters are very sensitive to the presence of lowfrequency motions such as 105 sec (see the diagram in Fig. 1). 13C-resolved 1H spin-lattice relaxation time in the rotating frame (T1q) and cross polarization time (TCH) were very easily evaluated by ﬁtting the variation of an experimental peak-intensity I(s) as recorded by varying contact times s [66]. IðsÞ ¼ ðI0 =TCH Þ½expðs=T1q Þ  expðs=TCH Þ =½ð1=TCH Þ  ð1=T1q Þ 
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amount of cross-linking agent, say 0.1–5%, is suﬃcient to form elastic gels, as manifested from 13C NMR studies of chemically cross-linked gels of synthetic polymers [1,26]. This means that the amylose gel does not necessarily consist entirely of molecular chains arising from the double-helical structure, if any. Instead, it appears that the solid-like domains of the amylose gel might be ascribed to the presence of phase-separated aggregates of the B-type single-helical chains as cross-links. This view seems to be in



ð4Þ



It is clearly seen from the Table 2 that the TCH and T1q values of curdlan taking the single-helix conformation are signiﬁcantly longer than those of schizophyllan and HA-hglucan taking the triple helix conformation in the gel state [4]. This means that the single-helical curdlan is able to aﬀord low-frequency motions in the solid-like domains in the gel state (at high temperature side of the T1q minimum; see Fig. 1), whereas the triple helical glucans are not.



B. (1! a-D-Glucans !4)-a It was shown that amylose gel contains two kinds of 13C NMR signals: the B-type signals from motionally restricted regions as recorded by CP-MAS NMR method and the signals identical to those found in aqueous solution [67]. The latter signals could be ascribed to ﬂexible molecular chains adopting random coil conformation (liquid-like domain). The former peaks, on the other hand, can be ascribed to the solid-like domain as cross-links, either double-helical junction-zones [67] or aggregated species of single-helical chains [59]. This view is consistent with the data of the 13C spin–lattice relaxation times of the laboratory frame, as mentioned already (see Table 1 as well as arguments in Sec. IIA). So far, two diﬀerent views have been proposed for gelation mechanism of amylose gels. Miles et al. [68] have suggested that amylose gels are formed upon cooling molecularly entangled solutions as a result of phase separation of the polymer-rich phase, whereas Wu and Sarko [57] proposed that gelation occurs through cross-linking by double-helical junction zones. At this point, it is worthwhile to recall that only a small



Figure 9 13C CP-MAS NMR spectra of potato starch (A) and its gel (B–E). Freshly prepared gel (33%, B), after 3 days (33%, C); freshly prepared gel (17%, D) and after 3 days (17%, E). (From Ref. 4.)
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favor of the gelation mechanism of Miles [68]. To support this view, we recorded 13C CP-MAS NMR spectra of freshly prepared starch gel and its retrograded samples after 3 days in a refrigerator, as illustrated in Fig. 9. Obviously, the 13C NMR signals characteristic of the B form chains were noted and their peak-intensities were signiﬁcantly increased by retrogradation. This ﬁnding is consistent with the previous data that retrogradation results in crystallization as detected by X-ray diﬀraction [68].



C. Agarose and Carrageenans Agarose (III) (Fig. 10) is an alternating copolymer of 3linked h-D-galactopyranose and 4-linked 3, 6-anhydro-aL-galactopyranose residues [69]. The well-documented network model arises from the junction zones consisting of aggregated double-helical chains. However, it seems to be very diﬃcult to explain why the intense 13C NMR signals are visible from the liquid-like domain by a conventional NMR spectrometer [70] or DD-MAS experiment (top trace in Fig. 10), in addition to the intense 13C NMR signals available from the solid-like domain by CP-MAS NMR method (bottom trace in Fig. 10). Therefore it appears that the well-documented network model for agarose gel is too much exaggerated and only a small proportion of such double-helical junction zone, if any, is suﬃcient for gelation, as pointed out already in the cases of the chemically cross-linked synthetic polymers [26], curdlan [27], and amylose [4]. In addition, several workers questioned the validity of the double-helical junctionzones for agarose gel and proposed an alternative model of gel network containing extended single helices [34,72,73]. This is mainly because distinguishing between
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multiple-stranded helices and nested single helices are very diﬃcult by ﬁber X-ray diﬀraction alone [34]. In accordance with this line, we recorded 13C NMR spectra of dried agarose ﬁlm and its hydrated preparation cast from N,Ndimethylacetamide solution at 80jC under anhydrous conditions with expectation to increase proportion of single chain [74]. It was found that the 13C NMR spectrum thus obtained is identical to that obtained from gel sample. Therefore it is more likely that the network structure of agarose gel consists mainly of the single chain. Therefore it is probable that the 13C NMR signals visible by either solution or DD-MAS NMR signals may be ascribed to the liquid-like domain taking random coil conformation. In fact, Usov [71] showed that these peaks are resonated at 81.9 and 77.0 ppm in aqueous solution. Undoubtedly, this network structure is consistent with formation of either elastic or soft gels. In particular, the spectral patterns as well as peak intensities from both CPMAS and DD-MAS NMR spectra, resonated at 77–82 ppm ascribable to the C-3 and C-4 carbons for (1!3)- and (1!4)-linked galactosyl residues, respectively, diﬀer signiﬁcantly depending on their respective conformations. In addition, n- (IV) and L-carrageenans (V) are ionic alternating copolymers of 3-linked h-D-galactose-4-sulfate and 4-linked 3,6-anhydro-a-galactose (in kappa) or its 2sulfate (in iota) residues (Fig. 11) and known to form thermally reversible gels at suﬃcient concentration (0.5– 4.0% w/v) in the presence of a variety of cations [75,76]. The sol–gel transition of L-carrageenan was proposed as a random coil-double-helix transition, because its well-resolved 13C NMR signals at temperature at 80jC by solution NMR disappeared completely at 15jC, together with adoption of conformationally rigid double-helical form



Figure 10 13C NMR spectra of agarose gel. Liquid-like domain by DD-MAS (top) and solid-like domain by CP-MAS measurements (bottom). Broad signal at 110 ppm is from probe assembly. (From Ref. 4.)
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Figure 11 Chemical structures of agarose (III) and n- and L- carrageenans (IV and V, respectively).



[75] as judged by measurements of optical rotation [77]. Such suppressed 13C NMR signals could be recorded in many instances by observation of either CP-MAS or DDMAS or both. The domain model has been also proposed to account for carrageenan gelation to involve intermolecular double-helix formation of a limited number of chains and further association by cation-mediated helix–helix aggregation depending on the type of cations to develop a cohesive network [76]. However, instead of the double helices or intermolecular association of any kind mentioned above, Smidsrød et al. [78] proposed an alternative view for gel formation of carrageenans as salt-promoted ‘‘freezing-out’’ of linkage conformations. They showed that, upon cooling the solution of oligomeric L-carrageenan in the presence of lithium iodide from 90jC to 25jC, three broad signals originating from C-1 of the two monomeric units of and from C-3 of the D-galactopyranosyl residues appear at lower ﬁelds besides the narrowed peaks from a random coil chain, as a result of formation of an ordered conformation in which the rotameric forms of the glycosidic linkages are frozen. Therefore gel formation may be seen as a two-step process, the ﬁrst involving an intramolecular conformational change and the second involving a decrease in solubility that is ion-dependent. For a brittle gel sample (5% w/v) of n-carrageenan as received from Sigma, there appear no 13C NMR signals from ﬂexible portions taking random coil conformation as recorded by DD-MAS NMR technique, in contrast to the case of agarose gel, although intense signals from the solid-like domain were readily available from CPMAS method (spectra not shown). It turns out that 13C chemical shifts of the gel samples are very close to those of starting powder within the experimental error as a result of taking similar conformations. In contrast, 13C NMR signals from the liquid-like domain were available by DDMAS NMR for resilient gel of n-carrageenan in the absence of cations other than Na+ ion, prepared by treat-
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ment with Dowex 50W-XB ion exchange resin, followed by addition of NaOH at pH 7.0, as illustrated in the bottom trace of Fig. 12. Inevitably, 13C NMR signal from the solid-like domain recorded by CP-MAS NMR turned out to be less intense (middle trace, in Fig. 12). In particular, the 13C NMR peaks at the two lowermost regions of the liquid-like domain at 104.5 and 96.6 ppm [C-1 peaks of (1!3)-linked h-D-galactosyl and (1!4)-linked 3,6anhydro-a-L-galactosyl residues, respectively] as recorded by DD-MAS NMR are signiﬁcantly displaced downﬁeld as compared with those recorded by CP-MAS NMR and also corresponding peaks in the solid state. Further, it was found that 13C NMR signals of soft gel from L-carrageenan (as received) were unavailable from the solid-like domain by CP-MAS NMR method, although intense 13 C NMR signals were recorded from the liquid-like domain by DD-MAS NMR (spectra not shown). This may be caused either by a smaller proportion of the crosslinked regions of associated single helices or double-helical junction-zones, if any, or suppressed 13C NMR signals by interference of motional frequency with proton decoupling or magic angle spinning. In any case, it should be always taken into account of a possibility that substantial amount of signals could be lost in the swollen gel samples



Figure 12 13C CP-MAS NMR spectra of n-carrageenan in the solid (top) and gel (middle) and DD-MAS NMR spectrum of gel (bottom) (Saitoˆ, H.; Nishino, M.; Yamaguchi, S.; Zhang, Q.; Watanabe, T., unpublished).
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when polysaccharide backbone undergoes ﬂuctuation motions with the time scale mentioned in Fig. 1, as far as 13C NMR spectra were recorded by high-resolution solid-state NMR spectroscopy.



7.



V. CONCLUDING REMARKS



9.



We demonstrated here that conformation and dynamics of polysaccharide gels are very conveniently studied by highresolution solid-state 13C NMR spectroscopy. The major advantage of the NMR approach is that the liquid-like and solid-like domains can be examined separately by DDMAS and CP-MAS NMR techniques, respectively, although expected 13C NMR signals might be suppressed when ﬂuctuation frequencies of swollen backbone involving cross-linked region are very close to frequency of either proton-decoupling or magic angle spinning. In addition, a systematic examination of conversion diagram among polymorphs by a series of a variety of physical treatments is especially useful to clarify whether the polysaccharide chain under consideration is taking either single or multiple chains or both in the solid and gel state.
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Summary With this paper, we present the work on the multivariate analysis of ﬂuorescence spectral and chemical data of lignocellulosic ﬁber materials processes, showing the potential of the ﬂuorescence spectroscopy through this chemometric technique for the study of lignocellulosics and the usefulness of this tool for studying the ﬁber materials and their production method. For this, ﬂuorescence spectral data were correlated with physical and chemical properties through partial least squares (PLS) models, whereas principal component analysis (PCA) was employed as a multivariate method aiming at determining the main variation in a multidimensional data set by creating new linear combinations of the raw data. Examples of this tool are the results of some selected application of this characterization method. In these examples, we have studied paper pulps from wheat straw and sweet/ ﬁber sorghum stalks, pulped with aqueous ethanol solution under acid- or alkali-catalyzed conditions and bleached with hydrogen peroxide aqueous solutions in an alkali environment during various processing times. The results from the study of these examples have indicated that the ﬂuorescence emission spectra of solid paper pulps and their black liquors could provide vital information about both the origin of the pulp sample and the kind of chemical treatment applied. Additional research ﬁndings include the existence of good correlation between the ﬂuorescence data and the chemical and physical data (kappa number, brightness, cellulose, hemicellulose, and lignin contents) of the pulps through partial least squares (PLS) models. We also studied the evaluation of phenomena related to paper aging, using samples of naturally aging paper from various Greek archives. The results obtained have veriﬁed the power of the use of ﬂuorescence



spectrometry in conjunction to chemometrics to provide valuable information on aging and storing of these paper materials, including the use of multivariate models to derive useful chemical information.



I. INTRODUCTION AND BACKGROUND The main objective of the work reported here was to apply multivariate, ﬂuorescence spectra-based analysis in order to lead to a new, nondestructive method. More speciﬁcally, the ﬂuorescence of plant ﬁbers was investigated by means of mathematical and statistical methods in order to extract reliable and relevant information from chemical data. The ﬂuorescence phenomenon is a form of energy transfer mediated in each case by a speciﬁc electron arrangement which, upon receiving excitation light of a speciﬁc wavelength, transforms this energy to another rather speciﬁc emission band of a higher wavelength. Fluorescence spectroscopic methods are cheap, rapid, sensitive, speciﬁc, and nondestructive. Lignocellulosics exhibit autoﬂuorescence permitting to be analyzed without any treatment. Moreover, the spectrum depends on the treatment to which the sample has been subjected. According to this approach (short name: aﬄuence), whole ﬂuorescence emission spectra in combination with principal components analysis (PCA) were used. Moreover, the presence of good statistical correlations between the ﬂuorescence data and the chemical properties of the samples was shown by means of partial least squares (PLS) regression. This ﬂuorescence method provides a data matrix (X) (ﬂuorescence) for each sample. The speed and noninvasive properties of spectroscopic techniques make them potential on-line or at-line methods and hence very useful for 267
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process monitoring and control. Fluorescence spectroscopy is similar to UV/VIS spectroscopy in that it measures electronic transitions, but it is detecting emitted rather than transmitted light. This results in fewer interferences, as not all samples having a UV/VIS spectrum exhibit ﬂuorescence. Fluorescence is detected as the light emitted following excitation by monochromatic light. This is similar to Raman spectroscopy, but contrary to the latter method, which measures vibrational transitions, ﬂuorescence monitors electronic transitions. The eﬀects are competitive, but usually ﬂuorescence is much stronger than the Raman eﬀect. As the emission spectrum is highly dependent on the excitation wavelength, both an excitation and an emission spectrum can be obtained. Thus the advantages of ﬂuorescence spectroscopy are the absence of interferences and that higher-order data can be obtained from it. Fluorescence spectroscopy is widely used as an analytical technique in many ﬁelds of science including chemistry, biology, biochemistry, medicine, environmental science, and food science [1]. The simplest way to measure ﬂuorescence is with instruments recording a response at a preset excitation wavelength and emission wavelength. Multivariate data analysis techniques deﬁne the use of speciﬁc statistical and mathematical methods developed for dealing with the multivariate data [2]. The inclusion of the vast quantity of data supplied by the computerized measurement in the measurement system is deﬁned as multivariate data techniques. This deﬁnition covers both the data acquisition technique for the inspected object and the multivariate statistical and mathematical analyses performed on these data. The latter subject is becoming known as chemometrics in the chemical sciences. This study introduces such new multivariate techniques in the area of lignocellulosics. In traditional chemical analysis, one starts by deﬁning the hundreds of chemical substances involved in a process. For chemometrics to be successful, access to a full chain of interdisciplinary resources including, for example, analytical chemical analysis, spectroscopy, mathematics, computer programming, and information technologies is required by the researcher. Every link in this chain has to have basic understanding of multivariate data analysis in order to contribute optimally to the solution to the problem since issues like repeatability, variation, validation, and data quality are of fundamental importance to the exploratory multivariate data analysis. Chemometrics, being a juxtaposition of chemo (Latin: chemistry) and metrics (Greek: measure), is the common denominator of all possible tools applied to make rational analysis of chemical measurements. Using the term chemometrics serves an important purpose: it makes clear that the whole of the problem is to be observed, analyzed, and interpreted in a direct or indirect chemical context. For the engaged practitioner, chemometrics oﬀers signiﬁcant new possibilities in the approach toward multivariate problems that perfectly complements the classical scientiﬁc methodology, thus providing a technology in the sense that it is a holistic pragmatic solution combining strategies and tools in the very center of the application.
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The main rationales for developing and using multiway methods are the following: 1. The instrumental development makes it possible to obtain information that more adequately describes the intrinsic multivariate and complex reality. Along with the development on the instrumental side, development on the data analytical side is natural and beneﬁcial. Multiway analysis is one such data analytical development. 2. Some multiway model structures are unique. No additional constraints, like orthogonality, are necessary to identify the model. This implicitly means that it is possible to calibrate for analytes in samples of unknown constitution, i.e., estimate the concentration of analytes in a sample where unknown interferents are present. 3. Another aspect of uniqueness is what can be termed computer chromatography. In analogy to ordinary chromatography, it is possible in some cases to separate the constituents of a set of samples mathematically, thereby alleviating the use of chromatography and cutting down the consumption of chemicals and time. Curve resolution has been extensively studied in chemometrics but has seldom taken advantage of the multiway methodology. 4. While uniqueness as a concept has long been the driving force for the use of multiway methods, it is also fruitful to simply view the multiway models as natural structural bases for certain types of data, e.g., in sensory analysis, spectral analysis, etc. The mere fact that the models are appropriate as a structural basis for the data implies that using multiway methods should provide models that are parsimonious, thus robust and interpretable, and hence give better predictions and better possibilities for exploring the data. 5. Better structural models increase the robustness and increase the noise reduction, provide simpler models using fewer parameters, give more interpretable models because of parsimony and correspondence between the nature of the data and the model, and give better predictions in many cases [3–7]. Undoubtedly, multiway analysis can be beneﬁcially used in analytical chemistry for developing fast and cheap calibration methods for a variety of chemical applications. Such methods may well reduce the cost and use of additional chemicals while providing more robust and accurate estimations. Besides pure chemical and spectral data, multiway problems are often encountered in other areas. Examples are analysis of quantitative structure– activity relationships for designing medical drugs or assessing environmental and health eﬀects, batch and continuous process analysis, electronic noise data, consumer analysis, sensory analysis, image analysis, blind source separation in, e.g., telecommunication and speech recognition systems, time series analysis, signal processing
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for example related to medical instruments or process analysis, etc. An application of this approach is the use of ﬂuorescence spectra and physico/chemical characteristics of lignocellulosic materials correlating structural and functional properties of lignocellulosics and paper by ﬂuorescence spectroscopy and chemometrics for evaluation and/or study of processes. Fig. 1 presents graphically this concept. So using this methodology approach, we could describe the complex multivariate information in the data in simple graphic displays without interference of a priori knowledge and let the evaluation be based on plots and graphs. The samples data from spectroscopic instruments are typically so complicated that direct interpretation is sometimes impossible. That is why chemometric methods need to be applied for the data to be analyzed eﬀectively. The most used chemometric methods are principal component analysis (PCA) for decomposition and interpretation of large data set and partial least squares (PLS) regression for linear regression of multivariate data. Principal component analysis represents the core idea of condensing large amounts of data to a few representative parameters ( principal components or latent factors) which capture the levels of, and diﬀerences between, objects and variables in the data under investigation. Patterns and clusters in the parameters are easily represented in the form of scatter plots in the Euclidean plane with an exploratory choice of diﬀerent principal components as axes. By nature, PCA implies that the world is under indirect observation as variations in data are caused by principal components in the sense that these are hidden and underlying instead of manifest and directly observable [3]. In the work described, PCA was used to form a general view of the data sets and to discover unknown trends.
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Figure 2 Principal component analysis represents the core idea of condensing large amounts of data to a few representative parameters (principal components or latent factors).



Partial least square regression (PLS) is used to make a model correlating X and y where X contains the ﬂuorescence spectra and y (s1) is a vector containing the property of interest [4,5] (Fig. 2). The fast, precise, and nondestructive spectroscopic methods in combination with chemometrics are suitable for process analysis and optimization leading to improved productivity, eﬃciency, and product quality. The ﬂuorescence and multiway approach has the potential to provide direct chemical ﬁngerprinting of a range of natural molecules in a variety of biological matrices. The end quality of ﬁber materials that we studied reﬂects both the quality of the raw ingredients and the actions of the processing unit operations. Some of the traditional methods are quite time consuming and all the methods are destructive. Today, it is possible to replace most of these inconvenient methods by instrumental, rapid, and nondestructive techniques such as ﬂuorescence spectroscopy [6–9].



II. METHODS: ‘‘THE AFFLUENCE APPROACH’’



Figure 1 This ﬁgure presents graphically the use of ﬂuorescence spectra and physico/chemical characteristics of lignocellulosic materials correlating structural and functional properties of lignocellulosics and paper by ﬂuorescence spectroscopy and chemometrics for evaluation and/or study of processes.



This method was applied in both solid and liquor samples. As raw materials, we used several samples from diﬀerent ﬁber plants and their product. The raw materials were wheat straw (Triticum durum sp.) and sorghum (Sorghum bicolor {L.} Moench) stems. Wheat straw and sweet sorghum pulps were prepared after treatment with (1) aqueous ethanol with the addition of H2SO4 (acid catalyzed) for 1.5 and 3 hr and (2) aqueous ethanol with the addition of NaOH (alkali catalyzed) for 0.5, 1, and 2 hr. The pulping treatment was performed according to Papatheophanous et al. [10]. Kappa number was determined according to Berjings [11] and the brightness according Tappi Standard T457. The pulps were bleached with H2O2 under the following conditions: pulp consistency 12%, H2O2 4%, NaOH 2%, Na2SiO3 4%, DTPA 2%, and
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temperature 75jC, for 1, 2, and 3 hr. Also, we applied the ‘‘aﬄuence’’ method on samples of old paper. So naturally aging papers from the Historical Archives Division of National Bank of Greece (NBG) and the National Library of Greece (NLG) were collected. The samples from NBG covered a period of 70 years (1869–1940) and those from NLG the years 1594–1965. Fluorescence spectra were recorded on a Perkin Elmer LS 50B Luminescence Spectrometer connected with a PC. Autoﬂuorescence emission spectra were recorded at excitation wavelengths of 450, 400, 350, and 280 nm, whereas the emission was measured in the region of 275–650 nm with intervals of 0.5 nm (751 data points, in total, 4751=3004 data points). Excitation and emission monochromator slit widths were 10 nm. The measurement started from the highest and ﬁnished with the lowest excitation wavelength in order to minimize the photodecomposition of the sample. The spectrum of each sample was taken twice. In all measurements, the temperature was 24F1jC. Spectral data were converted to ASCII ﬁles by a program furnished by Perkin Elmer (FL Data Manager, version 3.50). Each of the spectra is the average of the two measurements, and for this chemometrics analysis (PCA and PLC), the ASCII ﬁles were introduced to and proceeded by the UNSCRAMBLER v 7.0 software [12]. The spectral shapes of the diﬀerent samples are similar with some common high peaks corresponding to the Rayleigh scatter (Fig. 3). Rayleigh scatter, which gives a large contribution to the emission spectrum at the emission wavelength corresponding to the actual excitation



Avgerinos et al.



wavelength, was removed from the spectral emission region; so, from the 3004 initial wavelength variables, we considered only 1354 or 1479 (according to the samples) (Fig. 4a and b), and in some cases, the modiﬁcation V=ln V was used (Fig. 4c). So after the preview treatment of spectra, the multivariate analysis was applied to a transformed data of an s1479 matrix (s: number of samples and 1479 variables). Using these inputs, principal component analysis (PCA) ﬁnds the main variation in a multidimensional data set by creating new linear combinations of the raw data [12]. In matrix form, we have X=TPV (X is the analyzed data matrix with dimensions sw, T is the score matrix with dimensions smin(s,w), and P is the loading matrix with dimensions wmin(s,w). Only a signiﬁcant number of principal components, f, equal to the chemical rank of the X matrix, is relevant in describing the information in X. Each component (each new variable) is a linear combination of the original measurements. This projection of data is continued by composing additional, orthogonal principal components, until all latent structures of the data are described. In this way, PCA provides an approximation of the data matrix (e.g., near-infrared spectra of a number of samples) in terms of the product of two low-dimensional matrices T (scores) and PV (loadings). These two matrices capture the systematic variation of the data matrix: X=TPV+E, and leave the unsystematic variation in the residual matrix (E). Plots of the columns of T (score plots) provide a picture of the sample concentrations of the principal components, while plots of the rows of PV (loading



Figure 3 Whole emission spectra of NLG samples as introduced to the UNSCRAMBLER program. Emission variables 1–751 correspond to kex=450 nm, variables 752–1502 correspond to kex=400 nm, variables 1502–2253 correspond to kex=350 nm, and variables 2253–3004 correspond to kex=280 nm.
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Figure 4 (a and b) Concatenated emission spectra of pulp samples after the removal of Rayleigh peaks. (c) Concatenated emission spectra of NBG samples after V=ln V modiﬁcation.
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Figure 4 Continued.



plots) depict the variable contribution to the principal components. Partial least square regression (PLS) is used to make a model correlating X and y where X contains the ﬂuorescence spectra and y (s1) is a vector containing the property of interest (Fig. 5). In chemometrics, PLS regression is a widely used approach for obtaining multivariate regression models. The main diﬀerence between PCR and PLS is that in PLS, the independent data are modeled such that variation speciﬁcally relevant for predicting the dependent variables is emphasized. Rather than decomposing the independent data into a least squares bilinear model, a model of the dependent and a model of the independent data are obtained such that the score vectors



from these models have pairwise maximal covariance. That is, components are found in X and Y simultaneously and such that the scores in the X and Y spaces have maximal covariance. Since the covariance is the product of the correlation between the scores and the variance of each score, these three measures are collectively maximized. Maximizing the variation of the score vectors ensures that the model is real and not due to small random variation. Maximizing the correlation (the linear relationship) ensures that it is possible to predict the Y score from the X score, thus optimizing the predictive ability of the model. Using measured spectral data to predict important quality parameters ( y) involves eﬃcient multivariate regression techniques. The multivariate calibration task is to



Figure 5 Partial least square (PLS) regression is used to make a model correlating X and y where X contains the ﬂuorescence spectra and y (s1) is a vector containing the property of interest.



Figure 6 Principal component analysis score plot of PC4 vs. PC2 for the 48 paper pulp samples explaining 1% and 4% of the total variance, respectively.



Correlating Lignocellulosics and Paper



273



Figure 7 Partial least square model for the yield of pulping using the ﬂuorescence data of pulps (correlation=0.985).



build a relationship between the spectra or landscapes (x/ X) and the reference parameter ( y) for all the samples in a given data set. The purpose of the relationship is to predict the y’s from the x/X’s in the future and to interpret the relationships between x/X and y. In this work, the multivariate regressions were performed also by partial least squares regression (PLSR) [13], which is a predictive regression method based on estimated latent variables describing the relations between X and y (corresponding reference measurements of the sample set). The strategy of PLSR is to reduce the dimension of the X and y space by creating linear combinations of the original variables. These new (latent) variables or components are statistically independent and ideally carry all relevant information. The reference variable to be predicted is used actively in determining these components, and a linear regression model is deﬁned as y=Xb+E where b is the corresponding vector of regression coeﬃcients and E is their residuals (model errors, noise, etc.). By chemometric validation, it is possible to obtain as realistic performance of the models as possible with the available data. In our case, the model performance was validated by a test set or cross-validation depending on the data set. Test-set validation requires two data sets which are similar with respect to their ability to cover future sample variations and sampling conditions. One of the data sets is used for calibration, while the other is used for validation. Test-set validation requires suﬃcient samples in order to span the existing variation in both sets. It may often occur that it is not possible to collect enough samples for producing usable calibration and test sets. In the absence of a test set, it is necessary to apply cross-validation, where several subcalibrations are made with single



samples (full cross-validation) or segments of samples (segmented cross-validation) kept out of the calibration alternately, until all samples have been kept out once. The samples kept out are then used for validation, and the average of the validation results is calculated. Such methods will at their best provide a robust consistent estimation of the prediction error. The measure of model performance is usually given by the correlation coeﬃcient (R), which is the correlation between the measured reference ( y) and the predicted reference ( y), and by the prediction error root



Figure 8 Score plot (PC1–PC2) of the ﬂuorescence data of paper pulp (160jC and 200jC: temperature of treatment; 60% and 70% EtOH/water ratio in organosolv method).
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based on multivariate analysis of the ﬂuorescence emission spectra of solid and black liquor samples. Correlation and prediction of kappa number as well as cellulose, hemicellulose, and lignin content of corresponding pulps were performed using the model that was developed. Finally, the application of multivariate analysis on old paper samples is presented at the end of this part.



A. Delignification Processes



Figure 9 Tridimensional score plot (PC1–PC2–PC3) of the ﬂuorescence data of paper pulp black liquor samples. W: wheat straw; S: sweet sorghum; F: ﬁber sorghum; O: acid treatment; A: alkali treatment.



mean square error of cross-validation (RMSECV) or root mean square error of prediction (RMSEP).



III. RESULTS In this part, we present the results from the application of aﬄuence method correlating the data from the pulping and bleaching processes of lignocellulosics raw materials



Fig. 6 presents the two-dimensional representation of PC2 vs. PC4 explaining that the 5% of the total variance revealed the presence of three clusters. The one included samples of alkali-catalyzed organosolv wheat straw pulp samples (bleached and unbleached), the other one included the alkali-catalyzed sweet sorghum samples, and the third one included the acid-catalyzed organosolv wheat straw and sweet sorghum samples (W: wheat straw; S: sweet sorghum; F: ﬁber sorghum) and the two diﬀerent processes that we followed (O: acid treatment; A: alkali treatment). The yield of pulping according to multivariate analysis of ﬂuorescence emissions of black liquors is presented in Fig. 7. In Fig. 8, we could observe the clusters that present the process that produced the corresponding solid, as the samples that were treated at 200jC are altogether below the line A–F when the others treated at 160jC are above it. Also, at the same ﬁgure, we could distinguish that the treated samples with the same EtOH ratio (70:1) are concentrated in the drawn circle (Fig. 8). For these solid samples of pulps, the variance explained by the ﬁrst four principal components (PCs) resulting from the (PCA) was 100%.



Figure 10 Partial least square model of the predicted vs. measured values for the kappa number of organosolv wheat straw samples. R=0.94 for ﬁfth PC.
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Figure 11 Partial least square model for the formation and/ or elimination of carboxylic acids during the treatment of residual kraft lignin (RKL) with diﬀerent charges of chlorine dioxide, dimethyldioxirane, alkaline hydrogen peroxide, and oxygen. R=0.938.
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model of the predicted vs. measured values for the kappa number of organosolv wheat straw pulps (Fig. 10). Next, Fig. 11 presents the result from our study of correlations between ﬂuorescence data and the 31P NMR structural information (data like the COOH) on residual kraft lignin of paper samples. In addition, the correlation coeﬃcient becomes 0.95 when we correlate the ﬂuorescence data with the brightness of the alkali-catalyzed organosolv wheat straw pulp samples (Fig. 12). As a next step, we constructed models correlating the ﬂuorescence data and quantitative properties like the concentration of cellulose, lignin, and hemicellulose content of the solid samples (Figs. 13–15). Fig. 13 shows a PLS model for the cellulose concentration ranged from 42% to 65% for the wheat straw pulps with the correlation coeﬃcient R=0.96.



C. Paper Aging B. Product Characterization For the black liquor samples and the multivariate chemometric analysis, we could observe also the clusters that present the process that produced the corresponding liquor (Fig. 9). In this ﬁgure, we see the tridimensional score plot (PC1–PC2–PC3) of the ﬂuorescence data of paper pulp black liquor samples, and we could detect the groups— clusters where each one represents the three diﬀerent raw materials. The correlation coeﬃcient becomes 0.94 for PLS



Finally, we examined the case of a multivariate calibration model built between the ﬂuorescence emission spectra and the age (be counted using the year of print for the printed materials) and alkaline reserve of samples of old archival papers [14–17]. It was noted that the ﬂuorescence intensity of the two resources of samples is diﬀerent as well as the emission according to the year of the sample. In order to see whether our samples could be classiﬁed according to their alkaline reserve, which is a measure of paper deterioration, a PCA model of 70 samples (matrix X: 701354) was built using



Figure 12 Partial least square model of the predicted vs. measured values for the brightness (B/R475) of the bleached and alkalicatalyzed organosolv wheat straw samples. R=0.95 for the second PC.
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Figure 13



Partial least square model for the cellulose content of the ﬂuorescence data of paper pulp.



Figure 14 Partial least square model of the predicted vs. measured values for the lignin content of wheat straw samples. R=0.917 for the fourth PC.
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Figure 15 Partial least square model of the predicted vs. measured values for the hemicellulose content of alkali-catalyzed organosolv wheat straw samples. R=0.882.



test-set validation. The score plot of PC2 vs. PC1, explaining 96% of the total variance, is shown in Fig. 16 and demonstrates the presence of two clusters according to the age of the samples. We observe the presence of two clusters according to the alkaline reserve. The samples with the low alkaline reserve are on the right part of the diagram and the



others are on the left. The alkaline reserve is a measure of the progress of the deterioration of the paper, so the T01– T04 with the low alkaline reserve are the samples that cover the years 1594–1780 and T05–T09 for years 1837–1965. In Fig. 17, a PLS model for year of print (consequently the age of the paper) for all the samples is



Figure 16 Principal component analysis score plot of principal component 1 (PC1) vs. PC2 of the NLG samples explaining 91% and 5% of the total variance, respectively. Samples T01–T04 for years 1594–1780 and T05–T09 for years 1837–1965.
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Figure 17



Partial least square model of the predicted vs. measured values for the age of the samples.



presented. The correlation coeﬃcient (R=0.96) was very good. Considering the number of PCs that we used for the PLS model, we achieved the best explanation of Y variance (year) about 93.4%. This means that the more complicated the model is, the better is the prediction of the model. We could also see that the model gives an overestimated value of the year of the sample when we study samples from 1869 to 1900 and an underestimation for samples from 1900 to 1940. Also, the value of RAMSEP=5.92 years means that we could predict the year of print with an error about 5.92



years. If we consider the fact that the year of print is z2 years after the year of production, we realize that we have an accepted result trying to estimate the age and the production year of a paper particularity when we study samples of nature-aged paper that were produced 100–200 years before. In a second example, the score plot of PC2 vs. PC1, explaining 98% of the total variance, is shown in Fig. 18 and demonstrates the presence of two clusters according to the origin of the samples. In this case, we use for our



Figure 18 Principal component analysis score plot of PC2 vs. PC1 of NLG samples (from rooms E and S) explains the origin of the samples.
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Figure 19 Partial least square model of the predicted vs. measured values for alkali reserve of the samples from NLG for the third PC.



analysis the ﬂuorescence data from samples that were storing for the same period into two diﬀerent storing rooms. Studying the result of this PCA at Fig. 18, we observe the plain separation of two areas of scores. The one that involves the samples from room is marked as E and the others are marked as S. The last three ﬁgures present the results for three diﬀerent correlation studies. Next, Fig. 19 presents the PLS model for the predicted vs. measured values of alkaline reserve of samples according to the spectra with a correlation factor 0.754.



losics. The ﬂuorescence data derived from archival old papers were correlated with the chemical properties and the age of these samples and veriﬁed the power of the use of ﬂuorescence spectrometry in conjunction to chemometrics to provide valuable information on aging and storing of these materials. This study could drive us to develop the new procedure of qualiﬁcation of phenomena related to aging. Overall, the aﬄuence approach allows qualitative and quantitative information to be obtained from complex spectral data [18–20].



REFERENCES IV. CONCLUDING REMARKS From the above study of various pulps using the ﬂuorescence spectral data, the results indicated that the ﬂuorescence emission spectra of solid paper pulps through principal component analysis can give useful qualitative information about the origin of the pulp samples as well as the condition of the treatment. Moreover, the existence of a good correlation between the ﬂuorescence data and the chemical characteristics of the pulps, like the cellulose, hemicellulose, and lignin content as well as the kappa number, shows the quantitative use of PLS models. These ﬁndings corroborating our previous results strengthen our claim on the potential of ﬂuorescence through chemometrics as process analytical method applied to lignocellu-
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I. INTRODUCTION Carbohydrate polymers derive from nature’s capacity to convert carbohydrate molecules into polyacetals by several biochemical pathways [1]. Carbohydrate components of macromolecules such as glycoproteins, glycopeptides and glycolipids, have been shown to be implicated in biological recognition through ‘‘carbohydrate-mediated information transfer’’ [2–4]. Polysaccharide–polysaccharide interactions play an important role in the control of the architecture of animal and plant cells. Throughout development, the constitutive ﬁbers are somehow manipulated into precise directions within the supporting tissues, so as to be best adapted to their chemical, mechanical, and speciﬁc functions and properties [5–9]. Without this control, many animals and plants would collapse. In general, the macromolecules involved have very long chains, which may self-assemble or may follow various cellular mechanisms to form directed assemblies. In general, their intrachain backbone bonds are covalent, whereas the lateral interactions between chains are by interchain hydrogen bonds. Fibrous composites occur most commonly as parallel ﬁbers, orthogonal or helicoidal plywood embedded in a matrix whose chemistry is dominated by polysaccharides and proteins. The biological, chemical, or physical properties of carbohydrates are largely determined by what is exposed to the outer surface. Most interactions with other molecules will occur as a consequence of the almost inﬁnite array of chemical structures and conformations that can be generated for polysaccharides. In reality, the primary structures of polysaccharides vary in composition, se-



quence, molecular weight, anomeric conﬁguration, linkage position, and charge density. Additional variability may arise from environmental changes such as ionic strength and degree of hydration. Also, whereas in crystals most molecules usually adopt one single conformation, in solution, however, there are certain dynamic variations of the preferred conformations. In general, the resulting mixture of available conformations undergoes fast interconversion, and most experimental techniques show only results that are time-averaged over all conformations [10]. Polysaccharides are well known to possess a high tendency to associate. This association is usually caused by the abundant hydroxyl or amino groups present in a macromolecule and which easily undergo hydrogen bonding. Polysaccharides oﬀer an exceptional ratio of hydroxyl groups per saccharide residues. Such hydrogen-bonding potential has to be taken into account when considering interactions, either in association with neighboring carbohydrate polymers or surrounding water molecules [11–13]. For polysaccharides forming three-dimensional networks under speciﬁc conditions (gel structure), these interactions are hydrogen bonding, dipole and ionic interactions, and solvent partition eﬀects [14]. Individually, these interactions are so weak that conformational stability is achieved only when a large number of them is simultaneously favorable (cooperativity). Changes in such sequences prevent, in general, the continuation of ordered associations. In many applications, particularly in food systems, industrial polysaccharides are used in combination with other polymers (including proteins). Thus, the combination of aqueous glycan solutions provides a very eﬀective means of obtaining systems with new and unique proper281
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ties. Such polymer combinations may either be compatible, leading to synergistic interactions and property enhancements, or incompatible and result in precipitation or phaseseparation phenomena. However, both compatible and incompatible systems oﬀer advantages that are exploitable in diﬀerent areas (composite materials, biological processes, food, and nonfood industries). Several attempts have been made to construct new functional materials based on stimuli-responsive polymer solution and gel systems. These systems undergo isothermal phase transitions by external stimulation, such as photons, temperature, ionic strength, pH, electric, or magnetic ﬁeld, etc. The conformation of these polymers governs their various physicochemical properties. When the conformation, under stimuli, changes, a concomitant change happens in the polymer properties [15–17] and many industrial applications could proceed. Many water-soluble polysaccharides are ionic and present original electrostatic properties depending not only on the structure of the polymer but also on the ionic concentration. Electrostatic interactions between polyion and counterions and the ionic selectivity have been studied leading, in some cases, to gel formation. The role of the charge density of the polymer, of the molar mass, and of the chemical structure were examined as well as the thermodynamic conditions (ionic strength, temperature, etc). Their intrinsic persistence length reﬂecting their stiﬀness characterizes the ionic polysaccharides. Their stereoregularity favors the stabilization of helical conformation and cooperative interactions. Rigid hydrophilic physical gels are also formed depending on their chemical structure [18]. Polyion complexes are formed by the reaction of a polyelectrolyte with an oppositely charged polyelectrolyte in aqueous solution. Polyion complexes have numerous applications such as membranes, antistatic coatings, and microcapsules. This is the case of cationic chitosan and anionic gellan gum with carboxyl functional groups [19,20] or poly (a,L-glutamic acid) [21] for diverse medical, agricultural and ﬁber industrial applications. Mixtures of hyaluronate–alginate exhibit physicochemical properties for surgical applications [22]. In both the industrial application and biological functions, the three-dimensional characteristics of carbohydrates are essential. Stereochemistry plays also an important role in determining the properties of polysaccharides. Among the methods for studying molecular shape, single-crystal diﬀraction experiments for the solid-state and nuclear magnetic resonance (NMR) spectroscopy in solution provide increasing detailed conformational information. However, when ordered single structures are diﬃcult or impossible to obtain, the diﬀraction data determined for ﬁbrous structures are always of low resolution and must be supplemented by computational methods. NMR in solution also necessitates the combination with molecular modeling for appropriate interpretation of structural information contained in, for example, coupling constants and nuclear Overhauser eﬀects. In fact, to deal properly with the latter, one also has to be aware of the complications arising from the existence of internal
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motions. The literature on the structure of biomolecules shows an increasing eﬀort to overcome these problems [23–26]. The goal must be to generate the ensemble of structures that is consistent with the data, taking into account considerations concerning the frequency with which transitions between the diﬀerent structures occur and the relative time scales of internal and overall molecular motions. From an approach combining experimental and computational data, useful information can be extracted concerning how crystalline arrangements are formed, how two polymer chains pack, and how a polysaccharide chain is going to interact with other macromolecular chains. Whereas only a few of these arrangements would correspond to chain pairing capable of generating eﬃcient packing, the other ones represent situations that could occur in the amorphous state or at the surface of polymeric materials. Another application extends to low-symmetry systems, such as gels, in which chain–chain interactions may promote the formation of the so-called ‘‘junction zones.’’ Furthermore, a methodology is needed to investigate all interaction and aggregation phenomena in lowordered polymeric assemblies [27,28]. The present chapter is concerned with computer modeling of polysaccharide–polysaccharide interactions. It is divided into three parts. The ﬁrst part sketches the theoretical background of molecular modeling of saccharides and provides a view of experimental and theoretical methodologies. The reliability of theoretical methods is discussed, and the usefulness of molecular modeling is considered. The second part attempts a brief survey of diﬀerent procedures applied to structure modeling of oligosaccharides. This is followed by applications to the structure characterization of individual polysaccharide chains. Emphasis is brought here on issues that relate to the accuracy and eﬃciency of the calculations. The third part deals with modeling of interactions between polysaccharide molecules and molecules of increasing complexity. Starting with docking problems, and in particular, interactions of Congo Red or benzophenone with cellulose, the ﬁnal section covers some insights into polysaccharide– polysaccharide interactions in the diﬀerent phases (solid, amorphous, and solution). Intermolecular binding between diﬀerent mixtures of polysaccharides involving galactomannans or glucomannans with n-carrageenan or xanthan is given. The nature of the molecular mechanisms explaining the synergistic interactions between these biopolymers have been focused.



II. METHODS A. Experimental Methods An excellent review of the methods used to characterize mixed polysaccharide systems and their value has been already published [29]. More recently, new insights have been drawn by improved biophysical methodologies. Spectroscopic techniques for characterizing structure and dynamics have been
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reﬁned, increasingly more sensitive for probing the energetic of molecular interactions. Even ultracentrifugations are undergoing exciting developments concerning component stoichiometry and interactions [30]. A major advance in the ﬁeld of pulsed infrared (IR) spectroscopy has been the development of two-dimensional IR-based spectroscopy. Like 2-D NMR, spectra are characterized by diagonal and cross-peaks, which can be interpreted to obtain angular and spatial information [31,32]. Other spectroscopies, such as pulsed electron paramagnetic resonance, have continued to develop for better resolution, even with powder samples. The use of dipolar coupling technology greatly accelerates the speed at which structures can be obtained from NMR methods. This also suggests that studies require more than a single approach [30], for example NMR, IR spectroscopy, X-ray crystallography, or electron microscopy. Moreover, advances in electron cryo-microscopy has been a method of choice for obtaining structural information [30]. A direct measure of the thermodynamic parameter associated with a binding event can be obtained by using isothermal titration calorimetry, including enthalpy and entropy contributions. Atomic force microscopy has also beneﬁted from signiﬁcant advances in tip design, along with new methods for scanning molecular surfaces [33]. The method has been extended to include a range of bacterial and plant polysaccharides, as well as network structure formed in polysaccharide gels or even in the in vivo biological systems [34–37]. The X-ray method is still the royal road to determine the 3-D structures of polysaccharides. This feature was shown for chitin, chitosane, and h-1,3-glucans [38], for the molecular architecture of a galactoglucan from Rhizobium meliloti [39], araban, and whelan [40], as well as for xanthan–galactomannan interactions [41]. X-ray ﬁber diffraction is also considered to be a good method for examining molecular models of gelation at atomic resolution. It may be used to test whether a binary gel composed of two components A and B, contains AB, AA, or BB junction zones. The preparation of ﬁbers requires that the gels be stretched and at least partially dehydrated. Such methods have been applied to galactomannan- or konjac mannan–algal polysaccharide, galactomannan- or konjac mannan–xanthan binary gels [42,43]. The results best represent a hydrated solid material. Scattering techniques performed directly on gels are probably better, but, only recently, small-angle X-ray and neutron scattering have been used to gain some insight into the molecular structures of agarose solutions and gels [44,45]. The structure and intermolecular interactions between polysaccharide chains of guar galactomannan and hydroxypropyl guar have been also studied by osmotic stress and X-ray scattering. As osmotic pressure increases, the diﬀraction peak shifts to higher Q values, i.e., the intersheet spacing decreases. Conclusions concerning phase transition, packing, and crystallinity were drawn [46]. An alternative means of assessing ordered structures at the molecular level in such systems (and therefore complementing the information on long-range ordering
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obtained from X-ray diﬀraction) could be NMR spectroscopy, particularly of relatively immobile species, using the techniques of cross polarization, high-power decoupling, and magic angle spinning (CP-MAS) with 13C detection [47,48]. Investigation of polysaccharide–polysaccharide interactions by high-resolution NMR is usually diﬃcult, because of signal broadening associated with reduced mobility of the whole macromolecule or speciﬁc segments of it. However, signal broadening is, in itself, a useful indication of stiﬀening of polysaccharide chains, which may be due either to a more rigid conformation or to some kind of association. Also, loss of peak signal is expected to be more pronounced for the less mobile polysaccharide segments involved, for example, in junction zones [49,50]. In contrast, more mobile systems still produce high-resolution spectra [51,52]. Multinuclear NMR (related to nuclei other than proton and 13C) is another possible approach to understanding the gel structure of various systems [53,54]. Restriction of macromolecular motion can be monitored and quantiﬁed by measurement of the relaxation times T1 and T2 [55–58]. The ﬁrst type of relaxation refers to an energy transfer occurring between nuclear spins and neighboring molecules. The second involves the randomization of nuclear spins. For two-phase materials, the relaxation process can be approximated by two exponential functions. For example, the free-induction decay signals (S) will generally be in the form S ¼ A expðt=T2a Þ þ B expðt=T2b Þ



ð1Þ



where A and B are the volume fractions of the two phases and T2a and T2b are the corresponding transverse relaxation times. A third method of relaxation measurement (T1q) makes use of the rotating frame and is strongly dependent on the presence of nearby nuclei and on the dynamics of the system. The introduction of residual dipolar coupling methodology has increased the scope of structural biological problems addressed to NMR spectroscopists. Conformational changes, the relative orientation of domains, intermolecular complexes, and molecular dynamics can be accurately characterized [59–61]. While this kind of approach has been followed mainly for oligosaccharides, few studies concern polysaccharides [62,63]. Although this approach shows promise, the inﬂuence of the interactions with the liquid crystalline medium on the molecular structure and dynamics is still uncertain, in particular, for ﬂexible species or regions which should be treated accordingly over contributing conformers requiring statistical weight of conformers and correct orientation tensors. Nevertheless, pulsed-ﬁeld gradient techniques continue to enhance the performances of all classes of NMR experiments using a combination of 2-D homonuclear NMR, 1-D selective excitation methods, and 2-D heteronuclear methods to determine microbial polysaccharide structure [64]. Advanced solid-state NMR methods were used to characterize and quantify physicochemical properties of
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gels [65], starch-based plastics [66], or functional constituents of food [67]. Water binding was probed with the heteronuclear 2-D wideline separation experiment (wiseNMR) [68]. In an initial study [69], it was shown by optical rotation (OR) measurements that the helices of agarose and n-carrageenan could bind in an ordered, cooperative fashion to sequences of 1, 4-linked h-D-mannopyranose residues in certain plant galactomannans, and that such mixed polysaccharide systems can lead to unexpected and useful rheological properties. The form of the temperature-dependent optical rotation for the agarose–galactomannan mixture shows a complex butterﬂy form instead of the usual loop, and this was shown to originate from molecular eﬀects [70]. This article reviews the extensive work on the interactions of agarose and h-1,4-glycans, performed by that group. Other groups have used viscosity and dynamic viscoelasticity measurements to study the synergistic interaction between xanthan or agarose and various galactomannans [71–73]. These results support an interaction mechanism between the polysaccharides, which was also proposed from rheological studies [52,74]. It was shown that for very low n-carrageenan concentrations (under 1%), the synergy phenomenon is very large because the blend modulus is much higher than the corresponding modulus of a ncarrageenan gel prepared at the same concentration. Also, the variation of blend modulus at low carrageenan concentration is much sharper (by several decades) than that observed for the high carrageenan concentration range. It was concluded that the blend gel structure must be based on an interacting process between n-carrageenan helices and smooth zones of carob galactomannan [75]. In contrast, on the basis of rheological data, it was concluded that phase separation processes as a result of incompatibility between unlike polysaccharides occurred for various food mixtures [76–78]. The eﬀect of selected additives on the ﬂow parameters of 1:1 mixtures of carrageenan–guar gum and carboxymethyl cellulose–locust bean gum was also investigated by using a coaxial viscometer [79]. Those techniques, rheological in nature, are concerned both with small- or large-deformation studies and failure properties. In general, they describe the physical and dynamic properties of the systems in relation to some supramolecular model, but the conclusions are often at variance [80]. Recent studies using diﬀerential scanning calorimetry and electron spin resonance spectroscopy were interpreted in terms of the formation of mixed aggregates n-carrageenan helices and konjac mannan, possibly involving bundles of self-aggregated n-carrageenan helices covered with surface-adsorbed konjac mannan chains [81]. Synergistic interactions between biopolymers can be divided into two types: type 1 gels, in which the neutral polymer modiﬁes the gelation of the helical polysaccharide; and type 2 gels, in which the mixing of the two nongelling polysaccharide leads to gelation [82]. For the type 1 gels, X-ray ﬁber diﬀraction studies failed to reveal new patterns as might be expected to occur for speciﬁc intermolecular binding between the two polysaccharides. The binding should be random and dynamic and involves a
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surface attachment of galactomannans or glucomannans to aggregates or crystallites of the helix-forming polysaccharide [81–83]. For the type 2 gels, new X-ray patterns suggest binding to stereochemically compatible polymers such as denatured xanthan rather than to the xanthan helix [42,84]. However, a loose gel is also formed with ordered xanthan involving interactions with disordered fragments of xanthan or by a second mechanism in which side chains of ordered xanthan interact with galactomannan [41,84–89]. It can be stressed that the conformational rearrangement of polymer to accommodate binding interactions with other polysaccharides is an entirely reasonable interpretation of current evidence [89]. Thermodynamic stability and competition should be the key points. When an attraction exists between the two species, whatever the galactomannan or any general side chain composition, gelation properties will depend on the cooperative interactions over long ranges or small and dynamic segments.



B. Theoretical Methods There have been many diﬀerent theoretical approaches in the last 10–15 years to model the three-dimensional structure of saccharides. The methods range from ab initio quantum-chemical methods to simple distance criterion maps for the evaluation of polysaccharide conformations. The following sections contain a very brief description of diﬀerent calculation methods. For a more detailed description of methods, the reader is referred to Refs. [90– 101]. Methods of theoretical conformational analysis can be classiﬁed in several ways. We have chosen, as most illustrative, the one in which they are divided into two groups, quantum-mechanical and classical mechanics procedures (the reader is referred to ‘‘Polysaccharides—Structural Diversity and Functional Versatility,’’ ﬁrst edition, Ref. 102). In the ﬁeld of molecular modeling of complex molecular systems, very often a full treatment of many variables (degrees of freedom) is required to adequately describe the properties. Therefore, to investigate such a system, one has to perform a numerical simulation of the behavior, which produces statistical ensembles of the conﬁgurations representing the system [98–100]. The simulation of molecular systems requires the generation of a statistically representative set of conﬁgurations, a so-called ensemble. The properties of a system are deﬁned as ensemble averages or integrals over the conﬁguration space. For many-particle system, the averaging or integration will involve several degrees of freedom and, as a result, can only be carried out over one part of the conﬁguration space. The smaller the conﬁguration space, the better the ensemble average or integral can be approximated. When choosing a model from which a speciﬁc property is to be computed, one would like to explicitly include only those degrees of freedom on which the required property is dependent. Central to the use of molecular simulations is the availability of a model with respect to atomic interactions. Once the molecular model and force ﬁeld have been chosen,
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a method to search the conﬁguration space for low-energy conﬁgurations has to be selected. Various methods are available, each with particular strength and weakness, depending on the size of the system and the force ﬁeld. If the molecular system contains only a small number of degrees of freedom and if the potential energy surface does not have too many relevant minima, it is possible to systematically search the complete hypersurface of the system. If the latter contains too many degrees of freedom, this search of the hypersurface is impossible. In that case, a collection of conﬁgurations can be generated by random sampling using Monte Carlo methods or by molecular dynamics. The commonly available and used molecular simulation program packages are AMBER [103,104], CHARMM [105], DISCOVER [106], GROMOS [107], and MACROMODEL [108]. At the present stage of molecular dynamics of biomolecules, there is a general understanding of the motion that occurs on a subnanosecond time scale. For motions on a longer time scale, our understanding is more limited. For motions that are slow because of their complexity and because they involve large-scale structural changes, an extension of the available approaches is required. Monte Carlo simulations, molecular dynamics as well as the role of the environment, are described in Ref. 102.



III. MOLECULAR MODELING OF SINGLE SPECIES It is evident that the method applied for the modeling of a molecular system depends on the complexity of the system studied. Therefore, at the beginning, one has to decide how small a system can be chosen without seriously aﬀecting a proper representation of the property of interest. Then, the level of approximation with respect to computational methods has to be chosen. It is clear that for larger systems, more approximate methods of computation have to be used. In practice, any choice involves a compromise between the type and number of structural variables and the extent of calculations on one hand, and the available computing power on the other. An attempt to understand polysaccharide–polysaccharide interactions on the molecular level requires a description of individual chains and, therefore, knowledge of the detailed three-dimensional structure of monosaccharide and oligosaccharide components. Several comprehensive reviews have been written on diﬀerent aspects of molecular modeling of monosaccharides, oligosaccharides, and polysaccharides [109,110–131]. Therefore, no attempt will be made here to review the eﬀorts to calculate conformational energy surfaces. Instead, attention will be focused only on a brief description of the main conformational characteristics of oligosaccharides and polysaccharides. In what follows, we attempt to illustrate the approaches used to study the conformational properties of oligosaccharides and polysaccharides with a particular emphasis concerning the inﬂuence of ﬂexibility on the three-dimensional structure of these compounds (for modeling of oligosaccharides,
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the reader is referred to the ﬁrst version of ‘‘Polysaccharides—Structural Diversity and functional Versatility,’’ Ref. 102).



A. Modeling of Polysaccharide Chains During the last few years, molecular modeling has become a standard tool for the determination of the spatial molecular structure of polysaccharides, both in solid phase [132– 134] and solution [110–113]. Starting from the primary structure of a polysaccharide chain, the procedures described in the previous sections are usually used to identify all the low-energy conformers, which are likely to occur for the parent disaccharide in vacuum. This information is then used to model individual polysaccharide chains in diﬀerent environmental conditions. However, when modeling polysaccharide chain structure, the conﬁgurational space spanned by all atoms is still, by far, too large to be searched for low-energy conformations. Therefore, the degrees of freedom characterizing internal motions in monosaccharide units are usually omitted and potential function methods are used for an energy calculation. In an eﬀort to facilitate the construction of complex carbohydrates, a carbohydrate-fragment library has been created [135]. This data bank contains optimized geometry of many monosaccharide residues and covers most of the units that occur in polysaccharides. Because polysaccharides are subjected to diﬀerent constraints in the solid phase and in solution, diﬀerent procedures have to be used for the modeling of their structures [136–143]. A new procedure for generating three-dimensional structures of polysaccharides and complex carbohydrates from their primary sequence has been described. The POLYS computer program [144] combines a database of monosaccharide structures with a database containing information on populations of independent neighboring glycosydic linkages in disaccharide fragments. The computer program can cope with both the complexity and the diversity of carbohydrates and the unique topological features arising from multiple branching. The translation of the primary structure is made through the use of a lexical analyzer and a command interpreter. However, it also generates secondary and tertiary structures in the form of Cartesian coordinates in formats used by most molecular mechanics programs and packages. POLYS has been tested with success on standard homopolysaccharide systems such as cellulose, mannan [144], and pectic polysaccharides [140]. Various average properties of several pectic polysaccharide models were calculated by using metropolis Monte Carlo algorithm, based on the conformational energies for parent disaccharides [145]. Solvents’ eﬀects were evaluated by calculating the solvation energy for each conformational state by estimating contributions from a cavity formation, and from the electrostatic and dispersion interactions between solvent and solute molecules. The behavior of the mean characteristic ratio, the squared radius of gyration (Fig. 1), and the persistence length vs. chain length were discussed for various structural models, tem-
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Figure 1 Comparison between experimental (,o) and theoretical (D) values of RG as a function of the molecular weight for two samples of galactomannans. (From Ref. 146.)



perature and solvent for pectin substances [144], (1!4)h-D-glucuronan and acetylated derivatives [138], acidic polysaccharides [139], hyaluronan [141], alginates [142], or galactomannans [146]. 1. Solid Phase In solid phase, crystalline polysaccharides usually adopt a regular helical shape. When subjected to the constraints imposed by a helical symmetry of the chain, the U and W angles are the same at every glycosidic linkage. Such structures are described by a set of helical parameters, n and h, where n is the number of residues per turn of the helix and h is the translation of one residue along the helical axis. Discrimination between possible helical structures is based on the potential energy. In the following, we illustrate an application of this procedure to describe a generation of helical and statistical structures of galactomannan chains [147]. Galactomannans are reserve carbohydrates found in the endosperm of various legume seeds. They consist of the (1!4)-h-D-mannan backbone to which are attached various amount of single (1!6)-a-D-galactosyl groups. The content and distribution of galactose in the chain depend on the source of galactomannans [148]. The investigation of the possible structures of this polysaccharide started from two basic disaccharide models of galactomannan polymers, namely mannobiose and epimelibiose (Fig. 2). The systematic search of the minima for both disaccharides led to several diﬀerent stable conformers, which were grouped into diﬀerent families according to their torsion angles across the glycosidic bonds. In agreement with experimental evidences provided by NMR and linkage rotation data, the conformational analysis of mannobiose in water solution established that three most stable conformations in equilibrium are available for the molecule. The geometries of these minima, characterized by the glycosidic torsion angles (U=38j, W=122j), (41j, 16j), and (70j, 57j), were used to model helical structures. Thus a propagation of the three lowest minima yielded three diﬀerent helices. Their molecular drawings are presented in Fig. 3. Two helices have a left-handed chirality



with n=4.52 and h=2.16 A˚, and n=2.67 and h=4.48 A˚, respectively. The third helix is right-handed with n=2.34 and h=5.18 A˚. The conformation of the latter is very close to the twofold helical structure of mannan I inferred from electron diﬀraction experiments [149]. The small conformational diﬀerences between both structures are understandable and can be explained in terms of slight changes imposed by crystal-packing forces with no large energy cost. Features concerning the deformations of the mannan helical conformations as a function of the number and position of galactosyl residues were explored by adding galactosyl residues to the mannan chain. In general, it was found that mannan chains do not change their shape signiﬁcantly as a result of these substitutions. However, it was observed that for equally substituted mannan backbones, the conformations of the ﬁrst helix were more often distorted than the other ones. It appeared that for the structures generated from the third helix by branching with galactosyl units, the mannan backbone chain maintained the unsubstituted mannan helical structure. This observation suggests that in the twofold helical structure of galactomannan, interactions between consecutive galactosyl units are not severe, and that galactopyranosyl residues have a number of allowed conformational states. These ﬁndings are supported by experimental data. For example, it was observed that both the ﬁber repeat and the stacking of the chains in the a direction remain nearly constant for a galactomannan series diﬀering in the extent and distribution of galactose substitution [149]. 2. Solution In solution, helical constraints are removed and polysaccharide chains tend to adopt a more or less coiled structure. One of the most peculiar aspects of the physical chemistry of polysaccharides is their ability to assume an enormous variety of spatial arrangements around the glycosidic linkages. This means that observable parameters describing the solution behavior of polysaccharides are averages of the properties of the individual conformations. Theoretical polysaccharide models are based on studies of the relative
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Figure 2 Schematic representations of mannobiose and epimelibiose with labeling of atoms.



abundance of the various conformations of a given polysaccharide in conjunction with the statistical mechanical theory of polymer-chain conﬁguration [150]. Generally, calculations refer to the unperturbed state, that is, to conditions such that the long-range interactions are exactly compensated by intramolecular interactions. Representations of potential energy surfaces are usually performed by calculating two-dimensional maps of the internal energy of appropriately chosen skeletal segment of polysaccharide chain with respect to two glycosidic torsional angles, all the other internal parameters are kept ﬁxed. The polysaccharide chains can be then generated and used to calculate conﬁgurational properties, such as the mean persistence length, mean square radius of gyration, mean square end-to-end distance, dipole moment, and so forth [151,152]. Polysaccharide models of native polysaccharides, reﬁned to a various extent, have been presented [153]. Only recently, the Monte Carlo methods have been applied to exploring the multiple conformations occurring in a complex polysaccharide such as xyloglucan [154] or investigating the solvent eﬀects on the unperturbed dimensions for two representative polysaccharides: cellulose and amylose [155]. In this case, solvation energy terms were calculated for each conformational state by evaluating the



contributions of the cavity formation and of the interactions between solvent and solute [156]. Signiﬁcant changes in the proﬁles of conformational surfaces were found in the three solvents considered (water, 1,4 dioxane, and dimethylsulphoxide). As a straightforward consequence, unperturbed chain dimensions are predicted to be solventdependent.



IV. APPLICATIONS In this section, we attempt to describe the results of molecular modeling of interactions between polysaccharide and small molecules and polysaccharide–polysaccharide interactions. We will not discuss carbohydrate–protein interactions. Most of the papers appearing in the ﬁeld of carbohydrate–protein interactions deal with X-ray crystallography, NMR, microcalorimetry, circular dichroism, and electron microscopy. Nevertheless, molecular modeling provides an alternative approach and can help to understand how carbohydrate molecules, which are ﬂexible and experience continuous dynamic ﬂuctuations, can be recognized by protein receptors (including enzymes) in a highly speciﬁc manner. For carbohydrates, the species
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Figure 3 Molecular drawings of the three helices obtained for unsubstituted oligomers starting from three lowest-energy minima M1–M3 (from left to right, respectively).
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concerned range from monosaccharides to polysaccharides, either free or conjugated, as in glycoproteins and glycolipids. Results obtained in this very important ﬁeld of glycobiology were reviewed and reported recently ([3,157,158], and references cited therein). The adsorption of polymers, such as polysaccharides, at surfaces of diﬀerent natures is the subject of several experimental and theoretical investigations, because of its wide range of practical applications. The polymers may give to colloids some steric protection against aggregation. Thus, interactions between polysaccharides and phospholipid bilayers have been demonstrated [159–161]. However, little is known about the inﬂuence of macromolecule conformation related to solvent characteristics (pH, ions, ionic strength). Interaction of gum arabic, maltodextrin, and pullulan with lipids in emulsions could play a wall material role for encapsulation and protection [162–164].



A. Docking of Small Molecules The docking of small molecules on the surface of crystalline polymers is a problem that is suitable for investigation using molecular modeling. Computational experiments mostly relate to cellulose, for which many properties are dependent on interactions occurring at the surface of the microﬁbril. Results on molecular modeling of the interaction of Congo red [165] or benzophenone [166] with cellulose provides a wealth of information about the structure of the complex and helps to understand the features of these interactions. Direct dyes as Congo red have long been known to display speciﬁc and strong binding to h-(1!4)-glucans and particularly to cellulose. Besides obvious textile applications, they have been used for the histochemical observations of plant cell walls and as beater additives in the pulp and paper industry. They have also been shown to alter the biocrystallization of cellulose into microﬁbrils during cellulose biogenesis. Starting from crystalline cellulose coordinates and Congo red models, the docking procedure was based on a grid search exploring the surface repeat unit of the cellulose crystals by using several orientations of Congo Red at each grid point. The studied surfaces are the triclinic (100) and (010) and the monoclinic (110) and (110) ones. However, results suggest that Congo red is able to adsorb onto all the studied surfaces, with a preferential adsorption energy for the triclinic (010) and the monoclinic (110) surfaces. Results suggest also that the lower-energy conformers have a similar positioning and orientation with respect to the cellulose chains at the surface repeat unit. In particular, two sulphonate groups of the dye molecule are ideally suited to form strong polar interactions with protruding hydroxyl groups from cellulose. Furthermore, the amino and the azo groups are also placed near the exposed oxygen atoms [165]. The cellulose surfaces that have been considered show only minor diﬀerences that originate in ultrastructural lateral organization of the surface chains. From the roughness and hydroxyl accessibility point of view, all those
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surfaces are identical. Native cellulose is a semicrystalline material in which crystal phases coexist with amorphous zones. To model the extreme complexity of the cellulose surfaces, not only the dominant crystal surfaces have to be considered, but also crystallographic hydrophobic surfaces that protrude the CH groups. Amorphous surfaces show a complete disorder of chains. The benzophenone adsorption on cellulose has been studied by following two distinct routes. First, crystalline microﬁbril models have been built. It is exclusively based on the monoclinic allomorph. It consists of 10 chains of 12 residues each. In this model, a central chain is surrounded by each of the (110), (110) surfaces as in the Congo red calculations and possesses a (200) hydrophobic surface. A large number of adsorption sites have then been generated following a Monte Carlo procedure [166]. On the cellulose (200) hydrophobic surface, benzophenone molecules do interact by maximizing stacking interactions between aromatic rings of the benzophenones and the nonpolar CH groups of cellulose. Therefore, benzophenone molecules tend to be oriented in a parallel direction with the cellulose surface. A large number of adsorption sites could be seen and, for each, adsorption takes place without a speciﬁc geometry. However, the oxygen atom of the carbonyl group of benzophenone is precisely located, being in an interaction with a surface hydroxyl group (OH3 or OH2) of a glucose unit through a hydrogen bond. The remaining part of the molecule is able to freely rotate to 360j without loss in the quality of the interaction. The electrostatic character of this interaction is obvious and is a result of the creation of a hydrogen bond. However, the dominant component of the interaction is the van der Waals term. Despite minor structural diﬀerences between the two hydrophilic (110) and (110) surfaces, the benzophenone adsorption process is the same for the two surfaces. The calculated data show that electrostatic interactions are of greater importance. As a consequence of the topological characteristics of those two faces, adsorption sites are speciﬁc. The probe molecules tend to orient their carbonyl group toward the surface hydroxyl groups of cellulose that are located at the bottom of the grooves. Consequently, geometrical freedom of the interaction is restrained as compared with the adsorption behavior of hydrophobic surface. The carbonyl group of benzophenone is always hydrogen-bonded with the hydroxyl group of the surface of cellulose [166]. The second method uses molecular dynamics procedures for traveling on cellulose surfaces subjected to periodic boundary conditions. Comparisons are made between crystalline hydrophilic (110), crystalline hydrophobic (200), and amorphous surfaces (Figs. 4–6). Adsorption of the ﬁrst layer of benzophenone on each of the faces is studied following an iterative process to mimic the experimental conditions in which the probe molecule is primarily dissolved in solvent. To obtain a monomolecular layer, between 16 and 18 benzophenone molecules are adsorbed onto each surface. The average covering level is about 93% of the total cellulose surface [166].
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Figure 6 Molecular drawing of the adsorbed ﬁrst layer of benzophenone on the amorphous face. The cellulose is displayed by its corresponding Connolly surface. Figure 4 Molecular drawing of the adsorbed ﬁrst layer of benzophenone on the (200) cellulosic face. The cellulose is displayed by its corresponding Connolly surface.



Figure 5 Molecular drawing of the adsorbed ﬁrst layer of benzophenone on the (110) cellulosic face. The cellulose is displayed by its corresponding Connolly surface.



Adsorption geometry was quantiﬁed by using Euler angles formalism. For ordered crystal surfaces, Euler angles are grouped into diﬀerent families, characterizing the speciﬁc surfaces, which underlie the diﬀerent geometries of adsorption. For the amorphous surface, Euler angles are randomly distributed, as benzophenone orientation will depend on the local geometry of the surface. For crystalline surfaces, interaction energy varies linearly with surface coverage. For the amorphous surface, the ﬁrst molecules adsorb on the most favorable sites with a better interaction energy. Then, when all these preferred sites are occupied, benzophenone adsorbs on sites that are energetically comparable to the crystalline sites. Therefore, surface geometrical anisotropy creates two diﬀerent adsorption sites. With the exception of the ﬁrst few adsorbed benzophenone molecules, the adsorption enthalpy is comparable for the three studied faces [166]. Conformational variations of the benzophenone are observed. While interacting, this molecule does not stay in the minimal energy conformation established in isolated state. The relative orientation of both conjugated benzene rings is adjusted to optimize intermolecular favorable contacts. The diﬀerence between the internal cohesion of the monolayer and the interaction energy between benzophenone/cellulose layer surfaces suggests that crystalline cellulose interface is stable, but not the amorphous interface. Probe molecules diﬀuse within the amorphous phase, promoting the large computed aﬃnity of the surface for the ﬁrst adsorbed molecules. To test this hypothesis, complementary computations are carried out. The model
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systems are interfaces composed by the cellulose surfaces, the adsorbed benzophenone layer, and the empty space above the benzophenone molecules ﬁlled by water molecules. Then, 1 nsec of molecular dynamics is performed at 323 K. Normalized density proﬁles of either cellulose or benzophenone along an axis perpendicular to the surface of cellulose suggests that a slight reorganization of the whole crystalline system occurred during dynamics. On the contrary, there is a real penetration of benzophenone molecules within the amorphous cellulose phase. Simultaneously, the cellulose phase is swollen as compared with the initial state [166]. Benzophenone adsorption on two diﬀerent cellulose samples of crystallinities of 73% and 40% has been experimentally studied by diﬀuse reﬂectance infrared (DRIFT) spectroscopy. Through the observed modiﬁcations of the carbonyl-stretching band, it was possible to distinguish three diﬀerent environments for benzophenone: entrapped between chains in crystalline domains, in amorphous domains, and as crystallites adsorbed at the cellulose surface. A straightforward comparison with the experimental investigations is diﬃcult. The experimental data is averaged over many intermolecular arrangements, but sampling is not currently accessible by molecular modeling given the computational power needed. Another experimental diﬃculty concerns the technique that was used to prepare the samples. First, it involves swelling of cellulose induced by ethanol solvation. This treatment may change the original accessibility of the crystalline domains and therefore could aﬀect the conclusions of the study. It should ﬁnally be pointed out that the IR experimental results are based on the carbonyl stretching band. Hydrophobic interactions, arising from phenyl groups of benzophenone and numerous CH groups of the cellulose, are not seen in the experiments, whereas molecular modeling emphasizes their importance [166]. Despite the advance in the realism of the model surfaces of cellulose microﬁbrils, diﬀerent assumptions restrict the impact of modeling and make comparison with experimental data diﬃcult. For example, the situation in which benzophenone molecules are entrapped within the cellulose (crystalline or amorphous) has not been directly considered in the modeling investigation, as modeled systems can deviate from the experimentally investigated one. Furthermore, it is impossible to evaluate to which extent the real surfaces of the microﬁbrils are correctly described by those idealized model surfaces. These limitations concern surface accessibility, adsorption occurring at the cellulose/vacuum interface, and the role of solvent for Fourier-transform infrared spectroscopy (FTIR) experience. Finally, thermodynamics of the adsorption process is assumed to be mainly governed by enthalpy components [166]. Dye binding heparin assays are commonly used in biochemical and clinical laboratories, primarily because of their high sensitivity and convenience. However, they are not understood at the molecular level. Understanding the interaction between heparin and small ions or molecules is necessary, and has been studied by spectrophotometric
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method with the cationic dye Azure A. The research was based on the fact that the absorption spectra of the free and bound dye are diﬀerent. The solution equilibrium of the reaction system was studied with the help of the Scatchard model. Concentration of Azure A sodium chloride has a signiﬁcant eﬀect on the interaction [167], as well as characterization of the interaction between Methylene Blue and glycosaminoglycans with the help of two mathematical models [168]. Binding of calcoﬂuor white on the carbohydrate residues of acid-glycoprotein was also studied [169].



B. Modeling of Polysaccharide–Polysaccharide Interactions Over the years, modeling of saccharides has been mainly focused on intramolecular rather than intermolecular aspects. However, knowledge of polysaccharide–polysaccharide interactions is crucial to understanding the functions and properties of many systems. These interactions are, e.g., responsible for chain packing in solid state and govern the association of polysaccharides in gel networks. The detailed information at atomic level obtained from molecular modeling can help to enlighten the ordered states of polysaccharides in solution and gel. In the ﬁrst part of this section, the application of molecular modeling methods to the resolution of three-dimensional models of polysaccharides in solid phase is described. In the second part, the application of molecular modeling for a systematic search of interaction potential energy surfaces is presented, using recent examples gathered from n-carrageenan–mannan interactions in solution. 1. Solid Phase In spite of developments in experimental techniques, the secondary and tertiary structures of polysaccharides cannot be solved by direct experimental methods. Polysaccharide crystals are not large enough for X-ray or neutron diﬀraction analysis. Therefore, molecular modeling is required to supplement experimental data and to solve threedimensional structures [120,132–134,170–175]. The ﬁrst step of such treatment involves molecular modeling of a parent disaccharide combined with ﬁber diﬀraction data. This gives basic information on the helix type, and a number of molecular models can be constructed for a given polysaccharide. Providing that the data set is of suﬃcient quality and/or the unit cell dimensions and space-group symmetry are well assigned, the ﬁnal stage of elucidation involves a complete structural determination of the unit cell content. Reﬁnement procedures have to match the observed and calculated X-ray amplitudes with simultaneous optimization of polysaccharide chain structure, interchain interactions, and preservation of the helical symmetry. Models are reﬁned until the ﬁt, or steric factors, allows one model to be declared signiﬁcantly superior to the others by some standard statistical test. Two programs are the most widely used methods for analysis and reﬁnement of three-dimensional polysaccharide models: the
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linked-atom least-squares (LALS) method [132,172] and the variable virtual bond (PS87) method [133,173]. The principles of these two methods are the same and they have been shown to give similar results [174]. Recently, molecular modeling treatment, called CHACHA [175], was used to predict the packing relationship of several polysaccharide chains: that is, the diﬀerent ways for a polysaccharide chain of known conformation to interact with other chain-like molecules. Given a rigid model of an isolated (simple or double) helix, its interaction with a second (simple or double) helix was studied while moving the helices as close to each other as possible without causing interpenetration of the van der Waals radii of atoms of the two diﬀerent helices. After the helices were positioned to the shortest interhelical distance for a given rotation and helix–helix translation, the energy was calculated using atom–atom potentials that includes compensation for hydrogen bonding without violation of van der Waals contacts (Fig. 7). This computational procedure was used to study the polymorphism of starch [175] and cellulose [176]. The results for starch [175] were in good agreement with the experimental ones. Models were based on the ﬁber repeat distance extracted from ﬁber diﬀraction patterns and correspond to double helices composed of left-handed single strands related by twofold rotational symmetry. Two stable relationships were found for both the parallel and antiparallel models. The structure predicted to be the most stable corresponds to a duplex of parallel double helices as found in both the crystalline A and B allomorphs. This duplex was maintained during transition from the B to the A form [175]. Another study concerns native cellulose [176]. Experimental diﬀraction data for most of samples are extremely diﬃcult to analyze because of crystalline polymorphism (two allomorphs, Ia and Ih, are present within the same microﬁbril) and the presence of amorphous regions. The CHACHA algorithm has been applied. A large number of favorable parallel interhelix settings were obtained. Few of these arrangements are capable of generating an eﬃciently packed three-dimensional array. Two structures were used for comparison with experimentally derived data. Agreement between the predicted unit cell dimensions and the published experimental ones has provided some degree of validation of the methodology. The two most favorable predicted crystalline arrangements correspond to a triclinic P1 space group, and to a monoclinic space group P21. These structures correspond closely to those which have been reported for cellulose Ia and Ih, respectively. The cellulose chains in the selected models form layers, stabilized by interchain hydrogen bonding. Stacking of the layers gives rise to the complete crystal lattice. Layer stacking in the triclinic model is stabilized only by van der Waals interactions. For the monoclinic model, the layers are linked through two interplane hydrogen bonds per cellobiose unit, one to each neighboring layer. In addition, the study provides insights into transitions between the two allomorphs. Also, the exhaustive exploration of the low-energy, three-dimensional arrange-
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Figure 7 Interhelical parameters used to deﬁne the geometric orientation of the two parallel cellulose chains (A and B): chain rotations lA and lB, interchain contact distance Dx, and longitudinal oﬀset Dz.



ments of cellulose chains allows building realistic macromolecular models of cellulose microﬁbrils. All the computed stable arrangements are believed to be pertinent to situations such as the amorphous state or at the surface of cellulose crystalline domains. X-ray diﬀraction patterns from stretched ﬁbers of xanthan, guaran, and the complex between the two have been studied [41]. They are indicative of good orientation and reasonable crystallinity. Xanthan forms a ﬁvefold helix of pitch 47.7 A˚ [177], while guaran can form a twofold helix
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of pitch 10.3 A˚ similar to that of mannan itself [178]. The diﬀraction pattern of the complex is a hybrid of those of the individual components. Both xanthan and guaran in the complex may adopt cellulose-like helices having a slightly longer pitch of 10.5 A˚, and form a noncoaxial duplex. Alternately, the complex may also adopt a xanthan-like, coaxial, ﬁvefold double helix, in which one strand is xanthan and the other is guaran. The morphologies of these arrangements have been visualized by computer modeling. The two starting molecular structures (mannobiose and cellobiose) have been treated as rigid
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bodies, while during the model building analysis the main chain conformation angles were tethered to the corresponding low energy domains or to values in a known related structure [41]. Several models have been proposed emphasizing the importance of the structural roles of pyruvyl and acetyl groups for association (Figs. 8 and 9). 2. Amorphous Structures Besides the perfect ordered crystals, most of the polysaccharides can exist under amorphous solids. At tempera-



Figure 8 Stereo views of two turns of cellulose-like models showing the parallel (a) and antiparallel (b) association of xanthan (open bonds) with guaran (ﬁlled bonds). The models are stabilized by main chain–main chain O6F . . . O6A hydrogen bonds and main chain–side chain O6F . . . O7C hydrogen bonds respectively. The helix axes are 7.9 A˚ apart (a) and 12.5 A˚ apart (b). (From Ref. 41.)
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Figure 9 Stereo view of one turn of double-helical model displaying the side chains on the periphery. Note the side chain–side chain O4H. . . O7C hydrogen bonds on the helix surface between the two polymers. (From Ref. 41.)



tures below Tg, polymeric glasses are solids for all practical purposes. Characteristic times for volume relaxation are of the order of years, and molecular motion consists predominantly of solid-like vibrations of atoms around their average equilibrium positions. Chain packing in the amorphous bulk has been experimentally studied. Data from neutron scattering suggest that the chain macromolecules assume essentially unperturbed random coil conformations, in the ‘‘equilibrium’’ melt and even in well-relaxed glasses. Flory [179] suggested this concept decades ago. A quantitative computer model of molecular structure in an amorphous synthetic polymer below its glass formation temperature (Tg) has emerged [180].



This model [181] follows the widely accepted concept of glasses being in a state of frozen-in liquid disorder. It rests on the following two assumptions: (1) the model does not incorporate thermal motion (i.e., it is static). Temperature enters only indirectly, through speciﬁcation of the density; (2) the polymer is represented as an ensemble of microscopic structures that are in mechanical equilibrium. Assumption (1) reﬂects the fact that attention is focused on the atomic positions of static mechanical equilibrium, as one would do in a crystal. By thus stripping the system of its thermal motion (and introducing only a ‘‘mean ﬁeld’’ temperature), a dramatic reduction in the degrees of freedom is achieved. Alternatively, a full simulation of the
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system, in both conﬁguration and momentum space, could be attempted by molecular dynamics. With the present computational capabilities, however, dynamic simulations could only cover an exceedingly short time span, and one would not depart signiﬁcantly from the vicinity of the initial guess structure. According to assumption (2), the requirement that the modeled microstates be in mechanical equilibrium (at local minima of the total potential energy) should not be interpreted as implying thermodynamic equilibrium (a minimum of the Helmholtz energy would be required for this). Each structure generated in the original investigation is only one microstate, and the microstates do not comprise an equilibrium ensemble. The model system is a cube of glassy polymer with threedimensional periodic boundaries, ﬁlled with chain segments at a density corresponding to the experimental value for the polymer. The entire contents of the cube are formed from a single ‘‘parent chain.’’ The cube can thus be considered as part of an inﬁnite medium, consisting of displaced images of the same chain [180]. A model structure satisfying the conditions of detailed mechanical equilibrium is obtained by an iterative process that starts with an appropriately chosen initial guess. Hence, two stages in the evolution of a realistic model structure can be identiﬁed: (1) the creation of an initial guess structure, and (2) the ‘‘relaxation’’ of this structure to a state of minimal potential energy. Accepting the view that glasses are in a state of frozenin liquid disorder also implies that the conformational statistics of the chains are not too diﬀerent from those of unperturbed macromolecules. A satisfactory initial guess could be obtained by the generation of an unperturbed parent chain and subsequent use of this chain to ﬁll the cube to the correct density. Monte Carlo generation of single unperturbed chains involves the generation of (1) a chain conﬁguration, (i.e., a dyad tacticity sequence), and (2) a chain conformation, (i.e., a sequence of rotation angles). The conformational statistics of unperturbed chains are well described by the rotational isomeric state (RIS) theory [180]. The goal of this step is twofold. First, the structure should correspond to an energy minimum of the potential energy, and second, it should be exempt from internal tension or compression. Each generated structure is then relaxed by energy minimization. However, a straightforward molecular mechanics scheme is likely to trap the simulated system in a metastable local high-energy minimum. Molecular dynamics simulation was used to prevent the system from such entrapments by providing thermal energies to cross energy barriers between local minima. A typical relaxation cycle consists of a short dynamics run during constant volume (NVT) at diﬀerent elevated temperatures, each followed by energy minimization runs. Then a longer dynamics at the desired ﬁnal temperature (below Tg ) was performed at constant pressure ensemble (NPT), in which the simulation box was allowed to vary in size and shape. This was again followed by an energy minimization [180]. Originally developed on atactic polypropylene, this method has been used to build numerous synthetic poly-
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mers. Only one application of this method to polysaccharide structures has been reported so far [181,182]. The model systems serve as a point of departure for the prediction of structural (strongly networked by hydrogen bonds) and thermodynamic properties of amorphous starch. Starch is made of linear (amylose) and branched (amylopectin) a-linked chains of D-glucose. It can be transformed into a thermoplastically processable material through a thermomechanical treatment and the use of a suitable plasticizer. This thermoplastic starch has an amorphous structure, whereas the native material occurs in partially crystalline form. The amorphous structure of dry starch at a molecular level has been investigated using X-ray diﬀraction and molecular modeling [181]. The glassy starch structures were modeled following the Theodorou–Suter method [180]. Starch was modeled by linear amylose chains only. The simulation box contained one single chain of amylose having a degree of polymerization of 80. Several initial guess structures were prepared at diﬀerent starting densities. Then the structures were compressed by using NPT molecular dynamics to reach the density of amorphous starch (1.5 g/cm3). A set of three microstructures each was started at three diﬀerent densities corresponding to a ﬁctitious gaseous state (0.001 g/cm3). The partial density of the starch component in amorphous starch with 18% of water was 1.0 g/cm3, whereas its experimental density was 1.5 g/cm3 (Fig. 10). Local and global conformational parameters, pictured by the distribution of the conformation angles at the glycosidic linkages and the end-to-end distance, depend on the choice of the density for the initial guess structure. Using a large box (at low density), the chain grew into an extended helical conformation and the glycosidic bonds explored the lowest energy area of the dimer conformation map. However, the chain became coiled during the compression resulting in a decrease of the end-to-end distance. In smaller boxes (at higher densities), the long-range interactions became more important and the glycosidic bonds explored all the accessible area of the dimer conformation map. The helical character of the growing chain was less pronounced. The compression step did not change their end-to-end distances. The structures that started at the higher densities give a better agreement with the experimental end-to-end distance measured by light scattering in a theta-solvent [181]. The hydrogen-bonding structure in these systems was investigated in detail. A variation in the geometry of the hydrogen bonds was found from the radial distribution function of the oxygen atoms. On average, every repeat unit made 7.8 hydrogen bonds, of which 56% were intermolecular bonds. Most (6.9 per repeat unit or 88%) of the hydrogen bonds contained one of the hydroxyl groups. The hydroxyl group of the C6 carbon atom was the most ﬂexible, with the maximum number of intermolecular hydrogen bonds. The OH2 group was the one that was most often involved in intramolecular hydrogen bonds. More than half of the hydroxyl groups were donors as well as acceptors. Because of the deﬁcit of hydrogen bond
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Dry starch was extremely hydrophilic and, under normal atmospheric conditions, starch contained water. The investigation [182] was therefore extended to amorphous structures containing 8–23% water (Fig. 11). The possibility to form hydrogen bonds was increased by the introduction of the small water molecules. With increasing water content, the number of starch-to-water hydrogen bonds increased. It was found to be eight hydrogen bonds per repeat unit of starch. Manifestations of the plasticizing eﬀect of the water on the starch on a molecular level were seen as suggested by the lowering of the starch-to-starch interaction energy and the increase of the starch-to-starch distance. On the macroscopic level, this was reﬂected in the increase of the cohesive energy density. Calculations of the chemical potential of the water conﬁrmed the high aﬃnity of starch toward water. The chemical potential of the water was lowest in dry structures and sharply increased at low water contents. 3. Solution As mentioned in Section I, the combination of aqueous glycan solutions provides a very eﬀective means of obtaining systems with new and well-suited properties. The phenomena involved are of interest in diﬀerent areas (composite materials, food industry, biological processes). Among the most exploited mixed gels of food hydrocolloids leading to synergistic interactions are those involving galactomannans, such as locust bean gum, (or other structurally related plant polysaccharides), in combination with n-carrageenan, furcellaran, agar, or xanthan, all of which



Figure 10 Selected chains of the three types of model structures, which had been started at a density of (a) 0.001 g/ cm3, (b) 1.0 g/cm3, and (c) 1.5 g/cm3. Hydrogen atoms are not displayed and a ribbon is drawn along the backbone for clarity. (From Ref. 181.)



donors, three center hydrogen bonds occurred. The model structures of amorphous starch contained 67% more oxygen than hydroxyl hydrogen atoms, and approximately 40% of the donor atoms were bonded to two acceptor atoms [181]. The dense network of hydrogen bonds indicates strong interactions between the molecules. The cohesive energy density and the solubility parameters have been evaluated and compared to the experimental value. From the results, it was concluded that the model structures starting at the lowest density did not represent the starch structure correctly, whereas structures starting at larger densities agreed well with the experimental value. Finally, the diﬀerential radial distribution functions derived from the model structure and from the X-ray scattering intensity showed good agreement for distances up to 6 A˚ [181].



Figure 11 Comparison of the radial distribution functions calculated from the model structures with diﬀerent water contents. (From Ref. 182.)
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adopt rigid, ordered structures [183]. It has been stressed in Section II.A that the various investigations were performed to obtain a complete description of the types of possible gel structures, which could explain the synergistic properties. Under conditions in which they do not exhibit rigid or weak gel properties, galactomannans can cause nongelling concentrations of carrageenan to form ﬁrm rigid gels. The extent of these gelling interactions is controlled and modiﬁed by chemical structure variations. Thus furcellaran, which contains half the level of O-sulfation of n-carrageenan gels better with galactomannan, while L-carrageenan, which contains twice the level of O-sulfation, exhibits no gelation interaction [184]. Structural variations in the galactomannan molecule also aﬀect the gelling interactions. It was shown that the degree of interaction (and also the synergy) of galactomannan chains with other polysaccharides decreases as the D-galactose content increases [185], and that the intermolecular binding involved occurs mainly via the unsubstituted D-mannose units of the galactomannan chains [51,186]. Galactomannans with a larger proportion of longer regions of unsubstituted blocks or sides along the mannan backbone interact best with agars, carrageenans, and xanthan. To explain all the preceding results, the structuredependent interaction speciﬁcity has to be acknowledged. This interaction, although less sensitive here because of the nonregular structure of galactomannan, is, in essence, identical to all other molecular recognition phenomena implying speciﬁc interactions between pairs of molecules, an example of which is found with protein–carbohydrate interactions [157,187]. These interactions are in general unique and reproducible. To bring more information concerning this interaction speciﬁcity responsible for the synergistic properties of mixed gels and to predict the structure of polysaccharide complexes, the computer program SAINT (SAccharide INTeraction) has been developed. All its basic features were described in a paper [188]. This procedure permits a systematic search of the conformational space describing the interactions between chains, and at the same time, an estimation of the inﬂuence of these interactions on the structure of the individual chains. The total energy includes the internal energy of each chain and their interaction energy. The optimization procedure, based on the nonderivative method of conjugated directions, allows the simultaneous relaxation of all relevant geometrical parameters and the imposition of any constraint on the chain structure and/or on the mutual orientation of the chains. The force ﬁeld used is composed of four contributions: the Lennard– Jones nonbonded atom–atom interaction energy, the hydrogen bond energy, the torsion energy, and the electrostatic energy. This method was used to investigate the interactions between mannan and n-carrageenan [189]. In the ﬁrst step, the double helical arrangement of n-carrageenan has been modeled. Then, modeling the interactions between n-carrageenan double helix and mannan was performed. The models were built by using geometrical parameters (bond
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lengths, bond angles, and torsion angles) derived from the crystal and molecular structure of h-D-galactopyranosyl and 3,6-anhydro-a-D-galactopyranosyl residues [190], and the proposed torsion angles [191]. For sulfate groups and potassium counterions, coordinates were taken from published crystal structures [192]. The mannan fragment was generated from published mannobiose features [193] and torsion angles proposed for the mannan chain [194]. The analysis of energy contributions showed that the complexes of two n-carrageenan chains are stabilized by van der Waals and hydrogen-bonding energies, whereas the electrostatic contribution is very small. In the most stable complex (Fig. 12), CUH bonds are localized inside the double helix, creating a kind of hydrophobic cavity, whereas sulfate groups and hydroxyl groups are on the outside of the structure. From the lowest energy minimum, this complex contains two intertwining parallel chains, oﬀset by a relative rotation of 49.7j and 3.3 A˚ translation along the helix axis with a pitch of 25 A˚. The potential energy surface of interaction between mannan and n-carrageenan double helix is represented in Fig. 13. Four minima determined on the map were used for the ﬁnal reﬁnement of the complex structures. The best complex structure is shown in Fig. 14. It was found that the interaction between n-carrageenan and mannan required the ﬂexibility of the mannan chain as well as structural adjustments of the n-carrageenan double helix. An analysis of the energy terms revealed that the main contributions to the interaction energies occurred from van der Waals and hydrogen-bonding energies, but contributions from intramolecular stabilization of individual chains were also important. Several possibilities of intermolecular hydrogen bonds were found for the diﬀerent complex structures determined (sulfate groups can also be involved in intermolecular hydrogen bonds). The most stable complex displays the larger number of hydrogen bonds. In addition, the results showed that for the best complex, hydrogen bonding involves mainly two residues of the mannan segment. This implies that a disaccharide sequence could be required for these interactions. As already observed [188], both polysaccharide chains involved in the complex structures undergo conformational modiﬁcations of their individual structure. These conformational changes are characteristic properties of carbohydrates (not unique to carbohydrates but more keenly felt for these molecules than for other biomolecules). Current eﬀorts to deal with this concept of ﬂexibility are undertaken to fully understand all its functional or informative implications concerning carbohydrates [195]. Results of these calculations show clearly the possibility for the individual chains involved in the formation of a complex to change their conformation of low energy while maximizing van der Waals and hydrogen bonding contributions. In the gel state, several mixed complexes are allowed, each with a weak occurrence preventing a clear detection by X-ray diﬀraction methods. The results corroborate also an associating gel network already
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Figure 12 Molecular drawing for the best complex of two n-carrageenan chains: (a) perpendicular to the helical axis and (b) along the helical axis.



Figure 13 Two-dimensional interaction potential energy surface (ro,/o) between the double helical structure of ncarrageenan and mannan chains. The (ro,/o) location of main minima is indicated by 1.



mentioned [196] and are in agreement with some recent experimental results [41,51,84,88,197]. Recently, the synergistic interaction between xanthan and glucomannan in solution and in the gel phase has been studied by circular dichroism and diﬀerential scanning calorimetry [88]. The structure for the complex was followed by the potential energy as a function of distance and orientation between the chains. The oligosaccharide structures were treated as rigid bodies and examined for association in parallel and antiparallel modes. After minimization, two molecular models were examined, one with a pseudo 21 helical conformation (cellulose-like xanthan and glucomannan helices), the other with a xanthanlike ﬁvefold helical conformation. The ﬁrst one can be excluded because of marginal side chain involvement from the circular dichroism ﬁndings. The experimental and calculation results clearly indicate the involvement of the side chains of xanthan and suggest that the ordered portions of the macromolecular complex in solution act in the gel phase as junction zones. The results are also formulated in terms of 1:1 and 2:1 glucomannan/xanthan molecular assemblies [88].
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Figure 14 Molecular drawing for the best complex of mannan and the double helix of n-carrageenan: (a) perpendicular to the helical axis and (b) along the helical axis.



V. CONCLUSIONS AND PERSPECTIVES In this review, we have emphasized the problem of molecular modeling of polysaccharide–polysaccharide interactions. Knowledge of the structure and stability of polysaccharide complexes will contribute to our understanding of their biological functions and to our ability to modify their properties for diﬀerent applications. Molecular modeling of interaction potential energy surfaces is far from routine. It is evident that knowledge of the structural features of single species is a prerequisite to quantitative studies of these interactions. Current works on polysaccharide–polysaccharide interactions indicate the coupling of motion along intermolecular coordinates with intramolecular motion. Therefore, studies of these interactions require potential surfaces which are not limited to intermolecular degrees of freedom, that is, surfaces in all internal and external coordinates. Methods of molecular modeling are a potent tool, although versatile, in polysaccharide structural chemistry. Obviously, the experiment plays an essential role in validating the molecular modeling methods; that is, a com-



parison with experimental data is necessary to test the accuracy of calculated results and to provide criteria for methodology improvement. When calculations are meaningful, they can provide detailed results even if they are not available by measurements. The expanding role of computational methods in the ﬁeld of saccharides has been fueled by the steady and rapid increase in computing power and advances in conceptual and computational techniques over the last 20 years. Introduction of new technologies in computer architecture will insure that the latter will continue to increase for some years. This means that it will be possible to handle more complex molecular structures by using more reliable computational methods.
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I. INTRODUCTION The interactions between polysaccharides and polypeptides have been investigating since the end of the 19th century with the mixing behavior of starch and gelatin [1,2]. Their signiﬁcance is notorious in many ﬁelds: biology [3], biotechnology [4–17], pharmaceutical sector [18–24], medical applications [20,23,25–37], food industry [22,38– 51], cosmetics [22,52–55], tissue engineering [56–65], agriculture [66], and environment [67–70]. The key consideration is that under speciﬁc conditions, polysaccharide–polypeptide hybrids enhance functional properties in comparison to polysaccharides and polypeptides alone [52]. In the nature, it is possible to ﬁnd many examples of interactions between polysaccharides and polypeptides. Polysaccharides, most abundant in the natural peptidoglycans (or muccopolysaccharide), are heparin, heparan sulfate, keratan sulfate, chondroitin sulfate, and hyaluronic acid [71]. Ongoing studies on peptidoglycans have highlighted the important functions in many biological mechanisms: starting with fertilization, extending to pathologies, and mediating diverse cellular properties or/ and activities (apoptosis, growth control, and cell recognition) [72–80]. Table 1 shows some examples of natural peptidoglycans. In 1999, Bernﬁeld et al. [81] have presented a very interesting review of interactions between heparin/heparan sulfate and polypeptide. Table 2 shows some examples of these interactions [81]. Heparan sulfate proteoglycans are very important in animal tissues and play an important role in many phenomena such as control of cellular growth, diﬀerentiation, organogenesis, bone formation, and process of malignancy [81,82]. Faham et al. [83] were the ﬁrst to show the structure and interactions between heparin and ﬁbroblast growth factors. These interactions have been studied due to the importance of complex between heparin and ﬁbroblast growth factors [84–89].



Since 1996, many studies have been carried out to understand the structure and the role of heparin and heparan sulfate in ﬁbroblast growth factor signaling [90]. Fibroblast growth factors are proteins with a broad range of biological activities. Heparan sulfate interacts with ﬁbroblast growth factor and ﬁbroblast growth factor receptor by a ternary association on the surface of the cell. Heparin sulfate regulates the transduction of ﬁbroblast growth factor signal and probably regulates the activity of several other signaling factors [84–89]. Fig. 1 shows an example of the interaction between heparin and ﬁbroblast growth factor. Hyaluronan is a polysaccharide with diversiﬁed biological activities. It is a vital structural component of connective tissues; it forms loose hydrated matrices that allow the division and the migration of cells, the regulation of immune cell adhesion, and the activation of intracellular signaling. Moreover, there are large number of hyaluronan-binding proteins (called hyaladherins) that exhibit signiﬁcant diﬀerences in their tissue expression, cellular localization, speciﬁcity, aﬃnity, and regulation [91,92]. In some cases, the link between hyaluronan and proteins is covalent [77]. Kahmann et al. [93] have investigated the hyaluronan binding site on the TSG-6 and have found that the interactions were possible by the formation of ionic bonds.



II. INTERACTIONS AND PHYSICOCHEMICAL PARAMETERS INVOLVED IN THE FORMATION OF POLYSACCHARIDE– POLYPEPTIDE COMPLEXES A. Types of Interactions Between Polysaccharides and Polypeptides When polysaccharides are mixed with polypeptides, many phenomena are possible. Fig. 2 shows these phenomena. Attractions and repulsions are the two most important 305
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Table 1 Natural Peptidoglycans (Nonexhaustive List) Polysaccharide



Origin



Heparan sulfate Heparan sulfate



Bovine liver Crude porcine intestinal mucosal Extracellular matrix of dermal ﬁbroblasts of mouse Mycelia culture



Heparin lyase I and II



[75] [76]



SHAP protein



[77]



–



[78]



Vegetative cell of Bacillus subtilis



Tripeptide and tripeptide–tetrapeptide



[79]



Bacterial endospore



Pentapeptide and tetrapeptide–tetrapeptide



[80]



Hyaluronan



Polysaccharide K from Coriolus versicolor Alternating h-1-4 linked N-acetyl glucosamine and N-acetyl muramic acid Alternating h-1-4 linked N-acetyl glucosamine and N-acetyl muramic acid



types of interactions between polysaccharides and polypeptides since they lead to immiscibility or complexation [57]. If a polysaccharide and a polypeptide are soluble in the same aqueous solution, it is possible to have a homogenous mixing (Fig. 2a) and the more so at higher temperature [94]. Such homogeneous noninteractive mixing is the least typ-



Peptide



Reference



ical situation in view of the nature of polysaccharides and polypeptides and due to the presence of many functional groups on the molecular structure of these biopolymers [95]. The interactions can be incompatible (Fig. 2b). In this case, there is a segregation between polysaccharides and polypeptides. In the past decade, the study of the phase



Table 2 Proteins of Cellular Microenvironment Bound by Heparin/Heparan Sulfate (Nonexhaustive List) Morphogenesis and tissue repair Morphogens Activin BMP-2,4 Chordin Frizzled-related peptides Sonic hedgehog Sprouty peptides Wnts (1–13) Extracellular matrix components Fibrin Fibronectin Interstitial collagens Laminins Pleiotropin (HB-GAM) Tenascin Thrombospondin Vibronectin Tissue remodeling factors Tissue plasminogen activator Plasminogen activator inhibitor Protease nexin I



Source: Ref. 81.



Host defense Coagulation Antithrombin III Factor Xa Leuserpin Tissue factor pathway inhibitor Thrombin Growth factors EGF family Amphiregulin Betacellulin Heparin-binding EGF Neuregulin FGFs (1–15) IGF-II PDGF-AA TGF-h1,2 VEGF-165,189 Growth factor binding proteins (BP) Follistatin IGF BP-3,-5 TGF-h BP Underline proteinases Neutrophil elastase Cathepsin



Anti-angiogenic factors Angiostatin Endostatin Cell adhesion molecules L-selectin MAC-1 N-CAM PECAM-1 Chemokines C–C CC Cytokines IL-2,-3,-4,-5,-7,-12 GM-CSF Interferon-g TNF-a EC superoxide dismutase proarg-rich antimicrobial peptides Bac-5,-7 Pr-39 Energy metabolism Agouti-related protein ApoB, ApoE Lipoprotein lipase Triglyceride lipases
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Figure 1 Interactions between heparin and polypeptide. (a) Stereo view of the linkage between heparin derivated hexasaccharide to ﬁbroblast growth factor-2. (From Ref. 83.) (b) Stereo view detailing the side chain-mediated interactions between heparin derivated hexasaccharide to ﬁbroblast growth factor-2. (From Ref. 85.)



behavior of aqueous polypeptide–polysaccharide solutions has been given great attention. Mixtures of polysaccharides and globular polypeptides have been found to segregate into two liquid phases: one rich on polypeptides and the other rich in polysaccharide [95,96]. In a recent paper, Wang et al. [97] have studied combinations of polypeptides and polysaccharides mixing (h-lactoglobulin/pullulan and a-lactalbumin/pullulan). The main conclusion is that phase separations between polypeptides and polysaccharides are compatible with the theory of depletion interactions [97]. Glycoproteins are heteroproteins resulting from the covalent interaction (Fig. 2c) between a glucidic fraction and a polypeptidic fraction. The glucidic fraction must be equivalent to 5% to have a glycoprotein. In a few cases, this percentage is near 40%. The glycoprotein class is divided into two subfamilies. The glycopeptides are macromole-



Figure 2 Interactions between polysaccharides and polypeptides.
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Magnin and Dumitriu Table 3 Noncovalent Networks Involving Polysaccharides and Polypeptides (Nonexhaustive List) Polysaccharide Sodium alginate Alginate Alginate Alginate Pectate Carboxymethylcellulose Gellan gum Chitosan



Peptide



Reference



Gelatin Proteins from abattoir eﬄuent Proteins from whey Bovine serum albumin Bovine serum albumin Bovine serum albumin Gelatin Collagen



[107] [108] [108] [108] [108] [108] [109] [103]



cules with small glucidic fractions linked to polypeptidic structure, while the peptidoglycans are macromolecules with peptidic fractions linked to a polysaccharide structure. Several conjugate vaccines are glycoproteins. The group C meningococcal polysaccharide-tetanus toxoid is an example [98]. The formation of insoluble complexes (networks) is also possible between polysaccharides and polypeptides. Three types of networks can be realized: entrapped network (Fig. 2d) [99], covalent network (Fig. 2e) [100–102], and noncovalent network (Fig. 2f) [103,104]. For example, the interaction between propylene glycol alginate and gelatin is a covalent network [105,106]. The linkages are amide bonds involving carboxyl groups of alginate and amino groups of gelatin. Table 3 shows some examples of noncovalent networks involving polysaccharides and polypeptides [103,107–109], whereas Table 4 shows some examples of



entrapped networks involving polysaccharides and polypeptides [5,6,99,110–119].



B. Links Between Polysaccharides and Polypeptides 1. Covalent Bonds Covalent bonds are stable links that confer an irreversible behavior at polysaccharide and polypeptide complexes [120]. Fig. 3 shows the four types of interactions [121]. The most common interaction is the chemical reaction between amino groups from polypeptides and carboxylic groups from the polysaccharides (Fig. 3d). 2. Hydrogen Bonds An example of this type of interaction is the formation of coacervates between gelatin and pectin [102]. In this study,



Table 4 Entrapped Networks Involving Polysaccharides and Polypeptides (Nonexhaustive List) Polysaccharide Chitosan and xanthan Chitosan and xanthan Chitosan and alginate Alginate and xanthan Alginate Alginate Alginate Alginate Alginate Alginate Alginate Alginate Alginate Alginate Alginate Alginate Alginate



Peptide



Reference



Lipase Protease Interleukin-2 Urease Immunoglobulin G Fibrinogen Insulin Endothelial cell growth factor Fibroblast growth factor Gamma globulin nerve growth factor Ovalbumin CD40L Tumor necrosis factor receptor Interleukin-1 receptor Interleukin-4 receptor Granulocyte macrophage colony stimulating factor



[6] [5] [99] [110] [111,112] [111] [113] [114] [115] [111] [116] [117] [118] [119] [119] [119] [119]
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static interactions between an enzyme, the h-galactosidase, and a polyelectrolyte is shown [131]. 5. Repulsive Interactions Contrary to other interactions, repulsive interactions can exist. Repulsive interactions can be found in the mixtures between nonionic polysaccharides and polypeptides for example. The ﬁrst incompatibility between gelatin and potato starch was reported in 1910 [2]. Polyakov et al. [96] and Tolstoguvoz [95] report many other incompatibilities.



C. Thermodynamic Considerations in the Interactions Between Polysaccharides and Polypeptides Figure 3 Four types of interactions between polysaccharides and amino acid. (From Ref. 121.)



the complex between gelatin and pectin can be obtained over a wide range of pH, including 4.8, the isoelectric point of gelatin. Moreover, when the degree of esteriﬁcation of pectin increases, the compatibility of pectin and gelatin also increases. More recent study conﬁrms this phenomenon for two systems: gelatin–pectin and gelatin–alginate [122]. Another example of hydrogen bonds between polysaccharide and polypeptide is the interactions between chitosan and collagen [123–125]. These interactions are very strong and modify the conformational structure of collagen [125]. 3. Hydrophobic Interactions Hydrophobic interactions are a very important group of force that interact in the formation of complexes between polysaccharides and polypeptides. These forces are entropy-driven and can be promoted by the increasing temperature, by conformational and structural modiﬁcations of polymers. Such modiﬁcations allow to make some connections between polysaccharides and polypeptides, but also, the solvent is an important parameter in the exposure of hydrophobic polymer portions [107,120,126,127]. 4. Electrostatic Interactions In aqueous solutions, the interactions between polysaccharides and polypeptides take place between opposite charges of polymers. The ﬁrst cause of electrostatic interactions is a decrease of electrostatic free energy. The loss of entropy of rigid polymers on the formation of interaction may be compensated by the enthalpy contribution arising from the interactions between opposite polyions and the liberation of counterions and water molecules [126,128]. The ﬁrst electrostatic interactions between gelatin and acacia gum were reported in 1911 by Tiebackx [129]. More recently, Ambjerb Pedersen and Jorgensen [130] have described electrostatic interactions in a system between casein and pectin. In Fig. 4, a schematic process of electro-



1. Solubility of Macromolecules in a Solvent The solubility of polymers in solvent have been described by a thermodynamic model. In 1942, Flory [132] and Huggins [133] have developed in the same time a model where the net interaction energy between the solvent and the macromolecule segment is expressed by the Flory– Huggins parameter v. v takes diﬀerent values; it is equal to zero for a polymer in its ideal solvent. The interactional parameter, v12, between the solvent and the polymer is deﬁned by Eq. (1) as described by Flory [132] and Huggins [133]. v12 ¼ ðzDw12 r1 Þ=kT



ð1Þ



where z is the lattice coordination number, Dw12 is the energy of interaction of the system linked with the creation of a new contact of type (1–2) in the mixture between 1 (solvent) and 2 (macromolecules), r1 is the number of segments contained by the whole molecule of component 1, k is the Boltzmann constant, and T is the temperature. The energy of interaction of the system can be deﬁned by Eq. (2) Dw12 ¼ 2w12  w11  w22



ð2Þ



where wij is the energy of interaction between i and j.



Figure 4 Precipitation resulting in a matrix formation for the polyelectrolyte complexation of multimeric enzyme by electrostatic interactions. (From Ref. 131.)
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Three important eﬀects interact in the stability of mixing between polymers and solvent: the combinatorial entropy of mixing, the interactional contribution, and the free volume eﬀect. Schmitt et al. [134] have detailed well these factors. The Combinatorial Entropy of Mixing The ﬁrst eﬀect is the combinatorial entropy of mixing [135], DSmix. It represents the number of possible permutations of molecules in the mixing. Eq. (3) gives the relation between DSmix, the gas constant R, the molar volume of the component, and the volume fraction of component u (1 and 2 represent the solvent and the macromolecule, respectively) DSmix =RV ¼ ½ðu1 lnu1 Þ=V1 þ ðu2 lnu2 Þ=V2 



ð3Þ



Interactional Contribution The second eﬀect is due to the interactional contribution (or heat mixing), DHmix. Repulsive and attractive forces allow the formation or nonformation of mixture. Sperling [136] has deﬁned the interactional contribution by Eq. (4). DHmix ¼ Vm ðd1  d2 Þ2 u1 u2 and di ¼ ðDEi =Vi Þ1=2



ð4Þ



with Vm the total volume of the mixture, di the solubility parameter, DEi the vaporization energy to a gas at zero pressure, and DEi/Vi represents the cohesive energy density. The interactional contribution can be written by using the Flory–Huggins parameter [Eq. (5)]. DHmix =RTV ¼ ½ðzDw12 Þ=kTVs u1 u2 ¼ ðv12 =V1 Þu1 u2



ð5Þ



where Vs is the molar volume of a segment. By using Eqs. (3) and (5) in the second principle of thermodynamics, Eq. (6) is obtained. DG=RTV ¼ ðu1 lnu1 Þ=V1 þ ðu2 lnu2 Þ=V2 þ ðv12 =V1 Þu1 u2



ð6Þ



In Eq. (6), the two ﬁrst terms can be negligible due to the high molecular weight of polymers. In fact, V1 and V2 tend to inﬁnity in the case of macromolecules. So the Flory–Huggins parameter becomes the governing term for the mixing solubility and stability. Moreover, v12/V1 is a function of 1/T. The Free Volume Eﬀect The last important eﬀect for the stability of mixture is the free volume eﬀect. The free volume eﬀect is the diﬀerence between the ﬁnal volume of mixture and the sum of volumes of solvent and macromolecules. It is, by conven-



tion, integrated in the Flory–Huggins parameter. Scott has deﬁned the critical values of the Flory parameter [derivative of Eq. (6) at zero] as follows: h i2 1=2 1=2 ðv12 =V1 Þcrit ¼ 1=2 1=V1 þ 1=V2



ð7Þ



The critical value of Flory–Huggins parameter can be equal to 1/2 when there are no predominant interactions between solvent/solvent, and solvent/polymer, and polymer/polymer. In a good solvent, the critical value of Flory– Huggins parameter is lesser than 1/2 and, inversely, in a poor solvent, it is greater than 1/2. 2. Mixing Between Polysaccharides and Polypeptides In a mixture containing polysaccharides, polypeptides, and solvent, the Flory–Huggins model may be valid to analyze the possible interactions. The Flory–Huggins theory, using the chemical potential equality, allows to make the illustration of interactions in a ternary mixture [138,139]. Fig. 5 shows these schematic interactions in a mixture containing two polymers and a solvent [139]. In this case, three parameters of Flory–Huggins should be used to determine a thermodynamic model: v12 deﬁning the interactions between one biopolymer and the solvent, v13 deﬁning the interactions between the other biopolymer and the solvent, and v23 deﬁning the interactions between the two biopolymers. v23 is a more important parameter to control the stability of the ternary mixture because of the size of macromolecules compared to that of the size of solvent. In a study, Dickinson [140] has shown that v23 determines the conditions for the phase separation in a ternary mixture. Table 5 resumes the interactions between polysaccharides and polypeptide [95,107,128,141–145] and some examples of interactions [146–158]. 3. Phenomenon of Coacervation Bungenderg De Jong [144] was the ﬁrst to show the phenomenon of coacervation. A coacervate is a complex that remained liquid rather than precipitated. This phenomenon can be reversible or irreversible. It occurs often in the mixtures between two polymers with opposite charges such as polysaccharides and polypeptides. There are two types of coacervation: simple coacervation and complex coacervation. The simple coacervation is not developed in this chapter because it results from a mixing of one polymer with a poor solvent (v12 > 1/2) [159]. In a complex coacervation, the mixture is composed of a solvent and two or more polymers. Bungenderg De Jong [144,160] has observed this phenomenon with a mixing between gelatin and acacia gum. In this case, the charges of biopolymers are the main parameter that inﬂuences the formation of this coacervate because the pH and the ionic strength values inﬂuence very well the properties of this coacervate [161]. Four big theoretical thermodynamic models exist to describe the phenomenon of complex coacervation. They
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Figure 5 Schematic illustrations of interactions in a mixture containing two polymers and a solvent. The chemical potentials equality based on the Flory–Huggins theory allows to predict experimental tie lines. (From Ref. 139.)



allow to understand the fundamental theory of the phase separation and to explain the stability of coacervates. The Voorn–Overbeek theory [162–167] and the Veis– Aranyi theory [168] are two diﬀerent views of theoretical thermodynamic modeling. Moreover, the Nakajima–Sato theory [169] and Tainaka theory [170,171] are an extension



of the Voorn–Overbeek theory and the Veis–Aranyi theory, respectively. Table 6 resumes the two ﬁrst thermodynamic theories: the system that was studied, the process, the interaction, the thermodynamic mechanism, and the other details [167,168,172,173].



Table 5 Resume of Interactions Between Polysaccharides and Polypeptides Flory–Huggins parameter v23 > 0



v231200%). In the second case, the excess of chitosan prevents from the protein precipitation. The infrared spectroscopy shows that interactions between chitosan and bovine atelocollagen are hydrogen bondings. Bovine atelocollagen can be degraded easily by environmental enzyme; the interaction between chitosan and bovine atelocollagen protects the protein against enzyme. This phenomenon is due to the stabilization of the three-helix alpha [103,124,125]. Native collagen and chitosan collagen IR spectra have been compared and the spectra are quite similar [103]. Small modiﬁcations exist: in the 800–1200 cm1 range (presence of pyranose ring) and in band at 3450 cm1 (band of –OH adsorption). These results show that only electrostatic interactions between –NH3+ of chitosan and – COO of collagen occur in the complex formation [103]. Fig. 23 shows the circular dichroism spectra of chitosan, collagen, and complex. For chitosan, the amino group gives no signal in the range of 180–440 nm. For collagen, the triple helix is shown via p–p* O transition in positive band at 189 nm and p–p* ? transition with negative



dichroism at 200 nm. For complex, there is a very large red shift that is due to modiﬁcations in intramolecular interactions, particularly linked at hydrogen bondings. Moreover, with the complex, two new bands appear: one at 255 nm and another (after subtraction of the spectrum of collagen) at 280 nm. This observation allows to conclude that the spectrum of complex resulted to a combination of two spectra: one of pure collagen and one of complex. The main conclusion of this study is that only a small part of collagen interacts with chitosan [103]. 4. Chitosan and Faba Bean Legumin Plashchina et al. [44] have studied the complexation between chitosan and faba bean legumin. Faba bean legumin is an oligomeric, with 6 subunits, protein having a molecular weight of 350 kDa. Interactions between chitosan and legumin have been investigated by ultraviolet spectroscopy. Moreover, the complexation of legumin with chitosan modiﬁes the solubility of this polypeptide. Fig. 24 shows



Figure 25 Applications of physicochemical methods to ensure the identity and integrity of polysaccharide–protein conjugate vaccines. (From Ref. 37.)
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that the complexation with chitosan increases respectively the solubilization in the vicinity of the isoelectric point of legumin and legumin-T [44]. The hysteresis phenomenon at pH 6–7 can be induced by peculiarities of chitosan solubility, and small hysteresis at pH 4–6 for legumin-T is not explained, but the same phenomenon is observed for globulin complexed with acidic polysaccharides [44]. The structure of chitosan has been studied when it is complexed with polypeptides [44]. It is well known that
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chitosan can interact with polypeptides via hydrophobic interaction. To elucidate this capacity, ALCHEMIE 11 (TRIPOS ASS) and PC MODEL PI (3.2) have been used to calculate the conformation with consideration of x-ray structural research. The results have shown that at pH 6.3 (pKb value of chitosan amino groups), the hydrophobic surface of chitosan represents a fraction of 51.1%, while if the ionization degree is ﬁxed at 100%, the fraction of hydrophobic surface is 52.4%. These results show that



Figure 26 Protein–carbohydrate interactions. (a) A schematic detailing hydrogen bonding interactions and distances. (b) Protein–sugar stacking interactions along the substrate-binding cleft. (From Ref. 223.)
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the single helix 2/1 conformation is unfolded and that the major part of chitosan surface is accessible to react with polypeptides [44].



J. Interactions Between Polysaccharide and Polypeptide in Conjugate Vaccines Polysaccharide–polypeptide conjugate vaccines have very interesting properties for the prophylaxis against bacterial infection [37]. The interaction between polysaccharide and polypeptide in conjugate vaccines is due to a covalent bond. This new link can inﬂuence the structure and the stability of the new conjugate; therefore the standard control of this new product is very important [37]. Jones et al. [37] have developed spectroscopic methods (NMR, optical spectroscopy, circular dichroism, and ﬂuorescence) in order to analyze the structure and the stability of these components. They summarized analytical methods used to analyze the structure (Fig. 25).



K. Interactions Between Polysaccharides and Enzymes During the Hydrolysis of Polysaccharide 1. Interactions Between Pectin and Ribulose Diphosphate Carboxylase In 1993, Braudo and Antonov [102] have studied the structure of a complex involving pectin and ribulose diphosphate carboxylase. The concentration of pectin in complexes modiﬁes the denaturation temperature and denaturation enthalpy of ribulose diphosphate carboxylase. The circular dichroism spectra have shown that this modiﬁcation is due to the conformational stability of the protein in presence of pectin. The denaturation temperature and denaturation enthalpy of ribulose diphosphate carboxylase decrease when pectin concentration in the complexes increases caused by the decrease of conformational stability. In the case of increase of pectin concentration, the content of a-helix for ribulose diphosphate carboxylase decreases. The authors have suggested that the decrease of a-helix for ribulose diphosphate carboxylase is linked at the formation of hydrogen bonding between OH groups of tyrosine and NH groups of tryptophan of polypeptide with ester groups of pectin [102]. 2. Interactions Between Cellopentaose and Glycosidase In a recent paper, Gue´rin et al. [223] have studied the atomic resolution structure of a glycosidase and its substrate: cellopentaose. The crystal structure of Clostridium thermocellum endoglucanase CelA complexed with this substrate has been determined at 0.94 A˚ with a ﬁnal crystallographic R factor of 9.4%. The ﬁnal model includes 363 amino acids and 6 enzyme-bound D-glucosyl residues. Fig. 26 shows the interactions between enzyme and oligosaccharide and the role of water molecules in these interactions [223]. Fig. 26a shows detailing hydrogen bonding interactions and distances, on one hand, between carbohydrate residue and amino acid residue, and on the



Figure 27 Schematic diagram of the interactions of CBM15 with xylopentaose. (From Ref. 224.)



other hand, between carbohydrate residue and water (hydrogen bonding), and Fig. 26b shows the enzyme-sugar stacking interactions along the substrate-binding cleft (except for the sugar residue –1) [223]. Water molecules play an important role in the complexation via hydrogen bonding. Hydrogen bonding displays highly anisotropic temperature factors or split positions in alternate sugar conformations. Moreover, water molecules facilitate solvation and release of the product during the hydrolysis [223]. 3. Interactions Between Xylan (or Xylooligosaccharides) and Family 15 Carbohydrate-Binding Module In 2001, Szabo et al. [224] have shown the structure of family 15 carbohydrate-binding module (CBM) in complex with xylopentaose. CBMs are a key role in the catalytic activity of plant cell wall hydrolases because CBMs can interact and bind with structural polysaccharides that are present in plant [224]. In Fig. 27, the interactions between CBM15 and xylapentaose are schematized [224]. Two tryptophan residues of CBM15 interact by hydrophobic interactions with Xy12 and Xy14. The chair ring plane of Xy12 and Xy14 forms angle of 117j and 99j, respectively. Moreover, hydrogen bonds allow these interactions: Xy13 via O-5 interacts with amide of Gln171, O-3 of Xy12 with amide of Gln171, and O-2 of Xy12 with amide of Asn106 and Gln217.



IV. APPLICATIONS A. Applications in the Biotechnological Area: Enzymes Immobilization The immobilization of enzymes is a technique extensively studied since the late 1960s [225]. The knowledge base accumulated on enzyme immobilization studies has grown steadily [226–228]. In general, ﬁve types of immobilization
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enzyme immobilization [11]. Roig et al. [11] have entrapped high alkaline protease (HAP) in calcium–alginate bead. They have tested two types of substrates with diﬀerent sizes (neutral casein and a synthetic chromogenic tripeptide). Fig. 28[11] shows the eﬀect of CaCl2 concentration and storage on the relative activity. The increase of CaCl2 concentration, used to form the capsule, decreased the relative activity of HAP [11]. The pH of calcium chloride solution has an eﬀect on the relative activity of HAP (Fig. 29) [11]. In a study of Dashevsky [10], the problem of enzyme loss by the microencapsulation in alginate beads is reported. Microencapsulation of lactase into alginate beads resulted in a protein loss of about 36%. A similar protein loss (34.4%) is described by Pommersheim et al. [230]. Moreover, the pH inﬂuences the percent of protein adsorption. Arruda and Vitolo [12] have investigated the invertase immobilization into calcium–alginate beads. Table 10 shows the eﬀect of the manuronic/glucoronic ratio (M/G)



Figure 28 Eﬀect of making and storing capsule in various concentrations of calcium chloride on the activity of gelentrapped HAP with (A) casein at pH 11 and 37jC and (B) tripeptide substrate at pH 10 and 25jC. Activity at 1% w/v CaCl2 is taken as 100%. (D, 5) Storage in water for 1 hr and for a further 2 hr. (E, n) Storage in CaCl2 for 1 hr and water for a further 2 hr. (From Ref. 11.)



method are known [225]: (1) binding to carriers by covalent bonds; (2) binding to carriers by adsorptive interactions; (3) entrapment in gels, beads, or ﬁlms; (4) cross-linking or co-cross-linking with bifunctional reagents; (5) encapsulation in microcapsules or membranes. 1. Microencapsulation in Alginate Alginate/Glutaraldehyde Oh et al. [9] have studied the immobilization of Larabinose isomerase for the tagatose production. Alginate beads treated with glutaraldehyde gave the most stable and economic method [9]. L-Arabinose isomerase immobilized in a packed-bed reactor produced an average of 30 g tagatose per liter and per day from 100 g galactose per liter for 8 days. Alginate/CaCl2 Many papers present the immobilization into chitosan–calcium complexes [10–12,229]. Calcium alginate gels have proven to be versatile, reliable, and useful matrix for



Figure 29 Eﬀect of making and storing encapsulated HAP at various pHs of calcium chloride. Assay (A) casein substrate at pH 11 and 37jC and (B) tripeptide substrate at pH 10 and 25jC. The activity from 2% CaCl2 at pH 5.0 is taken as 100%. (D, 5) Storage in water for 1 hr and for a further 2 hr. (E, n) Storage in CaCl2 for 1 hr and water for a further 2 hr. (From Ref. 11.)
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Magnin and Dumitriu Table 10 The Variation of Lost Protein Index (%) Against the pH of the 0.1 M CaCl2 Solution Using Two Alginate as Support for the Entrapment pH 4 7 8



M/G=0.5



M/G=1.2



50 48 34



47 45 34



of alginate on the lost protein index (LPI); the LPI depends on alginate solution pH and M/N ratio. The kinetic constants for free and immobilized invertase have been determined. For immobilized enzymes in general, a decrease in Vmax is a common result, but a large diminution of KM is seldom observed [12]. Moreover, the activation energies, determined in this study, are 28 and 24 kJ/mol for free and immobilized invertase, respectively [12]. Alginate/Silicate The bilirubin oxidase has been eﬃciently entrapped in alginate–silicate sol–gel matrix [13]. The enzyme was not released from the beads after 7 days at ambient temperature. Moreover, the bilirubin oxidase entrapped present a very good resistance at high temperature. Fig. 30 shows the relative activity vs. temperature. The free bilirubin oxidase is stable below 20jC, while immobilized bilirubin oxidase is stable up to 50jC [13]. The kinetics of this free enzyme and immobilized enzyme followed Michaelis and Menten kinetics. Hsu et al. [14] have shown interest at the lipoxygenase (LOX) immobilization in alginate–silicate sol–gel matrix.



Figure 30 Eﬀect of temperature on the stability of free and immobilized bilirubin oxidase. The enzyme was incubated in pH 8.4 Tris buﬀer at temperature indicated for 1 hr before measuring its residual activity under the standard assay conditions. (From Ref. 13.)



Figure 31 Comparison of immobilized (.) and free (n) LOX at room temperature. (From Ref. 14.)



They have tested diﬀerent drying treatments of immobilized LOX. The drying treatment aﬀected generally the catalytic activity of enzyme [14]. After drying, the relative activity of immobilized LOX varies between 15% and 30%. The immobilized LOX maintains same activity during 25 days, while free LOX lost all activity in 24 hr (Fig. 31). In another study, the same conclusion has been shown for the stability of h-glucosidase immobilized in alginate silicate gel [231] during several months.



Figure 32 Batch operational stability test for immobilized lipase. Residual activity is plotted against operational time baking the esteriﬁcation activity of 109 Amol/(g m) as 100%. Esteriﬁcation assay was carried out with substrate containing 250 mM butyric acid in heptane. Initial hydrolytic activity was 32.8 U/mg. (From Ref. 15.)
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Figure 33 Thermal stability proﬁle of native (o) and chitosan-modiﬁed (.) cellulase. (From Ref. 16.)



2. Chitosan Pereira et al. [15] have investigated the immobilization of lipase from Candida rugosa into chitosan beads. The concentration of lipase has been the most important parameter and its inﬂuence has been positive [15]. Maximum yield of catalytic reaction has been 83% and has been found at 37jC, with 2.5% of lipase (w/v) and with a molar ratio acid/alcohol of 1.5. Moreover, Pereira et al. [15] have tested the stability of the immobilized lipase in time. Fig. 32 shows that the half-life time of immobilized lipase is 86 hr for repeated use in batch esteriﬁcation of butanol with butyric acid [15]. The molecular weight and degree of acetylation inﬂuence the lipase-loaded and lipase activity [232]. High molecular weight and high degree of acetylation allow a higher loading of lipase into chitosan beads, but a lower activity is observed with high degree of acetylation. Molecular weight seems to not aﬀect the activity of lipase. Moreover, the release rate of lipase is higher with chitosan having a low molecular weight [232]. 3. Enzyme Covalently Linked with Polysaccharides Enzyme Covalently Linked with Alginate In a recent study of Gomez et al. [8], porcine pancreatic a-amylase has been covalently linked to sodium alginate, activated by periodate oxidation, via a reductive alkylation with NaBH4. The stability of porcine pancreatic a-amylase has been tested for temperature, pH, and time.



In this case, the formation of salt bridges between porcine pancreatic a-amylase and sodium alginate has been conﬁrmed by the presence of multiple combination bands from infrared spectra in the region of 2800–2000 cm1, which correspond at the primary amine groups (link between enzyme and sodium alginate). Enzyme Covalently Linked with Chitosan Cellulase has been stabilized by covalent conjugation with chitosan [16]. The conjugation between chitosan and cellulase has been made under reducing conditions to periodate-oxidized sugar moieties. Fig. 33 shows the thermal stability of native and modiﬁed cellulase [16]. The thermostability has been evaluated after heating for 10 min. The T50 for native and modiﬁed cellulase has been calculated at 68.4jC and 77.3jC, respectively. Half-life times of native and modiﬁed cellulase have been investigated for four temperatures as shown in Table 11 [16]. 4. Entrapment in a Matrix Based on the Complexation Between Chitosan and Xanthan In seven papers [5–7,233–236], a polyionic hydrogel obtained by complexation between chitosan and xanthan has been used as support for enzyme immobilization (proteases, xylanase, and lipase). The hydrogel has been made by mixing a 0.65% xanthan solution and enzyme, and after this, the solution is added dropwise in a 0.65% chitosan solution [5]. The hydrophilic microenvironment of this hydrogel bead (high water content: swelling degree between 300% and 4000%) makes this matrix a favorable system for enzyme immobilization [5–7,233–236]. Dumitriu et al. [5] have demonstrated that the percent of immobilization is function of the concentration of enzyme in the xanthan solution. Table 12 [5] shows the properties of immobilized xylanase and protease in the chitosan–xanthan hydrogels. For endo-1,4-h xylanase from Trichoderma viride and for protease type XIX fungal from Aspergillus sojae, the enzymatic activity of immobilized enzyme increases with an increase of enzyme concentration in the xanthan solution [5]. Moreover, the immobilization increases the thermal stability (Table 12) [5]; therefore the hydrogel confers a favorable structure on enzymes. In a more recent study, Magnin et al. [7,236] have shown the inﬂuence of the concentration of protease type XIX fungal from A. sojae in xanthan, the storage temperature, and the molarity of phosphate buﬀer storage



Table 11 Half-Life Times of Native and Chitosan-Modiﬁed Cellulase Temperature (jC) 65 70 75 80 Source: Ref. 16.



t1/2 (hr1) native cellulase



t1/2 (hr1) modiﬁed cellulase



Dt1/2 (hr1)



4.28 0.95 0.25 0.11



6.42 4.28 0.87 0.29



2.14 3.33 0.62 0.18
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Magnin and Dumitriu Table 12 Properties of Immobilized Xylanase and Protease in the Chitosan–Xanthan Hydrogels



Enzyme Xylanase



Protease



Concentration of enzyme in the xanthan solution (wt.%)



Measured activitya (mU/g)



Relative activityb (%)



Limit of thermal activity (%)



0.21 0.29 0.36 1.00 1.20 0.29 0.69 0.96 1.88



8.889 11.737 16.000 26.000 28.000 52.595 67.900 72.187 104.294



+69 +61 +77 +2 7 0 0 2 8



95c 95 95 98 98 77d 77 77 77



a



Enzyme activity refers to the unit weight of dry hydrogel. Calculated with respect to the initial activity of the xylanase (2.500.000 mU/g) and protease (0.4U/mg). c Thermal stability of free xylanase=45jC. d Thermal stability of free protease=42jC. Source: Ref. 5. b



(Fig. 34). Moreover, this study has demonstrated that the molecular weight of chitosan and time of reaction of complexation are important factors that inﬂuence the enzymatic activity (Fig. 35). For lipase immobilization [6,7,233,236], the eﬃciency varies with the initial enzyme concentration [233]. Magnin et al. [6,7] have shown that the immobilization of lipase into chitosan–xanthan hydrogel has allowed to double the enzymatic activity (Fig. 36a) [6]. Fig. 36b shows the lipasic activity in organic three-organic media (toluene, isooctane, and cyclohexane) [6]. An electronic microscopic study has been presented for the complex between chitosan and xanthan, used to



immobilize lipase [6]. Lipase immobilization inﬂuences the structures of the matrix (Fig. 37). Fig. 37b (matrix with lipase) shows globular structures in scanning electronic microscopy, while these structures do not appear in Fig. 37a (matrix without lipase). To conﬁrm that lipase has formed globular structures into the matrix, the authors have used a cytochemical method (Gomori method) to stain the lipase [6]. With this method, lipase is stained by lead nitrate; and, in backscattering scanning electronic microscopy, lead appears in light gray with other structure, containing carbon, and azote and oxygen appear in dark gray. In Fig. 38b, in backscattering scanning electronic microscopy, globular structures appear lighter than other



Figure 34 Inﬂuence of the concentration of protease XIX (0.2% at 1% in xanthan solution), the temperature of storage, and the molarity of phosphate buﬀer use to storage. (From Ref. 7.)



Figure 35 Inﬂuence of molecular weight of chitosan and reaction time between the solution of xanthan containing the protease and the chitosan solution. In this experiment, the percent of protease in xanthan solution is 0.8% and the buﬀer is 0.2 M phosphate buﬀer. (From Ref. 7.)
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Figure 38 (a) Transmission electron microscope image of the hydrogel with lipase. This hydrogel have been treated with Gomori method. 16.300. (b) Backscattering electron microscope image of immobilized lipase in chitosan. This hydrogel has been treated via the Gomori method. 20.000. (From Ref. 6.)



B. Applications in the Pharmaceutical Field



Figure 36 (a) Lipasic activities of free enzyme and immobilized lipase in aqueous medium. (b) Lipasic activities of free enzyme and immobilized lipase in three organic solvents. (From Ref. 6.)



structures; therefore the globular structure contains lipases [6]. Transmission electronic microscopy observation has been investigated also in this study [6]. The matrix with lipase, treated with Gomori method, has been observed in TEM. In this case, the lipase stained by lead nitrate appears in black dot in the micrograph (Fig. 38a). Lipase is concentrated in two zones: in the interface between a pseudomembrane and the inner part of the bead, and in the inner part of the bead, lipase is located in agglomerations (clusters) [6].



Figure 37 Scanning electron microscope images of the hydrogels without (a) or with lipase (b) 20.000. (From Ref. 6.)



1. Controlled Release of Polypeptides The degradation of polypeptides in the gastric tract is the most important problem for the oral formulation of polypeptides. If therapeutic polypeptides can be protected by this degradation, the oral route could become very interesting for new formulations [237]. Controlled release systems are often used to extend the time of the therapeutic dose from a single administration and to prevent or minimize the drug concentration in the body. These systems oﬀer many advantages [238]: decrease the variability in systemic drug concentrations; easier, more accurate, and less frequent dosing; ability to deliver a drug more selectively in a speciﬁc site; absorption that is more consistent with the site and mechanism of action; and reduction of toxic metabolites. Hydrogels Based on Complexation of Polysaccharides and Polypeptides Alginate and Poly-L-Lysine. Wheatly et al. [239] have shown that a hydrogel, involving alginate and polyL-lysine HBr, can be used to control the release of myoglobin. In another study, a biocompatible capsule membrane forming with alginate and poly-L-lysine is used to release insulin [192]. Complexes Based on Polysaccharides Used to Release Polypeptides Eﬃcient delivery of biologically active polypeptides has received great attention in modern chemotherapy. The protection of polypeptides against enzymatic degradation is an important factor in the case of oral administration [240]. Macromolecular system has attracted large attention for making vehicle for drug delivery system [241]. In more recent years, bioadhesive polymers have considerable interest as auxiliary agents for oral administration of polypeptides [242,243]. Alginate. Microspheres of alginate have been used to the delivery of antigens [244]. The gelation is due to the adding of Ca2+. The alginate microspheres are interesting
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because they are easily prepared in aqueous solutions at room temperature. In physiological conditions, the microspheres swell and gradually disintegrate with time [244]. In a study involving alginate bead and tumor growth factor-h1 (TGF-h1), Mumper et al. [245] have shown the release of this inhibitor of the growth of many epithelial cells. To avoid doing irreversible binding between alginate and TGF-h1, polyacrylic acid is added in the alginate bead as an excipient. In vitro study has shown that no release is possible in acid media (0.1N HCl, pH 1), while the release exists in phosphate-buﬀered saline (PBS) at pH 7.4. Fig. 39 shows the release of TGF-h1 [245]. For the release in PBS after an incubation of 1 day in HCl, the release rate is higher because it is possible that the incubation in HCl has began to hydrolyze alginate [245]. This example is very interesting in the case of oral administration because the alginate beads protect polypeptides of acid stomach media and after a rapid release in the small intestine (where the pH is not acid). In vivo tests have been investigated with alginate beads loading TGF-h1 [246]. Fig. 40 shows the proliferating and mitotic indices in three rats’ organs. Rats have been treated with alginate bead loading with TGF-h1 or controls via oral or intraperitoneal administration. For rats treated with alginate bead loading with TGF-h1, a signiﬁcantly reduced of proliferating index and mitotic index have been observed compared to the controls [246]. Basic ﬁbroblast growth factor (bFGF), polypeptide that has a short half-time, has been binding to heparinsepharose [247] and then encapsulated in alginate microbeads with an eﬃciency of 77%. In vitro, the release is very slow, more than 14 days. The release rate can be enhanced by adding heparinase in the release media [247]. In another study involving leukemia inhibiting factor, the release takes more than 80 days [248]. Gombotz and Wee [119] have studied the in vitro release of some recombinant proteins encapsulated in



Figure 39 Cumulative percent in vitro release of 125I-TGFh1 at 37jC in (n) PBS, pH 7.4 and (.) 0.1N HCl, pH 1.0 transferred to PBS after 24 hr. (From Ref. 245.)
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Figure 40 Proliferating and mitotic indices of intestinal cells in rats after administration of (5) control vehicle (square with points inside), TGF-h1 intraperitoneally (square with lines inside) and TGF-h1 in phosphate-buﬀered saline perorally, and (n) TGF-h1 in alginate beads perorally. (From Ref. 246.)



alginate beads. Fig. 41 shows the cumulative release percent vs. time of tumor necrosis factor receptor (TNFR), interleukin 1 receptor (IL1R), interleukin 4 receptor (IL4R), and granulocyte macrophage colony stimulating factor (GMCSF). These four polypeptides are acidic; therefore they are likely to interact with anionic alginate compared to basic polypeptides such as TGF-h1 and bFGF that can interact with alginate. For the basic polypeptide, the release rates are smaller than for acidic polypeptides [119]. In the case of basic polypeptides, the release is primarily due to the erosion, while in the case of acidic polypeptides, the release can be due to diﬀusion through the pores of network [119]. In Fig. 41, GMCSF, the one with the lowest polypeptide molecular weight (16 kDa), is released the fastest. Next are IL4R and IL1R that have the same molecular weight of about 50 kDa, and the last is TNFR with a molecular weight of 180 kDa. The main conclusion of this study is that
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Figure 41 The cumulative percent in vitro release proﬁles of TNFR (n), IL1R (.), IL4R (E), and GMCSF (x) from 70% G content alginate beads in PBS at 37jC. (From Ref. 119.)
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the release rate for acidic polypeptide is linked to the molecular weight of polypeptides [119]. This conclusion is in accord with another study [249]. Gombotz and Wee [119] have investigated an in vivo test for interleukin 17 receptor (IL17R) encapsulated in alginate matrix. Alginate bead containing IL17R having a diameter of 1 mm has been implanted subcutaneously in inﬂamed B6 mice having lymph nodes higher (due to an irradiation) than normal B6 mice. Mice having received this implant have a reduction of lymph node weights similar to inﬂamed B6 mice having received an injection of IL17R. But the diﬀerence is the dose: in alginate matrix, the dose was only one-third compared to direct injection [119]. Maysinger et al. [116] have shown the advantage of included nerve growth factor (NGF) in alginate. This system can prevent central cholinergic degeneration in rats. The inclusion of NGRF in alginate has created a protection against hydrolytic cleavages. This system gives same results than NGF implanted via Alza mini-osmotic pumps [116]. Chitosan. Burgamelli et al. [250] have investigated the production of chitosan microparticles containing insulin by interfacial cross-linkage of chitosan solution in the aqueous phase of water/oil dispersion in presence of ascorbyl palmitate that permitted covalent bond forma-



Figure 42 Diﬀusion of BSA during 24 hr in gastric simulation media from microcapsules produced via external gelation (x: 2% alginate w/w), internal gelation (.: 2% alginate w/w and E: 4% alginate w/w), and in presence of 0.25 M NaCl in the gelling media (n). (From Ref. 18.)
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Magnin and Dumitriu Table 13 Time of Release of FITC-BSA from Three Systems System



Time



Alginate–chitosan Alginate–CaCl2 Alginate–poly–L–lysine



4 days 6 hr 24 hr



tion with the amino group of chitosan when its oxidation to dehydroascorbyl palmitate takes place during the formation of microparticles. The charac terization of microparticle has shown that this method produced microparticle having high loading levels of insulin. Insulin is completely released in about 80 hr at an almost constant release rate [250]. Chitosan and Alginate Complexes. Vandenberg and De La Nou¨e [18] have evaluated a complex involving chitosan and alginate for polypeptide release. The authors have tested the loss of BSA during the manufacture and during an acid incubation for two types of microcapsules: one produced via external gelation and the second via internal gelation [18]. The type of gelation inﬂuences signiﬁcantly the loss of BSA. Fig. 42 shows the diﬀusion of BSA during 24 hr into a gastric simulation medium. The loss of BSA was higher for microcapsules produced by internal gelation than microcapsules produced by external gelation. Moreover, the loss is higher when NaCl is present in the gelling media during the formation of microcapsules (A=external gelation and B=internal gelation) [18]. In another study, ﬂuorescein isothiocyanate-labeled bovine serum albumin (FITC-BSA) has been included in alginate–chitosan beads [99]. The release rate of this system has been compared with two other systems: alginate–CaCl2 and alginate–poly-L-lysine [99]. Table 13 shows the time of total release of these systems. The short release rate of FITC-BSA from alginate– CaCl2 is due to the low stability of the chelation, while the high release rate from alginate–chitosan is due to a strong interaction between the two biopolymers [99]. In the same study, Liu et al. [99] have shown the release of interleukin 2 (IL2) from alginate bead coated with chitosan hydrochloride. In vitro, the complete release has



taken more than 5 days. In vitro activity has been investigated by an incubation of this alginate bead coated with chitosan hydrochloride and loaded with IL2 with tumor cells and lymphocytes. The induction of cytotoxicity has been measured and the main conclusion is that IL2 incorporated in the alginate system remained active and it is more eﬃcient in triggering the induction of cytotoxicity than free IL2 [99]. In the study of Polk et al. [251], the release of BSA and vibrio bacterin has been tested. For the release of BSA, the inﬂuence of molecular weight of chitosan and pH has been investigated. Tables 14 and 15 show the inﬂuence of molecular weight of chitosan and pH, respectively [251]. Okhamafe et al. [252] have shown the modulation of BSA release from chitosan–alginate microcapsules (300– 500 Am) using the pH-sensitive polymer hydroxypropyl methylcellulose acetate succinate (HPMCAS). Fig. 43 shows the release of BSA from chitosan–alginate microcapsule (Fig. 43a), the release of BSA from chitosan– alginate microcapsule coated with HPMCAS solution (Fig. 43b), and the release of BSA from alginate–HPMCAS microcapsules (Fig. 43c). In another study [253], hemoglobin has been encapsulated in chitosan–calcium alginate beads. The molecular weight of chitosan (Mv=245.000 or 390.000) and the pH (2.4 or 5.4) of this solution had only a slight eﬀect on the release of hemoglobin. With pH at 5.4, the best retention is obtained [253]. 2. Controlled Release of Polypeptides Via Oral-Colon Speciﬁc Delivery Chitosan Tozaki et al. [254] have studied the colon-speciﬁc insulin delivery with chitosan capsules. A marked adsorption of insulin and a corresponding decrease in plasma glucose levels have been observed following the oral administration of these capsules that contain 20 IU of insulin and sodium glycocholate (PA=3.49%), as compared with the capsules containing only lactose or only 20 IU of insulin (PA=1.62%). The hypoglycemic eﬀect started from 8 hr after the administration of chitosan capsules when the capsules entered the colon, as evaluated by the transit time experiments with chitosan capsules [254].



Table 14 Eﬀect of Chitosan Molecular Weight on Elution of BSA in Eluent pH 6.2



System Capsules



Control (alginate bead) Source: Ref. 251.



Fraction entrapped albumin released



Chitosan molecular weight (106)



At 4 hr



At 24 hr



0.25 1.25 0.25+1.25 None



0.78 0.36 0.20 0.72



0.82 0.75 0.45 0.75
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Table 15 Eﬀect of pH on Elution of BSA from Capsules Prepared with Mixing of High and Low Molecular Weight Chitosan (0.25106+1.25106) Fraction entrapped albumin released System Capsules chitosan–alginate Control (alginate bead)



Eluent pH



At 4 hr



At 24 hr



3.0 6.2 8.0 6.2



0.15 0.20 0.40 0.72



0.16 0.48 0.70 0.75



Source: Ref. 251.



3. Controlled Release of Polypeptides via Mucosal Delivery Alginate microspheres containing a conjugate of polysaccharide antigen and cholera toxin B subunit (CTB) have been prepared for a novel mucosal immunization [255]. An alginate solution (1.0–5.0% w/v) has been added dropwise into n-octanol containing one emulsiﬁer (HCO-10 or HCO60 or Span80). Afterwards, n-octanol containing calcium chloride (1.0–8.0% w/v) was added. After 10 min, CaCl2 at 8% is added followed by addition of isopropyl alcohol. A pneumococcal capsular polysaccharide type 19 (PS19) has been conjugated to the CTB, and this conjugate has been encapsulated into the microspheres with a loading percent of 60%. The alginate microspheres have a diameter smaller than 5 Am, and also they can be used to mucosal immunization because the transport through the eﬀerent lymphatic system is possible with particles of this size. After 1 day, 80% of CTB-PS19 has been released. In vivo, a study with mice has been investigated and has shown an antibody response after oral administration of CTB-PS19 entrapped in alginate microspheres [255]. 4. Controlled Release of Polypeptides via Nasal Delivery Chitosan In 1994, Illum et al. [256] have demonstrated that chitosan was able to enhance the transnasal adsorption of polypeptides such as insulin. A double mechanism has been proposed to explain this enhancement: the bioadhesion of chitosan and the transient widening of the tight junction in the membrane [256,257]. In 1996, Aspen et al. [257] have studied the inﬂuence of many chitosan salts as promoters for insulin adsorption via nasal delivery [257]. When insulin is administrated with chitosan as promoter, a decrease of less than 20% is observed in the blood glucose levels (Fig. 44) [257]. This decrease is very important compared to the baseline measurements (saline insulin). The one-way analysis of variance test of these values shows that the diﬀerence between chitosan is not signiﬁcant ( p 10 would be required for the polymer conformation to be regarded as a coil; this corresponds to M higher than some limiting value Mc. Most polysaccharides are relatively stiﬀ chains, with statistical element length of f10 nm and Mcf3  104. N, being the number of statistical elements of the chain, the average square end-to-end distance of the equiv2 ¼ﬃ b2 N ¼ kM: The diameter of alent Gaussian chain is Lp o ﬃﬃﬃﬃﬃ the coil will be equal to b N , its radius of gyration (R g2)1/2 o such as (R g2)o=L o2/6; the average monomer (or segment) density within the coil will decrease as N1/2. The coil volume is actually somewhat larger than that of the equivalent Gaussian coil, because two segments
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distant along the chain cannot occupy the same volume element at the same time when approaching each other, as a consequence of their ﬁnite volume. This is the so-called ‘‘excluded volume interaction.’’ On the other hand, there are always attractive and repulsive monomer/monomer and monomer/solvent interactions. The balance between these interactions will result in coil contraction or coil expansion. Whereas backbone rigidity and molecular weight are intrinsic characteristics of the polymer chain considered, this balance depends on solvent ‘‘quality’’ (the chemical nature of the solvent and the temperature). The eﬀective ‘‘excluded volume’’ will therefore depend on solvent and temperature. In ‘‘good’’ solvent conditions, the chain conﬁguration is more expanded, because solvation of chain segments increases excluded volume; then, its average square end-to-end distance will beL 2>Lo2 and can be written as: 2



L ¼ b2 N2m ;



with m z 0:5



ð1Þ



Parameter m is the exponent of the radius of gyration– molecular weight relationship of the coil (Rg~Mm), its value depending on chain ﬂexibility: obviously, m=1 for fully extended rigid chains, and m=1/3 for compact spheres. For polymer coils, m lies of course in between these two limiting values. However, it depends not only on the more or less ﬂexible character of the backbone, but also on polymer–solvent interactions, which govern coil expansion. Exponent m has the value of 0.5 for Gaussian chains, as we have seen; for typical ﬂexible polymers in good solvents, it is close to 0.6. In ‘‘bad’’ solvent conditions, attraction between chain segments dominates and causes coil collapse: the coil contracts, forming a dense particle (m!1/3), which eventually precipitates from the solution. Somewhere in between these two situations, repulsion between chain segments can be exactly compensated for by attraction; such solvent conditions are called ‘‘Q conditions’’ or ‘‘Q solvent.’’ In Q conditions, the polymer coil behaves indeed as if it were actually Gaussian and has its ‘‘unperturbed’’ dimensionLo2=b2N (m=0.5). It is classical to express coil dimension as: 2



2



2



2



L ¼ a2LLo ; or Rg ¼ a2g ðRg Þo



ð1bÞ



aL2 or ag2, called the expansion factor of the polymer, is equal to 1 in Q conditions and >1 in good solvents. Because the probability that one segment comes to take the place already occupied by another increases with N, the expansion factor increases with the molecular weight of the polymer. It is a complicated function of L, b, m, and of the second virial coeﬃcient A2 of the polymer in the solution [1].



B. Solutions of Noncharged Chains at Finite Concentrations: The Three Concentration Regimes Three concentration domains can be distinguished in solutions of polymers with molecular weights above the critical value Mc.
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1. Dilute Regime (c < c*) In a very dilute solution, the volume available to each polymer molecule is much higher than that of the individual coil. The coils remain statistically far from each other, and encounters are infrequent. The coils maintain the dimensions of the isolated chain. This situation prevails up to the critical overlap concentration c*, at which the coils ﬁll the volume of the solution. The volume of each coil 2 2 being proportional to ðRg Þ3=2 ¼ ð1=6Þ3=2 ðL Þ3=2 , 2



c ~M=ðL Þ3=2 ~N13m



ð2Þ



2. Semidilute Regime (c* < c < c**) When polymer concentration is increased above c*, there is a progressive interpenetration of the coils, concomitant with a contraction of their individual volume. Coil contraction is a result of the progressive screening oﬀ of the ‘‘excluded volume interaction’’: as a result of interpenetration, segments of ‘‘foreign’’ chains interpose themselves between segments belonging to the same chain. The solution becomes a transient network of entangled chains, an entanglement being the topological constraint corresponding to a point of contact between two chains, and being due to the fact that the chains cannot cross each other. A given polymer with M>Mc statistically contracts a determined number of entanglements at a given concentration c>c*, but, because of chain conformation ﬂuctuations, these entanglements continuously unfasten to be reformed on other points along the chain contour; their lifetime is very short. If M c**) At certain concentrations c**> c *, the coils reach their Q dimension; the excluded volume interaction is completely screened oﬀ. Above c**, coils will shrink no more; the polymer solution becomes an entanglement network where the chains have completely lost their individual character. The only characteristic length in the system is now the mesh size f of the network, which continues to decrease as concentration increases, tending toward its limit value b in the melt.



IV. THE CASE OF POLYELECTROLYTES A polyelectrolyte is a ﬂexible polymer electrically charged because its structure includes monomers bearing ionizable groups with charges of the same sign. Many polysaccharides, such as alginates, low-methoxyl pectins, carrageenans, etc., are anionic polyelectrolytes, negatively charged at pH values above the pK of ionization of their acid groups. The only commonly found cationic polysaccharide is chitosan. The distinctive feature of polyelectrolytes is that the conformation of the macromolecule depends sharply on the ionic strength of the solvent, because the range of the electrostatic interaction decreases as ionic concentration increases. The Debye screening length j1~I 1/2, where I is the ionic strength, classically measures the range of the electrostatic interaction in simple electrolyte solutions. In the case of polyelectrolyte solutions, the polymer itself, because of its proper charge and of the counterions surrounding its charged groups, as well as the salt dissolved in the solvent, both contribute to electrostatic screening. The Debye length is now j2 ¼ j2p þ j2s, where the indices p and s refer to the polymer and to the small ions contributions (including the counterions of the polyion), respectively. Thus, the conformation depends on both the polymer and the salt concentrations; j2p ~fcp, where cp is the concentration of the polyelectrolyte and f is the fraction of charged monomers in its chain. However, the eﬀective contribution of the polymer is generally lower than expected from its theoretical charge density, as a result of the binding of counterions on the macroion. Ion binding (‘‘condensation’’) results from strong attraction of counterions by the polyelectrolyte when its charge density is high; the ionic atmosphere surrounding the ﬁxed charges can then diﬀer widely from that of the Debye–Hu¨ckel approximation. Obviously, electrostatic repulsion between the charged segments of the polyelectrolyte will favor more expanded conformations of the chain than if excluded volume eﬀect were the only long-range interaction existing between chain
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segments. Thus, the ionized polyelectrolyte will exhibit larger mean-square end-to-end length and radius of gyration values than the uncharged chain would have in good solvent. This can be accounted for by introducing an electrostatic contribution to the persistence length of the chain (see, for example, Ref. [4]). In very dilute salt-free solutions, the macromolecule tends to adopt an extended rodlike conformation in order to minimize the electrostatic 2 contribution to the free energy of the chain; then,L cL~ N. As I increases, electrostatic interaction between charged segments is progressively screened oﬀ. At moderate values of I the chain conformation resumes a spherical symmetry, but with a larger radius of gyration than the equivalent uncharged chain in the same solvent, and at higher values of I, the dimension of the coil approaches that of the uncharged chain. Even a very schematic analysis of the eﬀect of coulombic repulsion of ionized groups on polymer conformation would be beyond the scope of this chapter. The reader can refer to Refs. [5,6] for a thorough theoretical treatment. Many points about the behavior of polyelectrolytes remain indeed unclear. Therefore, we shall just point out here a few remarks of practical importance. Since its conformation strongly depends on its own concentration c, as well as on salt concentration cs, the phase diagram of a polyelectrolyte is more complex than that of neutral polymers. An example of such a diagram is shown on Fig. 1. Because the macromolecule is highly expanded, the coil overlap concentration c* is extremely low at low and intermediate salt concentrations. Below c*, the situation is in fact complex. At low salt concentrations, the polyelectrolyte is in its extended conformation (DR regime of Fig. 1), far diﬀerent from that of a neutral polymer, and furthermore, there are strong intermolecular interactions. However, for large enough salt concentra-
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tion, the chain becomes ﬂexible at all polyelectrolyte concentrations (DF regime). The conformation is then analogous to that of the neutral chain in good solvent, but the expansion factor is controlled by the electrostatic screening length, which depends on both c and cs. Above c* (SF regime), the chain is likewise ﬂexible, but now the classical excluded volume interaction screening eﬀect of neutral polymers combines with the electrostatic screening eﬀect in governing the expansion factor. Whereas both eﬀects depend on c, the contribution of the latter decreases as cs increases, and at high enough salt concentrations the situation becomes similar to that for the neutral chain. Because at low and intermediate ionic strength values, polyelectrolyte dimension is strongly dependent on its concentration, the semidilute regime is very wide; it can extend over three or four polymer concentration decades. The extremely low values of c* and the existence of strong intermolecular interactions for c < c* make the experimental characterization of the isolated macromolecule diﬃcult at low and intermediate cs values. At large salt concentrations, experimental problems also arise, because the added salts aﬀect solvent quality, independently of their electrostatic screening eﬀect; actually, many ﬂexible neutral water-soluble polymers approach unperturbed (Q) dimensions as salt concentration increases; they eventually even precipitate (‘‘salting out’’). The density of charges along the chain, i.e., the relative number of monomers bearing ionizable groups and the degree of ionization are the primary intrinsic characteristics of the chain aﬀecting polyelectrolyte expansion. Theories take into account an average value for charge density; they introduce, e.g., an average number of monomers between charges. But the distribution of the charged groups along the chain also plays a role: the repulsion between a pair of charges is likely to have a larger eﬀect on the overall conformation when the charges are distant along the chain than when they are adjacent. In the case of polysaccharides, charge distribution is neither even nor random along the chain, and is generally completely unknown; it is susceptible to considerable variation for a given polysaccharide with a given average charge density.



V. FLOW BEHAVIOR OF POLYSACCHARIDE SOLUTIONS A. Origin of Rheological Properties of Polymer Solutions



Figure 1 Theoretical phase diagram for an aqueous polyelectrolyte solution (molar concentration c) in presence of added salt (molar concentration cs). DR: dilute rodlike regime. DF: dilute regime of ﬂexible conformation. SF: semi-dilute regime. The diagram has been calculated for a chain with N=3350 monomers, an average number of monomers between charges A=5, and Nb/A=3, where A is the actual extended length of the chain. Reproduced from Dobrynin et al. [5].



In the dilute regime, Newtonian ﬂow behavior and absence of viscoelasticity are generally observable in practical conditions, at least for noncharged polymers,* because statistically, macromolecules are spatially and temporally noncorrelated. Nevertheless, in principle, polymer coils are able to deform when submitted to velocity gradients, and to recover their equilibrium conformation after cessation of * As we shall see later, this is not the case for dilute polyelectrolyte solutions in low added salt conditions, because of long-range electrostatic interactions.
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the mechanical excitation, hence intrinsic non-Newtonian and viscoelastic properties. However, these properties are very faint and are exhibited in practice only at fairly high deformation rates. They are, in consequence, of little direct concern for applications, as far as polysaccharide dilute solutions are considered. However, internal coil deformation modes are responsible for the short-time or high-frequency viscoelastic response of polymer nondilute solutions and gels. On the other hand, the characteristics of the polymer that are reﬂected in the viscosity of its dilute solutions govern, to a large extent, its viscous behavior in nondilute solutions. In consequence, no characterization of the semidilute and concentrated regimes of polysaccharides, which are the relevant issues regarding applications, is possible without the knowledge of the behavior of the polysaccharides in dilute solutions. This is why dilute solution properties have to be given some development. In practice, non-Newtonian ﬂow behavior and viscoelasticity of polymer solutions develop for c > c*. In the case of ﬂexible or semiﬂexible chains, these properties originate from the disentanglement/re-entanglement processes resulting from the opposite actions of ﬂow and of thermal agitation. They are manifestations of the transient network structure. Dispersions of rigid macromolecules or particles exhibit similar properties above some critical concentration; but they are mainly due, in this case, to the spontaneous establishment of a local order at rest, as a consequence of crowding; strain perturbs this order and thermal agitation tends to restore it. When macromolecules or particles are asymmetrical, orientation in the direction of ﬂow plays, in addition, an important role (liquid crystal structures). For solutions of ﬂexible chains as well as for dispersions of rigid particles, non-Newtonian ﬂow and viscoelastic properties are therefore of entropic origin.



B. Viscosity of Dilute Solutions Only a very schematic and short account will be provided here on viscosity of dilute solutions of polymers in general, and of polysaccharides in particular. The matter, which has direct bearing on macromolecular conformation studies, has been the subject of an enormous amount of theoretical and of experimental work, and books or extensive reviews are available on it (for example, Refs. [7–9]). The main information that can be extracted from viscosity measurements on dilute macromolecular solutions is contained in the intrinsic viscosity of the macromolecule. Intrinsic viscosity is not a viscosity at all, but actually a measure of the hydrodynamic volume of the coil in the case of noncharged polymeric chains, or of the asymmetry of the particle in the case of rigid macromolecules. The case of polyelectrolytes is speciﬁc, and remains poorly understood. As already alluded to, for most polymers, non-Newtonian behavior is exhibited from the lowest concentrations, as a result of the deformation and of the orientation of the polymer coil in ﬂow. The intrinsic viscosity itself is therefore shear rate-dependent, in a way that is determined by the structure of the macromolecule, its expansion due to polymer–solvent interactions and its deformation in ﬂow. Although the shear dependence of intrinsic viscosity has a
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great theoretical interest, it has little practical importance and the topic will not be considered here. In this section, viscosity and intrinsic viscosity will refer implicitly to measurements performed within the Newtonian domain, i.e., at shear rates low enough for the dilute solutions to display shear rate-independent viscosity. The condition of Newtonian behavior, in most cases, easy to achieve for diluted polymer solutions, can be in some others (when working on polymers with very high molecular weight, or with rather stiﬀ chains, and on polyelectrolytes at low salt concentrations) more diﬃcult to accomplish experimentally. 1. The Intrinsic Viscosity of Noncharged Polymers The perturbation to the ﬂow of a liquid resulting from the dispersion in this liquid of rigid, monodisperse, noninteracting, and randomly distributed spheres has been given by Einstein as a series expansion of the viscosity g of the suspension as a function of the volume fraction u of the particles:   ð3Þ g ¼ gs 1 þ k1 u þ k2 u2 þ : : : where gs is the viscosity of the dispersing liquid, and ki’s are positive coeﬃcients. Einstein calculated the coeﬃcient of the term of the ﬁrst degree in u to be k1=2.5. Later, Eq. (3) was generalized to ellipsoidal particles; in the case of Brownian suspensions of ellipsoids of revolution, k1>2.5 and increases with the axial ratio a/b; the relation k1=f(a/b) was established and can be solved numerically (Simha, 1940). Eq. (1) can be written as:   gsp 1 g  1 ¼ k1 þ k2 u þ : : : ð4Þ u u gs u The quantity gsp u ([g/gs]1) is called the speciﬁc viscosity of the suspension. Extending Eq. (4) to the case of the solutions of rigid macromolecules, we can replace the volume fraction u by the usual weight/volume concentration c of the macromolecule; because u = c Nat/M, where t is the molecular eﬀective volume in solution and Na is Avogadro’s number, it comes for spherical rigid macromolecules:    gsp 1 g t  t 2:5 þ k2 c þ : : : ð5Þ u  1 ¼ Na c gs M M c and g  t sp lim u ½g ¼ 2:5Na c!0 c M



ð6Þ



Eq. (6) deﬁnes the intrinsic viscosity [g] of the macromolecule, which is generally expressed in mL/g. The intrinsic viscosity of rigid spherical macromolecules is actually independent of their size, but depends on their speciﬁc hydrodynamic volume t/M. The last step is to generalize Eqs. (5) and (6) and the concept of intrinsic viscosity to the case of solutions of polymer coil macromolecules. The underlying assumption, approximately veriﬁed for ﬂexible polymer chains with molecular weight>Mc, is that polymer coils in dilute solutions behave as equivalent solid spheres with a hydrodynamic radius Rh = nRg. This is called the ‘‘nondraining coil’’ approximation, meaning that the solvent inside the coil is considered to move as if trapped in it. The factor n has
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a theoretical value of 0.875 for Gaussian chains; experimental values decrease from 0.86–0.83 in Q conditions to 0.775 in good solvents [9], as a consequence of lowered segment density within the coil in good solvents. Because 2 t ¼ ð4=3ÞpR3h ~ðL Þ3=2 , combining Eqs. (1) and (6) gives: ½g~b3 N3m =M~M3m1



ð7Þ



Eq. (7) shows that the intrinsic viscosity of ﬂexible or semirigid macromolecules depends on the rigidity and on the molecular weight of the chain. It is generally cast in the form of the Flory–Fox equation: ½g ¼ 63=2 UR3g =M



ð8Þ



where the proportionality factor U = 2.5(4/3)pNan3 is a universal constant for Gaussian coils (U = 2.86  1023 kg1), but decreases from f2.8  1023 in Q conditions to f2.11023 kg1 in good solvents [9]; in Eq. (8), the number averages of the molecular weight and of the radius of gyration are to be used when polydisperse samples are considered. Yamakawa’s general theory of the hydrodynamics of ‘‘wormlike chains’’ [10] gives an expression of the intrinsic viscosity as a function of polymer chain parameters, encompassing the complete range of polymer conformations, from the rigid rod to the completely ﬂexible coil [11]. The Yamakawa expression for the intrinsic viscosity can be approximated by the equation of Bohdanecky [12]: 



M2 ½g



 13



1



¼ P þ QM 2



ð8bÞ



where P = 1.516  108 AoML and Q = 1.516  108 Bo (ML/2Lp)1/2 in CGS units, with ML = M/L. The factors P and Q are functions of d/2Lp, d being the diameter of the wormlike cylinder, which are tabulated in Bohdanecky paper. It has to be pointed out that the excluded volume interaction is not taken into account in Eq. (8b). The relation between intrinsic viscosity and molecular weight of polymer-like macromolecules is usually expressed in the form of the empirical Mark-Houwink– Sakurada (MHS) equation: ½g ¼ KM a



ð9Þ



where K and a are empirical parameters depending on the polymer–solvent pair and on the temperature, and are both related to chain stiﬀness. The value of the exponent, since theoretically a = 3m1 (compare Eqs. (7) and (9)), gives an indication about the general conformation of the polymer. For ﬂexible linear chains, 0.5 V a V 1; it typically assumes values between 0.5 and 0.8, according the excluded volume eﬀect is more or less signiﬁcant (cf. Section III.A and Eqs. (7) and (8)). Stiﬀ chains display larger values of a (values as high as 1.8 are reported for rodlike chain conformations), and these values are less dependent on solvent quality. However, stiﬀ chains with negligible volume exclusion can also display a values in the same interval as typical ﬂexible chains, as a result of partial draining, with nevertheless the diﬀerence that in the former case, a is not signiﬁcantly aﬀected by solvent quality. On the other end of the scale, a < 0.5 indicates some degree of coil collapse in the case of



linear chains. However, such low values of the exponent could reﬂect as well some degree of branching: obviously, a branched polymer molecule pervades a smaller volume than the linear chain with the same molecular weight. The bilogarithmic plot of [g] against M for polymers in good solvents often displays a break at a molecular weight M*fMc; for M < M*, the exponent is f0.5; the MHS exponent a refers to M>M*. 2. Viscosity of Dilute Polyelectrolyte Solutions As a consequence of Section IV, it can be expected that the reduced viscosity gsp/c of polyelectrolyte solutions, for low values of c and for low and intermediate salt concentrations, will show a complex variation with c and with cs, because the conformation of the macromolecule itself depends on these parameters. Indeed, in contrast to neutral polymers, for which it is a monotonously increasing function of concentration (cf. Eq. (5)), one observes that the reduced viscosity gred = gsp/c of polyelectrolyte solutions at low ionic strength is a strongly decreasing function of c within a certain concentration domain (Fig. 2). This behavior has been accounted for by the Fuoss equation: c 1 B þ c1=2 ¼ gsp A A



ð10Þ



Fuoss equation (as well as other relations of the same general form in 1/c1/2 that can be found in Ref. [13]) is empirical and fails to describe the molecular weight and the charge eﬀects on the viscosity. Nevertheless, it has found support, to some extent, in a general theory for electrolytes, which predicts a gred~c1/2 dependence at the limit c H cs [6]. But the usual interpretations of Fuoss equation as reﬂecting a coil to rod transition due to the decrease of the ionic strength upon dilution of the polyelectrolyte, and of A as the intrinsic viscosity of the fully stretched chain, are grossly in error, as it will be brieﬂy discussed presently. For low salt and intermediate concentrations, the plot of the reduced viscosity against polyelectrolyte concentration actually exhibits a maximum located at a very low polymer concentration value cmax, as it can be seen on the examples of Fig. 2. Therefore, the parameters of Eq. 10 have no physical meaning. The peak vanishes above a certain salt concentration and the solution resumes the usual polymer solution behavior (Fig. 2). The existence of this reduced viscosity maximum has been observed long ago, for sodium pectinate solutions containing diﬀerent concentrations of NaCl in the range 0–0.05 M [14]. It was later experimentally conﬁrmed by many studies on polyelectrolytes diﬀering in structure and charge density. Precise measurements of extremely small speciﬁc viscosity increments on dilute solutions of well-deﬁned fractions of synthetic polyelctrolytes, as well as accurate control of minute concentrations of polymer and very low ionic strengths, made possible the study of the eﬀect of diﬀerent factors on the reduced viscosity peak (see, for example, Refs. [15–19]). These studies have been carried out on polyelectrolytes with high charge density. As salt concentration was increased in the solution, the peak shifted to
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Figure 2 Reduced viscosities of dilute pectin solutions (25jC, pH 7) in the presence of diﬀerent added salt concentrations, plotted against pectin concentration. . Pals and Hermans data [21]: squares (in water), circles (in 2 104 M NaCl), triangles (in 4 104 M NaCl), lozenges (in 0.05 M NaCl); the continuous line represents the linear ﬁt of the data for 0.05 M NaCl. The intrinsic viscosity of the sample in 0.05 M NaCl was 295 mL/g. .



M. A. V. Axelos data in water at 25jC (unpublished results): crosses and dotted line. The intrinsic viscosity of the sample in 0.1 M NaCl was 282 mL/g, its content in galacturonic acid was 80% and its degree of methylation, 30%.



higher polymer concentrations and its height decreased. Besides, the reduced viscosity and the polyelectrolyte concentration at the peak maximum were found to increase linearly with the molecular weight of the polyelectrolyte; the position of the peak proved to be extremely sensitive to temperature and to shift to higher polymer concentration values as temperature increases [17]. The reduced viscosity peak has been for long considered as a consequence of polylectrolyte conformation changes with concentration, and therefore to be related to intramolecular interactions (see, for example, Refs. [18,19]). However, several arguments have progressively emerged in favor of a dominant implication of intermolecular electrostatic interactions in the distinctive behavior of very dilute polyelectrolyte solutions at low salt concentration [6]. It has been often pointed out that the height of the reduced viscosity peak exceeds by far the theoretical intrinsic viscosity of an equivalent rodlike molecule. Cohen and Priel [17] observed that reduced viscosity data obtained at extreme dilution (c b cmax) of their polyelectrolytes in salt-free conditions could be linearly extrapolated to c=0; they found that the apparent intrinsic viscosities thus obtained were several orders larger than those calculated for the fully stretched polymers. These facts suggested that



the behavior of dilute solutions of polyelectrolytes at low and intermediate salt concentrations is governed by longrange electrostatic intermolecular interactions or by the formation of relatively large clusters [17,19]. The latter interpretation is corroborated by that of the characteristic intensity proﬁles of low salt polyelectrolyte solutions in small angle light scattering experiments, by Ermi and Amis [20]. They attribute the steep intensity upturn at low scattering vector values to multichain domains existing even at low polyelectrolyte concentration; regrading the characteristic intensity peak at ﬁnite scattering vector value, it would be attributable to a network structure with short-range order within the domains. The marked shear dependence of viscosity in the peak region and its further increases for cc**, as in the case for the concentration dependence of go and for the same reason (cf. Section V.C.1). Experimentally, the absolute value of the concentration exponent of c c is often found >3 in the concentrated regime. Many equations have been proposed to describe the shear rate dependence of viscosity of polymer solutions (or melts). Most of them are empirical or semiempirical. A few were derived from theoretical considerations; but they are not the most successful as a rule. A striking example is that of the reptation theory; it predicts [2] that at ‘‘high’’ shear rates (c sd H 1), gcgo(c sd)3/2. A value n>1 for the shear rate exponent is obviously unrealistic (the stress would decrease as the shear rate increases) and in complete contradiction with experience; the reasons for the



Figure 8 Flow curves of hydroxyethyl cellulose solutions in 0.1 M NaCl at 25jC for diﬀerent polysaccharide concentrations. High-viscosity hydroxyethyl cellulose (HV HEC) sample ([g]=1557 mL/g in water). The ﬁgure shows also the master curve obtained by shifting the curves parallel to the axes in order to collapse them on that relative to c=22.18 g/L. Data kindly provided by C. Castelain.
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which g=zgo, with z=0.8 [57] or z=0.1 [59,60] for example, or by the parameter c o of the Cross equation. A ‘‘universal’’ ﬂow curve for polysaccharides has been thus published, which combined the data for solutions of a large number of diﬀerent polysaccharides at diﬀerent concentrations, and this curve followed the simpliﬁed Cross equation (gl omitted) with n=0.76 [59–61]. The eﬀect of concentration on the steady ﬂow behavior of polysaccharide solutions is shown in Fig. 8 in the case of a high viscosity hydroxyethyl cellulose sample (HEC HV; [g]=1557 mL/g; MWf9.57105) with concentrations ranging over a large interval in the semidilute and concentrated regimes (3.5 Co = Ca, using potentiometric and spectrometric methods. Vold et al. [59] reported the selectivity of diﬀerent chitosans in binary mixtures of Cu2+, Zn2+, Cd2+, and Ni2+, showing that the uncharged amino group of chitosans ( FA of 0.01 and 0.49) could bind Cu in large excess of the other metal ions, while low selectivity coeﬃcients were found between the other ions that were studied.



B. Solubility and Charge Density The solubility at acidic pH values and insolubility at basic pH values is a characteristic property of commercial chitosans. Generally, three essential parameters determine the solubility of chitosans in water. The pH is the most obvious



Figure 9 Solubility vs. pH curves of chitosans. E FA = 0.01, x FA = 0.17, 5 FA = 0.37, n FA = 0.60. (From Ref. [20].)
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Figure 10 Titration curves of chitosans monitored by 1H NMR. The chemical shift diﬀerences between H-2 of D units and the internal reference sodium-(trimethylsilyl)-propionate-d4 (TSP) as a function of pH for chitosan with FA = 0.01 (.), FA = 0.13 (o), and FA = 0.49 (z). Solid lines indicate logistic regression. (From Ref. [63].)



and 0.13 will precipitate upon increase of the pH to approximately 6.5, making the titration curves incomplete. However, the chitosan with FA 0.49 was soluble over the entire pH interval studied and a complete titration curve was recorded. It is apparent from Fig. 10 that all chitosans showed the same titration behavior. The same type of logistic regression as above made it possible to extrapolate beyond the measured points and determine the pKa values. All three chitosans were found to have the same pKa values of 6.7, only slightly higher than that derived from ELS study, while others have reported diﬀerent pKa values of chitosans with diﬀerent FA [62].
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linkages. This is probably due to the combination of the decrease in the rate when a positively charged amino group is present close to the glycosidic linkage to be hydrolyzed, and the substrate-assisted mechanism by which a glycosidic linkage following an A unit is cleaved. The activation energies for acid hydrolysis of the D–D glycosidic linkage were determined to be f155 kJ mol1, which was much higher than the activation energies for acid hydrolysis of the A–A and A–D glycosidic linkages of f132 kJ mol1 [64]. This very large diﬀerence in the rate of hydrolysis of the glycosidic linkages implies that a fully de-N-acetylated chitosan should be chosen for applications where a high stability of the chitosan is required at low pH values, i.e., where depolymerization may occur by acid hydrolysis. Extended acid hydrolysis of chitosans with varying FA using concentrated hydrochloric acid (to avoid de-N-acetylation) was also recently used to prepare oligosaccharides of varying chain length composed of consecutive D units with an acetylated unit at the reducing end, in agreement with what was expected from the large diﬀerences in the speciﬁcity of the hydrolysis of the glycosidic linkages [65]. The stability of chitosan hydrochloride powders with diﬀerent chemical compositions has been studied at 60, 80, 105, and 120jC [66]. It was concluded that the dominant degradation mechanism in the solid state of these chitosan salts is by acid hydrolysis. 2. Stability as a Function of pH A convenient way to characterize chitosan degradation is by the change in the reciprocal of the intrinsic viscosity with time, from which a degradation rate constant can be calculated [64]. Chitosans of medium molecular weight



C. Chemical Stability For many applications of chitosans it is important to be aware of the factors that determine and limit the stability of chitosans, both in the solid state and in solution, and the chemical reactions responsible for the degradation. The glycosidic linkages are susceptible to both acid and alkaline degradation and oxidation by free radicals. If a certain application requires that the viscosity of the solution is maintained for extended time periods, it is better to use a high concentration of a medium- or low-viscosity (molecular weight) product instead of a low concentration of a high-viscosity product. This is merely because a cleavage in a long chain would decrease the viscosity to a much larger extent than a cleavage in a short chain. 1. Acid-Catalyzed Degradation The acid-catalyzed degradation rates of chitosans have been found to be dependent on FA (Fig. 11), and the initial degradation rate constant was found to increase in direct proportion to FA [64]. Acid hydrolysis was found to be highly speciﬁc to cleavage of A–A and A–D glycosidic linkages, which was found to be hydrolyzed with about three orders of magnitude higher rate than D–D and D–A



Figure 11 Degradation rate constants (k) as a function of FA of the chitosans, determined by the viscosity assay at a chitosan concentration of 1.5 mg/ml in 0.4 M HCl at 60jC. (From Ref. [64].)
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with FA around 0.5 are neutral soluble (see Sec. V.B), and the stability of this chitosan was determined as a function of pH. Fig. 12 shows the relative degradation rate of a chitosan ( FA = 0.55, [g] = 794 mL/g) at diﬀerent pH values, an ionic strength of 0.1 M and a temperature of 60jC. The degradation is at a minimum between pH 3 and 11 and increases at both lower and higher pH. However, the degradation around neutral pH values is very slow, and reliable estimates of the degradation rates are diﬃcult, particularly because traces of impurities can be expected to inﬂuence the degradation when occurring according to the oxidative–reductive depolymerization mechanism [67]. The decreased stability at pH values less than 3 is due to acid hydrolysis, and the relative increase in the degradation at low pH will be proportional to FA [64]. The reaction responsible for the degradation at pH 10 and above could be both OH–catalyzed hydrolysis and the oxidative–reductive degradation (ORD) reaction. The rate of both reactions will be expected to increase with increasing pH. However, chitin and chitosans are relatively stable toward alkaline degradation, as the rather severe conditions used for deacetylation of chitin (15–20 M NaOH, 100–120jC) can be performed without severe degradation of the polysaccharide. 3. Sterilization of Chitosan Solutions The sterilization of chitosan solutions may be performed by autoclaving (typically 120jC for 20 min), which may lead to some depolymerization, depending on the pH and the chemical composition of the chitosan. Autoclaving of chitosan solutions ( FA of 0.01, 0.35, and 0.60) at pH 4.5 at 120jC for 20 min does not reduce the intrinsic viscosity of the chitosan with FA = 0.01, while the intrinsic viscosity of the other two chitosans was only moderately reduced, from 760 to 550 mL/g for the chitosan with FA of 0.35, and from 820 to 600 mL/g for the chitosan with FA of 0.60 [68]. It



Figure 12 Relative degradation rates of a chitosan with FA = 0.55 ([g] = 794 mL/g at pH 4.5 and I = 0.1 M) as a function of pH. The degradation rates were obtained at 60j and I = 0.1 M by the viscosity assay as described. (From Ref. [64].)
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seems therefore that autoclaving can be used to sterilize chitosan solutions without severe depolymerization.



D. Enzymatic Degradation The abundance of chitin in nature is reﬂected in the abundance of chitin-degrading enzymes, which are found, e.g., in arthopods when their rigid exoskeleton need periodic replacement as a result of the growth process, in animals feeding on arthropods that need to degrade the outer skeleton in order to digest the content of their prey, and in microorganisms utilizing chitin as an energy source. Chitosan-degrading enzymes are less abundant, reﬂecting that chitosan has so far only been found naturally in certain fungi. Lysozyme may also, in addition to its natural substrate (the glycosidic linkage of certain bacterial cell walls peptidoglycans), hydrolyze chitin and chitosans [69,70]. A variety of assays have been used to determine the activity of chitinases and chitosanases. One may make use of chitin oligomers where an organic group has been Oglycosidically linked to the reducing end and where the release of the group is accompanied by a strong increase in the ﬂuorescence. This is a convenient but artiﬁcial substrate [71]. Other assays are based on the detection of the new (reducing) ends introduced by the cleavage of the glycosidic linkages by the enzyme, or use of dye-labeled substrates [72]. Both viscometry and NMR spectrometry were used to investigate the degradation rates and the speciﬁcity of lysozyme-catalyzed degradation of chitosans. Using viscometry and chitosans with widely diﬀerent FA and known Bernoullian distribution of monomers, the initial lysozyme degradation rates were determined, suggesting a very strong increase in the rate with FA, i.e., proportionally to FA in about the fourth power [73]. Similar dependency was obtained at diﬀerent pH values, at diﬀerent ionic strengths, and for both hen egg white lysozyme (HEWL) and human milk lysozyme [73,74]. When human blood serum was added to chitosan solutions, the same strong degradation rate dependence on FA was found, suggesting that lysozyme, or another chitinase with the same speciﬁcity, is responsible for the chitosan degradation reactions in serum [75]. By a combination of the degradation rate studies and NMR determination of the identities (A or D units) of the new reducing and nonreducing end groups, it was suggested that a minimum of four acetylated units had to be contained in the lysozyme binding site to obtain maximum initial degradation rates [76], as illustrated schematically in Fig. 13. These studies suggest that it could be possible to tailor chitosans with a predetermined degradation rate for use in, e.g., the human body. Moreover, NMR studies of endoenzymatic degradation of chitosans oﬀer the possibility for determination of the speciﬁcities of enzymes with respect to cleavage of the four diﬀererent glycosidic linkages (A–A, A–D, D–A, and D–D) in chitosans as determined by the identity of the new reducing and nonreducing ends, and in some cases also the variation in the identity of
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VI. TECHNICAL PROPERTIES A. Flocculation



Figure 13 Schematic illustration of the speciﬁcity of hydrolysis of lysozyme towards the 16 diﬀerent tetrade sequences in chitosan. The tetrade sequences are positioned in the active site of lysozyme in such a way that the tetrades are hydrolyzed at the arrow (between subsite 1 (D) and +1 (E)).



the nearest neighbors to the new reducing and nonreducing ends [76]. The binding of partially N-acetylated oligomers to lysozyme has been studied [77]. By studying the binding of low-molecular-weight chitosans with a low FA to lysozyme, it was found that such an A unit predominantly surrounded by D units would bind preferentially in subsite C (-2) with a dissociation constant of 0.11 mM, dependent on pH and ionic strength and without depolymerization of the chitosan chain [78,79]. These ﬁndings are in agreement with previous use of a chitosan with a low fraction of Nacetylated units as an inhibitor to lysozyme [73]. Recently, it was demonstrated that immobilized lysozyme could be utilized to fractionate chitosan chains without acetyl groups from those containing acetyl groups [80].



As mentioned in the Introduction, chitosans represent a promising alternative to synthetic polycations for applications as ﬂocculants (see, e.g., Refs. [81,82]). Water treatment oﬀers many possibilities, ranging from humic acid removal from drinking water [83] to treatment of diverse wastewaters or sludge dewatering. Suspended solids, dyes, heavy metals, pesticides, and other toxic compounds may all be eﬃciently removed by chitosan. However, the structure–function relationship of chitosans has rarely been addressed in ﬂocculation studies. As within other application areas, a commercial chitosan with FA 0–0.2 has been used in most studies, and the ﬂocculation eﬃciency of the chitosan has been shown to increase with decreasing FA and pH, and thereby increasing charge density. Consequently, electrostatic interactions have been implicated to play a dominant role in interactions of chitosans with negatively charged materials. However, by changing the chemical composition of the chitosan and environmental conditions, the properties of chitosans may be altered considerably. By systematically studying the eﬀects of these properties on ﬂocculation, the relative importance of diﬀerent interactions may be identiﬁed, giving an opportunity to develop an optimal ﬂocculant for a given application. Flocculation of bacterial suspensions has been studied as a model system [84,85], where ﬂocculation was monitored by residual turbidity measurements. Experiments with Eschericia coli and ﬁve diﬀerent chitosans varying in FA revealed that the chitosans with high FA ﬂocculated at lower concentrations compared to those with low FA [84]. The relationship between FA and ﬂocculation eﬃciency is clearly illustrated in Fig. 14. A parameter referred to as the critical concentration, x75, was determined from the nonlinear regression of the experimental data, expressing the chitosan concentration needed to obtain 75% ﬂocculation. Chitosans with high FA were clearly better ﬂocculants in our study. The increase in FA resulted in a rather dramatic decrease of x75 concentrations, in some cases by a factor of 10 or more. Similar relationships between FA and x75 were



Figure 14 Chitosan concentration at 75% ﬂocculation (x75) of E. coli as a function of FA after 24 hours of sedimentation at pH 6.8 (a) and 5 (b). (From Ref. [84].)
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obtained at pH 5, where all chitosans are completely soluble and fully charged, and at pH 6.8, where low acetylated chitosans precipitate and the charge density is lowered to 1000 Da) and are polar in nature with low distribution coeﬃcients. More conventional, lower molecular weight drugs with polar characteristics also show impaired transport across mucosal barriers (e.g., atenolol). The limited quantities that are absorbed will exploit a paracellular pathway and pass between the cells of the membrane (Fig. 1). Many of these challenging molecules also exhibit instability, especially when exposed to the harsh pH and enzyme conditions found in the gastrointestinal tract. Some molecules are able to exploit natural pathways because they have structures similar to peptides. The ACE inhibitors such as captopril, L-DOPA, and gabapentin are good examples. These drugs are absorbed from the gut by a 643
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Figure 1



Transcellular and paracellular routes of drug transport across mucosal membranes.



combination of paracellular transport and a carrier-mediated process, the latter being restricted to the upper regions of the small intestine (absorption window). Since absorption is following the same route as the breakdown products of digestion, the absorption of these drugs can be greatly inﬂuenced by the co-administration of food.



II. PARACELLULAR TRANSPORT AND TIGHT JUNCTIONS The reversible ‘‘opening’’ of tight junctions between cells represents an important strategy in increasing the transmucosal transport of polar molecules. Much is now known about junctional complexes, including the tight junctions that are present between the cells of the mucosal membranes and the manner in which small polar molecules can be transported across these junctions. Excellent reviews on the morphology of junctional complexes and the intracellular signaling processes that control junction integrity can be found elsewhere [4–7]. A brief summary covering the salient aspects relevant to this chapter is provided here. The structural components of the tight junction and the possible modulating factors are shown in Fig. 2. The epithelial cells on the apical surface are closely connected by intercellular junctions, the specialized sites and structural components of which are commonly known as the junctional complex. Each junctional complex is composed of three regions. One is the zonola occludens (ZO) (near the apical surface) that forms a tight band around the upper part of the cell and is normally known as the tight junction (TJ). Under the ZO is the zonola adherens (ZA) and in the lower again is the macula adherens (MA). These complexes create a regulatable semipermeable diﬀusion barrier between cells. The tight junction comprises a series of integral membrane proteins. These interact with components of the cytoskeleton through other proteins. The key membrane components that participate in the extracellular cell–cell contacts between adjacent epithelial cells are the transmembrane proteins occludin and claudin and the junctional adhesion molecule (JAM). The topology of the occludin



suggests that the NH2 and COOH termini of this protein are situated in the cytoplasma of the cell with two extracellular loops projecting into the paracellular space between the cells [6]. The extracellular loops may interact with loops originating from occludin from the neighboring cell to promote interaction and sealing of the paracellular space. The cytoplasmic COOH terminal domain of occludin interacts with other tight junction proteins such as the scaﬀolding proteins Z0-1, Z0-2, and Z0-3, also present in the cytoplasm. The third transmembrane protein, JAM, is diﬀerent structurally to the occludin and claudin and is immunoglobulin-like in form. Recent evidence has conﬁrmed the notion that occludin is a functional component of the paracellular pathway [8]. Treatment of cultured renal epithelial (A6) cells with peptides to the two extracellular occludin protein loops (1 and 2) indicated that loop 2 had a direct role in forming



Figure 2 Schematic representation of the tight junction between cells. Zonola occludens (ZO) region. (From Ref. 9.)
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the paracellular permeability barrier. Cells treated with a peptide to the extracellular loop 2 but not loop 1 of occludin increased membrane permeability (reduced transepithelial resistance and increased the paracellular ﬂux) of molecules up to a size of 40 kDa. This occurred by reducing the amount of occludin at the tight junction without obviously aﬀecting cell viability, morphology, or other tight junction protein levels. By means of electrophysiological analysis, it has been shown that the size of the largest molecule that can penetrate the ZO varies with the epithelial tissues of the body. Generally, the permeation of tight junctions is limited for molecules with a radius larger than 3.6 A˚ and the tight junctions are impermeable to molecules with a radius larger than 15 A˚ [4]. The ZO is closely associated with the ZA complex. The ZA complex holds cells close together but does not form a tight barrier. The ZA is made up of transmembrane proteins known as cadherins. Both the ZO and ZA structures act to anchor cytoskeletal components. A dense band of actin and myosin ﬁlaments circumscribes the cell at the level of the ZA. Fine ﬁlaments of actin extend into the tight junction and bind directly to Z0-1. Hence it is believed that eﬀects on the cytoskeleton can regulate the tight junction and, in turn, paracellular permeability. Multiple regulatory pathways control the structure and function of tight junctions [9]. Much of the functional control of tight junction structure components seems to occur through mechanisms involving phosphorylation and dephosphorylation. Protein kinase (PKC) inhibitors increase paracellular permeability. The modulation of tight junction functions by G-protein-coupled events has been reviewed recently by Hopkins et al. [10]. Proteins act as messengers that control cell–cell contact between scaﬀold proteins and the actin cytoskeleton. The barrier junction of intercellular tight junctions is regulated dynamically by interactions between the scaﬀolding proteins, the extracellular matrix, and the actin cytoskeleton. Substances that perturb the actin cytoskeleton are likely to disrupt the tight junction through eﬀects on actin originating on the perijunctional ring that projects onto the cytoplasmic surface of the tight junction [6]. Phosphorylation of the proteins located in the tight junction apparently regulates the formation of the junction itself and also possibly the regulation of the tight junction. Disruption of the interactions between the molecules directly involved in TJ structure would have a direct eﬀect on paracellular transport. Microbial toxins are known to aﬀect the cytoskeleton through aﬀects on actin polymerization, probably through the modiﬁcation of a protein kinase C pathway [11]. Pharmaceutical excipients such as fatty acids, cyclodextrins, and chitosan can also inﬂuence paracellular transport, but the mechanism has yet to be fully understood. Such materials probably trigger a cascade of signaling events. Cytokines, chelating agents, growth factors, and high concentrations of physiological nutrients can also provide enhanced paracellular permeability. Daugherty and Mrsny [9] have suggested that it should be possible to manipulate the tight junction in a dynamic
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and controlled fashion using selected agents to enable the uptake of many poorly absorbed drugs such as proteins and peptides at local sites along the GI tract without associated adverse events.



III. ABSORPTION PROMOTERS Previously, many research groups have sought ways in which it would be possible to promote or enhance the transmucosal uptake of drugs that display low bioavailability when delivered to a mucosal surface. The literature contains reviews dealing with key routes such as the gastrointestinal tract and the nasal cavity [12–16]. A wide variety of materials have been examined in terms of their absorption-enhancing ability (Table 1). These materials include compounds such as nonionic surfactants (e.g., laureth-9), alkylglycosides, bile salts, and bile salt derivatives such as sodium glycocholate, sodium taurodihydrofusidate, phospholipids such as didecanoyl-L-a-phosphatidylcholine, cyclodextrins such as dimethyl-h-cyclodextrin, and cationic polymers such as chitosan and polyarginines.



Table 1 Materials Used for the Enhanced Absorption of Drugs Surfactants Alkylglycoside surfactants Polyoxyethylene 9-lauryl ether (Laureth 9) (L9) Polysorbate 80 Quillaja saponin Bile salts (BS) and derivatives Sodium glycocholate Sodium tauro- 24,25,dihydrofusidate (STDHF) Phospholipids Didecanoyl-L-alpha phosphatidyl choline (DDPC) Lysophosphatidylcholine (LPC) Lysophosphatidylglycerol (LPG) Fatty acids and salts Oleic acid Sodium caprate (NaCAP) Caprylic acid derivatives Chelating agents EDTA Cyclodextrins (CD) Dimethyl h-cyclodextrin Cationic polymers Chitosan (CHI) Modiﬁed chitosans Poly-L-arginines Aminated gelatine Lipids and miscellaneous systems Palmitoyl-DL-carnitine (AC) Glycyrrhetinic acid 1-[2-(Decylthio)ethyl]azacyclopentane-2-one (HPE-101) Starch microspheres PEGylated polymers Source: Ref. 27.
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Figure 3 Schematic diagram of the relation between absorption enhancement (as measured by bioavailability) and membrane damage (see Table 1 for abbreviations).



Many of the compounds listed are polyvalent in nature and, as a result, can have more than one mechanism of action, i.e., enhancing drug absorption. Some may aﬀect the overlying mucus layer, while others can remove components from cell membranes or, in general, cause irreversible damage by stripping oﬀ the membrane. The eﬀects seen are often dose-dependent. Some compounds can aﬀect both transcellular and paracellular pathways, once again in a dose-dependent fashion. The bile salts (and derivatives thereof ), selected because of their endogenous nature, have been studied in detail by many research groups [17–19] as have fatty acid materials (e.g., sodium caprate) [18] and phospho- (and lyso-) phospholipids [20–22]. Cell culture models (Caco-2), epithelial sheets (Ussing chamber methodology), animal models, and human studies have documented the use of these materials through clinical evaluation. However, despite a large amount of detailed research, there are few products that have been approved by regulatory authorities that employ surfactants as absorption promoters. This is due to the fact that such materials can be damaging in chronic use as well as irritant. Attempts to develop nasal formulations of insulin using nonionic surfactants, bile salts, and phospholipids as enhancers provide interesting case histories [19,20,23]. Nonsurfactant materials such as cyclodextrins and chelating agents (the latter acting directly on tight junctions by the sequestering of calcium) have also been investigated [24,25]. Often, exciting data obtained in animal models have not translated well to clinical studies in man [26]. When considering the use of these enhancer materials in the gastrointestinal tract for improved drug absorption, there can be important diﬀerences between in vitro studies involving isolated animal tissues and the in vivo situation where dilution of the formulation and rapid transit through
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key areas of the intestine (so far as absorption is concerned) can greatly aﬀect the conditions. Clearly, for an absorption promoter to work, it needs to be presented to the mucosal surface, together with the therapeutic agent, at a concentration that will provide improved absorption but not lead to adverse reactions and side eﬀects. Unfortunately, the eﬀectiveness of many absorption-promoting or -enhancing agents can be related directly to their ‘‘damaging’’ eﬀects on membranes (Fig. 3). In our research, we have sought to identify novel materials that will provide enhanced transport of molecules across mucosal surfaces in a safe and reliable manner. The essential characteristics of such a material can be listed (Table 2) [27]. We have examined in great detail lysophospholipids (especially lysophosphatidyl glycerol), starch microspheres (and their admixture with enhancers), and a range of cationic materials to include polysaccharides and discovered that the last group especially was able to enhance transmucosal delivery of drugs without any detectable damage to the membrane. It was argued that these cationic materials should provide a close contact with the nasal mucosa due to an interaction between the negatively charged sialic acid residues on the mucin and epithelial cell membrane and the positive charges on the cationic polymers. Therefore a decreased clearance of administered formulations from the nasal cavity and an increased absorption were expected. The studies were initially focused on two cationic polymers, namely, DEAE-dextran and chitosan. Studies were performed in rats and in sheep with simple solutions of the enhancer systems and insulin as a model drug [28]. In the rat model, it was shown that both positively charged polysaccharides were able to signiﬁcantly enhance the nasal absorption of insulin. However, when the sheep model was used, chitosan was far superior to DEAEdextran in terms of the absorption-enhancing eﬀect. It was suggested that a reason for this diﬀerence between the two polymers was that DEAE-dextran is less densely charged than chitosan and that DEAE-dextran is a branched polysaccharide as opposed to chitosan which has a linear structure. This could result in some of the charges being hidden in the DEAE-dextran network and therefore being unavailable for interaction with the mucosa



Table 2 Properties of an Ideal Absorption Enhancer a) b) c) d) e) f) g) h)



Pharmacologically inert at concentration used. Nonirritating, nontoxic, and nonallergenic. Any eﬀect on mucosa should be completely reversible. Should be potent (i.e., requires small quantities to be used). Compatible with drugs. Should be able to remain in contact with mucosa long enough to achieve maximal eﬀect. No taste or oﬀensive odor. Readily available and inexpensive.



Source: Ref. 27.
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[29,30], which, combined with the lower charge density, could result in a weaker bioadhesive eﬀect. Moreover, such a diﬀerence between the two polysaccharides would be more pronounced in the conscious sheep model as opposed to the anaesthetized rat model where the mucociliary clearance mechanism is impaired [31]. Consequently, it was concluded that chitosan (and derivatives thereof ) might be a material that fulﬁlled all of the requirements for a safe and reliable absorption promoter as listed in Table 2, and we embarked upon an extensive investigation on the use of chitosan as a delivery system for the transmucosal administration of challenging drugs.



IV. CHITOSAN Chitosan is a polysaccharide comprising copolymers of nacetyl glucosamine and glucosamine. It exists in small amounts naturally in certain fungi but is normally derived from chitin by alkaline deacetylation. The chain length of the chitosan polymer can be controlled by acid hydrolysis or enzymatic degradation. Chitin is the second most abundant polysaccharide material after cellulose [2]. It makes up the exoskeleton of insects and crustacea as well as plant cell walls. Most of the chitosans available commercially are derived from crustacean sources. It is important to appreciate that chitosans can be provided in diﬀerent molecular weights (and molecular weight distributions), degrees of deacetylation, and salt forms (e.g., acetate, hydrochloride, and glutamate). Chitosan salts are positively charged at acidic pH due to protonization of the NH2 groups. The physicochemical characteristics of a given chitosan will also depend on how it was produced from the native chitin material. As a consequence, chitosans that appear nominally to be the same can have diﬀerent physical/chemical properties, especially regarding their solubility in acidic solutions, but also in terms of their ability to enhance the transport of drugs across mucosal surfaces. These considerations have been well discussed by Roberts [32] who has urged workers in the ﬁeld to adopt a more detailed method for describing chitosan samples used for diﬀerent aspects of research. In our work, we have used chitosan materials obtained from Pronova Biomedical in Norway. These chitosans are produced by the total deacetylation of chitin followed by reacetylation to a required given speciﬁcation and display good solubilities in acid solutions (or as salt forms in water) even at high degrees of reacetylation (75%) [33]. Chitosan has been of interest to workers in the pharmaceutical ﬁeld for decades. It is unusual in being a positively charged polysaccharide with a good safety proﬁle, having been approved in certain countries (Italy, Norway, and Japan) for many years as a food additive. It is also used as a dietary supplement in putative agents for the reduction of fat absorption. Two pharmaceutical products containing chitosan as an excipient have now been marketed, namely, an oral controlled release hydrogel-based system (SQZ GelTM, Macromed) and a skin adhesive gel for wound healing (AquatrixTM II, Hydromer) [34].
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The early uses of chitosan as an excipient in pharmaceutical formulations have recently been reviewed by Illum [2], Dodane and Vilivalam [35], and Felt et al. [36]. The positively charged nature of chitosan provides interesting properties with respect to interaction with oppositely charged materials, especially those of high molecular weight [29,30]. Hence it was appreciated by us and others that chitosan would interact with mucus and mucosal surfaces (through an interaction with charged sugar groups such as sialic acid) and therefore have possible use as a bioadhesive material [37,38]. Indeed, this aspect has been exploited recently for the development of gastroretentive bioadhesive microsphere formulations [39]. Other reports on the use of chitosan as a bioadhesive agent have been provided by us for nasal delivery as well as others for a variety of mucosal routes [2,40–42]. The interaction between positively charged chitosan and negatively charged DNA has also been exploited for the improved delivery of plasmid DNA [43–45]. Under appropriate mixing conditions, small positively charged nanoparticles (50–100 nm in size) can be obtained. These particles can be taken up by target cells leading to gene expression. Indeed, the use of chitosan nanoparticles for gene vaccines has been an area of special attention [46,47]. Our work on the bioadhesive properties of chitosan led to the important discovery that this polymer was not only bioadhesive (and could be used to alter intestinal transit of formulations and nasocilliary clearance), but also had profound absorption-promoting eﬀects when given nasally to a rat or sheep model together with highly polar molecules such as hormones (insulin, calcitonin, LHRH-analogs) and morphine-6-glucuronide [48–50] (Fig. 4).



A. Mode of Action of Chitosans We realized that the dramatic increase in the bioavailability of the drugs when administered together with chitosan and the generally ‘‘pulsatile’’ shape of the pharmacokinetic proﬁle (drug concentration vs. time) could not be explained simply by a prolonged period of residence of an administered formulation at the absorption site. It has now been generally accepted that the mechanism of action of chitosan in enhancing the transport of drugs across mucosal membranes is due to a combination of bioadhesion (delayed clearance of the formulation from the site of absorption) and the transient opening of the tight junctions between the cells of the mucosal membrane [51]. Dodane et al. [52] studied the eﬀect of chitosan on Caco-2 cell monolayers and found that chitosan caused a reversible, time- and dose-dependent decrease in transepithelial electrical resistance (TEER) associated with an increase in paracellular ﬂux of the membrane-impermeant tracer, mannitol. These studies conﬁrmed the ﬁndings of Artursson et al. [53]. The involvement of the tight junctions in the increased permeation was visualized by confocal scanning microscopy and showed that epithelial cells (Caco-2) treated with chitosan expressed a thickened pattern of occludin at the cell periphery, ZO-1 decreased in
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tight junctions [55]. Ranaldi et al. [56] have lately compared the eﬀect of chitosan and other polycations (polyethyleneimines, poly-L-lysines of diﬀerent molecular weights) on the integrity of tight junctions and of the actin cytoskeleton using the Caco-2 cell line. All polymers induced a reversible increase in tight junction permeability which was concentration-dependent and also energy-dependent. The authors attempted to extrapolate their results to the oral administration of chitosan as a weight reduction agent, but their arguments were not convincing. Chan et al. [57] have recently proposed an alternative explanation for the mode of action of chitosans on cell membranes. They showed in vitro, using a variety of techniques, that chitosan induced perturbation of membrane bilayers formed from phospholipids. The same slight eﬀect on the membrane was similarly described by Dodane et al. [52] who also reported an increase in cellular activity (in terms of appearance of large intracellular vacuoles) after application of chitosan to the cell monolayer. However, the relevance of these in vitro studies to the in vivo situation was not investigated by the authors.



V. NASAL DELIVERY A. The Nasal Mucosa



Figure 4 Nasal administration of insulin to sheep. Eﬀect of added chitosan. Insulin dose 20 IU/kg, chitosan concentration 0.5%. (A) Plasma insulin; (B) plasma glucose.



intensity in some areas, there was a slight shortening of ﬁlaments, and actin aggregates appeared speciﬁcally at cell–cell boundaries [52]. These results conﬁrmed the results of Schipper et al. [54] who stained Z0-1 protein and found a distinctive disruption of Z0-1 in the same cell model after application of chitosan in the same cell monolayer model. The transmembrane protein occludin has been found to display a disrupted pattern after incubation with chitosan derivatives [55]. Chitosan may also aﬀect ion transport through an interaction with the cell surface. Such interactions may well lead to activation of intracellular events that involve the participation of secondary messengers and the protein kinases that are known to modulate



The nose has four major functions, namely, those of olfaction, mechanical and enzymatic defense, supply of air to the lungs, and conditioning of the air before it reaches the lungs. Of these, especially the defense system has an impact on the nasal absorption of drugs due to the tight junctions between the epithelial cells of the nasal membrane, the mucociliary clearance mechanism, and the possible enzymatic degradation of the drugs. Lipophilic drugs are generally well absorbed in the nasal cavity with bioavailabilities up to 100%, whereas small polar molecules generally have a bioavailability of less than 10% and peptides less than 1%. The anterior part of the nasal cavity is lined with squamous epithelium that gradually changes further back to pseudostratiﬁed columnar epithelium which constitutes the respiratory epithelium. This latter epithelium consists of a layer of elongated columnar cells on the surface and below is 2–4 layers of basal cells on top of the basal membrane. The respiratory epithelium is covered with cilia and most of the cells also with a layer of 2–4 Am long cilia. Cilia are ﬁne hairlike structures which can move in a coordinated way to help the mucus ﬂow across the epithelial surface. The mucus layer that covers the epithelium consists of a sol layer, a low viscosity periciliary ﬂuid, which surround the cilia, and a more viscous gel layer forming a layer on top of the sol layer and covering the tips of the cilia. Clearly, for a polar molecule of reasonable molecular weight, the membrane permeability can be considered the most important factor limiting the nasal membrane penetration. Drugs can cross the epithelial cell membrane either by the transcellular route exploiting simple concentration-
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dependent passive diﬀusion, receptor-mediated transport, or vesicular transport mechanisms. This is the case for lipophilic drugs which are readily absorbed and transported directly to the systemic circulation due to the high vascularity of the nasal mucosa. Polar molecules will generally pass the membrane via the tight junctions. As described above, the paracellular route will only allow molecule up to a certain size (less than 15 A˚) to pass through the junction unless absorption enhancers opening these junctions are employed. Another contributing factor to the low transport of polar molecules, which is especially of importance for peptides, is the enzymatic degradation taking place in the nasal cavity or during passage across the epithelial barrier. The nasal cavity and the epithelial membrane contain both exopeptidases and endopeptidases that can attack N and C termini and internal peptide bonds. The mucociliary clearance mechanism provides mammals with a very eﬃcient defense system against inhaled bacteria, particles, and irritants by transporting these on the surface of the mucus posteriorly in the nasal cavity and down the throat. Hence pharmaceutical formulation administered to the nasal cavity will also be transported away from the absorption site by the same mechanism. It has been shown that the half-life of clearance from the human nose is in the order of 15 min [58]. This mucociliary clearance of drug formulations can be controlled to some degree by the use of bioadhesive materials such as chitosan.



B. Chitosan About a decade ago, we were the ﬁrst to demonstrate that chitosan could enhance the nasal absorption of polar small molecular weight drugs as well as peptides and proteins [48]. Thus when insulin, in a simple chitosan solution formulation, was administered nasally to sheep, the plasma glucose levels fell to 43% of the control level within 90 min compared to a control solution of insulin which only caused a fall in blood glucose level to 83% of control levels. The corresponding plasma insulin levels resulted in a sevenfold increase in Cmax as compared to the control insulin solution (Fig. 4). A later Phase 1 clinical trial showed a bioavailability for the nasal chitosan solution formulation of about 10% vs. a subcutaneous injection [51]. Subsequently, other researchers have studied diﬀerent chitosans for the nasal delivery of drugs. Tengamnuay et al. [59] investigated the eﬀect of using diﬀerent chitosans (either initially in the form of free amines or as chitosan salts with molecular weights ranging from 800 to 1860 kDa) on the nasal absorption in rats of (D-Arg2)-kyotophin, a neutral dipeptide with morphine-like activity. The degree of deacetylation was from >70% to 97%. Signiﬁcant absorption of the peptide was found for all types of chitosan studied especially at lower pH values. Natsume et al. [60] studied various cationic enhancers for the enhancement of nasal absorption of dextran 4000. They found that in the rat model, chitosan was an excellent enhancer, but that poly-L-arginine and sodium dodecyl sulfate (SDS) were more powerful. However, of these, only
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poly-L-arginine showed no toxic eﬀect on the membrane in a similar way to chitosan. The eﬀect of chitosan molecular weight and chitosan concentration on the nasal absorption of peptides has been studied in rats and in sheep [61]. Hence it was shown in the rat model that when insulin was applied nasally in solution with chitosan fractions of molecular weights from about 450 to 10 kDa, the absorption of insulin, expressed in terms of lowering of the blood level, was highly dependent on the molecular weight of the chitosan. The absorption of insulin increased with an increase in molecular weight until about 200 kDa after which the lowering in blood glucose was not signiﬁcantly diﬀerent (Fig. 5). In terms of chitosan solution concentration, it was found that at and above a concentration of about 0.5%, there was no increase in eﬀect of chitosan on promotion of nasal insulin absorption in rats and sheep (Fig. 6). It should be noted that the blood glucose lowering eﬀect of the chitosan–insulin formulation was highest in the rat model. Chitosan can be formulated either as a simple solution formulation, as spray-dried powder formulations, or as microsphere or nanoparticle formulations. It has been shown in most cases that the eﬀects of chitosan powders and chitosan microspheres are superior in providing enhancement of the nasal absorption of polar drugs as compared to chitosan solution formulations. This is in part due to the longer residence time of these formulations in the nasal cavity [58]. Hence the chitosan–insulin solution formulation was optimized in the sheep model by producing a nasal chitosan powder formulation which resulted in an increase in bioavailability of nearly ﬁvefold as compared to the chitosan solution formulation [62]. Bioavailabilities



Figure 5 Nasal administration of insulin to rats. Eﬀect of the molecular weight of chitosan. Insulin dose 4 IU/kg, chitosan concentration 0.5%.
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Figure 6 Nasal administration of insulin. Eﬀect of chitosan concentration in the rat and sheep.



of 11.6%, 25.6%, and 36.6%, relative to subcutaneous injection, were likewise obtained in sheep for a goserelin chitosan solution formulation, a dry blend of chitosan and goserelin, and for goserelin freeze-dried with chitosan cross-linked microspheres, respectively [50]. A nasal calcitonin product, consisting of a simple solution of calcitonin and benzalkonium chloride (BKC), has been commercially available from Novartis in the last 5–6 years. Although it has been suggested by Novartis that at the concentration used the cationic surfactant BKC acts both as a preservative and as an absorption enhancer, the bioavailability of the product is only about 1–3%. Various companies are presently attempting to formulate an improved product with a higher bioavailability and a lower absorption variability. Soane [61] reported the results from a pilot study in 5 volunteers where salmon calcitonin was given nasally with and without chitosan as an absorption promoter. The results showed that the chitosan signiﬁcantly increased the nasal absorption as compared to a nasal control. Studies to optimize the novel chitosan– calcitonin formulation are now underway in Phase 1 clinical trials. A chitosan-based liquid formulation has been developed for the polar antimigraine compound alniditan. This formulation has been evaluated both in Phase 1 and Phase 2 studies. Phase 1 studies showed that chitosan enhanced the nasal absorption of alniditan to provide a bioavailability of about 60%. This result conﬁrmed earlier results from sheep studies. In a Phase 2 study, a chitosan solution formulation was administered to migraineurs at 2 dose levels during and outside migraine attacks. An early rise in plasma concentration and the amount of drug in the circulation were found to relate to headache improvement
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[63]. All the investigated pharmacokinetic parameters (Cmax, Tmax, AUC over 2h) were similar during and outside migraine attacks. The product was well tolerated. As a polar drug, morphine is not readily absorbed via the nose when administered in simple formulations (bioavailability of about 10% in humans) [64]. It has been demonstrated by recently published Phase 1 clinical trial data that a nasal chitosan–morphine solution formulation can give rapid absorption of the drug with the peak plasma concentration within 10 min and absorption increased about sixfold to provide a bioavailability of 60% vs. an intravenous injection [3]. An impressive increase in the absorption of morphine with the addition of chitosan to the nasal formulation was especially notable in this study. Importantly, a much lower degree of metabolism of morphine to its two most common metabolites (morphine-6-glucuronide and morphine-3-glucuronide) was found after nasal administration as compared to oral administration of morphine. Indeed, the metabolic proﬁle of the nasal chitosan–morphine formulation was similar to that obtained after intravenous administration. Further optimized chitosan–morphine formulations have provided bioavailabilities in the region of 80% in later dose ranging studies [27]. These initial studies have now resulted in a pilot Phase 2 evaluation and the development of a product capable of oﬀering patients rapid and eﬃcient pain relief by a noninjectable route [65]. This novel nasal morphine product containing chitosan as an absorption promoter is expected to reach the market within the next few years.



C. Chitosan Derivatives The chitosan derivative, trimethylchitosan (TMC), has also been evaluated for the enhancement of nasal delivery of polar drugs [66,67]. However, such chitosan derivatives that are soluble at basic pH values are more interesting for the purposes of oral delivery (see below) since the pH in the nasal cavity (pH 5–6) is suﬃciently low for the nonderivatized chitosan to stay in solution. Most of the studies performed with this chitosan derivative used either Caco-2 cells or in vivo animal models. When insulin was administered nasally to rats, in combination with chitosan or TMC (61.2% quaternization), as solution formulations at acid and basic pH values, it was shown that at pH 4.4, chitosan was superior in enhancing the absorption of insulin from the nasal cavity as compared to TMC [67]. However, not surprisingly, at pH 7.4, chitosan failed to show a signiﬁcant eﬀect, whereas TMC showed a similar eﬀect to that at pH 4.4. This, of course, was due to chitosan being insoluble at pH 7.4! In a later paper, Hamman et al. [66] investigated the importance of the degree of quaternization of the amine groups in TMC for its absorption-enhancing eﬀect on mannitol in the rat nose. They tested TMC with 12%, 22%, 36%, 48%, and 59% degrees of quaternization (TMC12, TMC22, TMC36, TMC48, and TMC59, respectively) and found that the absorption-enhancing eﬀect increased with increasing quaternization until a quaterni-
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zation of 48% was reached. There was no signiﬁcant diﬀerence between the eﬀect of TMC48 and TMC59.



D. Chitosan Microparticles Chitosan microparticles (or the combination of chitosan and other polymers) can be produced by processes of emulsiﬁcation, precipitation, complex coacervation, solvent evaporation, or a combination of these. The microparticles are either unstabilized or stabilized by cross-linking or by complexation with oppositely charged (macro)molecules. The drug is either encapsulated during the production process or sorbed into/onto the particles after production. The prepared particles are normally freeze-dried [62,68]. One of the more interesting concepts for the eﬃcient production of chitosan nanoparticles is the ability of chitosan to gel in contact with the negatively charged tripolyphosphate ions by ionotropic gelation that facilitates instantaneous nanoparticle formation. The nanoparticles are formed via inter and intramolecular linkages created between the cationic amino groups of chitosan and the tripolyphosphate anions [69]. It has been claimed by some authors that using this method, high nanoparticle yields and high drug loadings could be achieved, for example, with insulin [70,71]. The reasoning behind the use of chitosan nanoparticles for nasal drug delivery rather than a chitosan solution formulation appears to be the fact that certain bioadhesive nanoparticles have been shown to remain in the nasal cavity of man for extended periods of time [72]. The mean half-life of residence time of cationic nanoparticles (not chitosan-based) was found to be 2.3 F 1.7 hr in man. For the case of chitosan, Soane et al. [58] reported a half-life of residence of 45 min for chitosan solution and a half-life of residence time of 90 min for chitosan microspheres (25–50 Am in diameter) in man. A simple saline solution (control) had a half-life of 15 min. It has been suggested in various scientiﬁc papers that chitosan nanoparticles (300–400 nm in diameter), prepared by the ionic gelation method and loaded with insulin, were able to enhance the nasal absorption of insulin in the rabbit model to a greater extent than a simple chitosan–insulin solution formulation (results expressed by the reduction of glucose blood levels) [70,71]. However, surprisingly, these authors also showed that the chitosan–insulin solution formulation induced only a minor decrease in plasma glucose levels in their rabbit model. A recent study in two animal models, the rat and the sheep, has showed conclusively that chitosan nanoparticles (similar to those used in the Fernandez-Urrusuno studies) were not able to provide an improved absorption-enhancing eﬀect as compared to that of chitosan in solution or in a powder form [62]. In the rat model, the chitosan solution formulation was shown to decrease the blood glucose levels to 40.1% of basal levels, whereas the two nanoparticle formulations only lowered these levels to 59.7% and 52.9% of basal levels. The bioavailabilities of the various formulations, based on the pharmacodynamic data, were 47.9%, 37.7%, and 36.1%,
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respectively. However, due to a high variability, there was no signiﬁcant diﬀerence between the results obtained. In the sheep model, the chitosan–insulin solution formulation was found to give signiﬁcantly lower blood glucose levels (53.0% as compared to 73.3% and 72.6%) and a signiﬁcantly higher Cmax (179.1 AIU/ml compared to 66.9 and 106.2 AIU/ml) for plasma insulin than the nanoparticle formulations. Furthermore, the nasal chitosan–insulin powder formulation was found in all respects to be superior to all other formulations. Lim et al. [73] compared the absorption-enhancing eﬀects of hyaluronan–chitosan complex microparticles with those of hyaluronan and chitosan microparticles loaded with gentamicin after nasal administration to rabbits as dry powder formulations. It was found that the microparticles containing chitosan gave the highest bioavailabilities, 31% and 42% for chitosan and hyaluronan– chitosan complex microparticles, respectively. Unfortunately, no comparison was made to a formulation comprising chitosan–gentamicin in solution. The size of the microparticles was given as 19–30 Am.



VI. ORAL DELIVERY One of the current challenges in drug delivery is the discovery of novel methods for the improved oral delivery of polar molecules such as peptides and proteins (or polysaccharides in the form of low molecular weight heparin). Not surprisingly, such compounds are poorly absorbed across the mucosal surface in the gastrointestinal tract due to severe degradation by enzymes present within the intestines, their hydrophilicity, and the size of the molecule. Interestingly, it was shown by Drewe et al. [74] that the somatostatin analog, octreotide, a stable polypeptide, only achieved a bioavailability of 0.6% in man, and when administered with a surfactant absorption enhancer, the absorption increased to 3.3%. Desmopressin, which is marketed in the United States as an oral formulation, has a bioavailability in the order of 0.2%. Sinko et al. [75] evaluated the oral absorption of calcitonin in a dog model and found a bioavailability of about 0.5% when administered without enhancer systems and about 1.25% when administered in delivery systems containing either fatty acids or bile salts. In a Phase 1 clinical trial, such a fatty acid enhancer system (caprylic acid derivative) was found to provide a bioavailability of orally administered salmon calcitonin of 0.5–1.4% [76]. Similarly, it was found that insulin administered orally in dogs gave negligible levels of insulin in the blood, but when administered insulin conjugated to a lipophilic (alkyl)/hydrophilic (PEG) polymer, the bioavailability was estimated to 8% [77]. In man, no speciﬁc bioavailability study was performed, but the bioavailability was estimated to reach about 5% in a dose ranging study. A study in monkeys showed a bioavailability of 2.1% when parathyroid hormone (PTH) was delivered orally in combination with N(8-(2-hydroxy-4-methoxy)benzoyl)amino caprylic acid (4-
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MOAC), whereas without the enhancer system, the uptake was negligible [78]. Hence an oral delivery system that would enable the safe and therapeutic eﬀect of peptides and possibly proteins would be of great beneﬁt and interest to the pharmaceutical industry.



A. Chitosan It has been shown by our own group that chitosan can enhance the absorption of peptide drugs such as calcitonin after oral administration to the rat. Others, such as Luessen et al. [79] in Leiden, have reported bioavailabilities of 5.1% for buserelin in rats when the drug was administered orally as a solution formulation in combination with chitosan at pH 5.5. However, a disadvantage of chitosan as an oral absorption promoter is its relative low pKa (f6.5) of the preferred chitosan which has a degree of deacetylation of more than 80%. This means that at pH values of about 6.5 or higher, the protonation of chitosan decreases rapidly and the material becomes insoluble and precipitates out of solution. Hence at the pHs of the distal small intestines and distal parts of the colon, it is likely that chitosan will not have its full absorption-promoting eﬀect. Moreover, it could prove diﬃcult to formulate solid dosage forms containing chitosan where the chitosan will dissolve rapidly after the dosage form has disintegrated because the dissolution of chitosan is relatively slow even in acid media. In an attempt to overcome these problems, various derivatives of chitosan have been produced by introducing into the molecule groups that are protonated at acid, neutral, and basic pH values (e.g., trimethyl chitosan) [67] or protonated at values higher than pH 6 such as carboxymethyl chitosan [80]. The inﬂuence of mucus on the absorption enhancement of chitosan has been studied by Schipper et al. [81] using an intestinal cell line (HT29) with and without mucus layers and in an in situ perfusion model of the rat ileum. The discharge of mucus from goblet cells was considered to be a limiting factor that could inhibit the binding of chitosan to the epithelial cells and hence decrease the absorption-enhancing eﬀect. The authors suggested that increasing the local concentrations of chitosan and the drug could overcome the problem, but no studies were conducted in intact animals to verify this proposal. Probably the most important problem in the use of chitosan and chitosan derivatives for the improved drug absorption in the intestine is the need to deliver the drug and the polymer concurrently in a soluble form to the mucosal surface and thereby the problem of employing a preferred solid dosage form. Unfortunately, the dissolution of chitosan (and its derivatives) can be slow. Recently, attempts have been made to develop peptide products that are retained at critical sites in the intestine and which would allow the drug and chitosan enhancer to be delivered at an appropriate rate for optimal eﬀect. Rapidly swelling hydrogel formulations for this purpose comprising grafted chitosan have been described [82].
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It should also be mentioned that a range of publications has appeared in the literature concerned with the use of chitosan nanoparticles for oral peptide absorption [83]. These chitosan nanoparticles and other nanoparticle systems have all been tested in animal models where they have showed great promise for improvement of peptide absorption. However, it is at present unclear whether these promising results would also translate into similar results in man. Studies in man with polystyrene particles have shown that uptake of particles did not take place in the human gastrointestinal tract to a signiﬁcant extent [84–86]. Considerable work has been performed on the production of microparticle systems for improved oral delivery of peptides and proteins in the same way as described for nasal delivery systems [87]. The particles were produced either by chitosan alone, chitosan in combination with polymer counterions, or microparticles coated with chitosan. The main reason for using such microparticles for oral delivery is the potential of these bioadhesive particles to reside longer in the small intestines due to mucoadhesion, to protect the encapsulated drug against degradation in the stomach, and to promote absorption of the drugs in the gastrointestinal tract. Aydin and Akbuga [88] prepared chitosan beads by dropping a solution of chitosan containing salmon calcitonin into tripolyphosphate solution. The encapsulation eﬃcacy was 54–59%. In vitro, the drug was relased over nearly 30 days. Kawashima et al. [89] produced PLGA microparticles coated with chitosan and containing elcatonin (a calcitonin derivative). The chitosan-coated particles were found to reduce signiﬁcantly the blood calcium levels in rats after intragastric administration as compared to an elcatonin solution and noncoated PLGA microparticles. Takishima et al. [90] similarly coated ethylcellulose microparticles containing the antibiotic cephradine with chitosan and studied the intestinal transport of these particles in the rat after intraduodenal administration. The chitosan-coated microparticles were found to be retained for a longer period of time in the intestine (8 hr) than the noncoated microparticles.



B. Chitosan Derivatives The use of trimethylated and carboxymethylated chitosans as enhancers for the intestinal absorption of hydrophilic drugs has been investigated in detail by Junginger et al. [13,91–96] especially for oral delivery of polar drugs. They have described such materials as ‘‘safe permeation enhancers that are nonabsorbable and therefore not expected to show any systemic toxicity.’’ However, a detailed toxicological evaluation has yet to be provided. They chose chitosan derivatives to overcome the solubility problems exhibited by chitosan at neutral and basic pH values, especially when considering the conditions (pH, ionic strength) found in certain regions of the gastrointestinal tract. Various in vitro and in vivo investigations have been described by these authors to include studies in a large animal model—the pig [96]. However, as yet, no pivotal studies in man have been reported.
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Comparative studies between chitosan and trimethyl chitosans (TMC) of diﬀerent degrees of quaternization have been conducted using intestinal epithelial cells in culture (Caco-2) [95,97]. Transepithelial electrical resistance (TEER) and the permeability of a polar marker (14Cmannitol) were investigated at pH values of 6.2 and 7.4. Both chitosan materials aﬀected membrane permeability at the lower pH value with chitosan being superior to chitosan derivatives; however, at the higher pH value, the unmodiﬁed chitosan was insoluble, and as to be expected, only the TMC derivatives were eﬀective. TMC materials with a high charge density were observed to be optimal. In a series of similar papers, Kotze et al. have described experiments wherein the eﬀect of trimethylchitosan (TMC) on membrane permeability has been evaluated in the Caco2 model of intestinal epithelial cells. The results have shown that TMC is able to open the tight junctions of intestinal epithelial cells to allow for paracellular transport of hydrophilic molecules. It was concluded that the charge density of TMC, as determined by the degree of quaternization, is an important factor determining its potential use as an absorption enhancer across intestinal epithelia, especially in neutral and basic environments and could be important for the better delivery of challenging hydrophilic molecules such as peptides and proteins [97–101]. Cell-based toxicological investigations demonstrated that the TMC material was similar to chitosan and apparently opened paracellular pathways and thereby allowed enhanced transport of markers such as ﬂuorescent dextran and a dye, Texas red [93]. No staining of the nuclei was found. Consequently, it was concluded that TMCs were safe and did not perturb cell membranes. Studies were also performed to ascertain the cellular mechanisms responsible for alterations in tight junction morphology [102]. As with chitosan itself, the eﬀect of the TMCs was reversible. Immunohistological techniques were employed to show that the occludin pattern around the cell was disrupted but was normalized after the removal of the polymer. Cytoskeletal F-actin and intracellular calcium levels were also measured. While calcium levels were unaltered, significant rearrangement of F-actin, present at the subapical level, was observed. While these results were similar to those reported previously for chitosan, they were diﬀerent to those for other known absorption enhancers such as sodium caprate, which can also modify tight junction integrity. The peptide drug, buserelin, was employed by Thanou et al. [94] as a model peptide compound in cell culture and for in vivo studies in a rat model. A dramatic increase in bioavailability was found following the direct administration of the drug and TMC into the duodenum of the rat at a controlled pH of 7.2. Not surprisingly, at this pH, unmodiﬁed chitosan was shown to be ineﬀective. However, it should be borne in mind that in man, the upper regions of the intestine are acidic and a simple chitosan system could well be just as eﬀective. A similar study was recently published on the intestinal absorption of octreotide in pigs using N-trimethyl chitosan chloride as the absorption enhancer [96]. The formulations, all solutions, were applied directly into the jejunum. The TMC formulation was able
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to provide a bioavailability of 14% and 25% using a 5% or a 10% TMC concentration, respectively. For the highest TMC concentration, this represented a 14.8-fold increase as compared to a simple octreotide solution. Unfortunately, the paper did not indicate as to how it would be possible to provide a solid dose formulation for human use containing suﬃcient TMC to provide a 10% concentration at the absorption site. Less extensive reports on the use of mono-N-carboxymethyl chitosan (MCC) as an intestinal permeation enhancer have also been presented [80,103]. This material was exploited by Thanou et al. [80] for the delivery of anionic species that would interact unfavorably with cationic chitosan and TMCs. Transport studies using intestinal cell lines have shown that two diﬀerent grades of MCC were able to increase the permeation of low molecular weight heparin. Initial tests in the rat model indicated that MCC could provide therapeutic levels of the anticoagulant. The delivery of chitosan-based formulations orally has been considered by Dorkoosh et al. [104] who have examined an oral delivery system based on a superporous hydrogel (SPH) and composite polymers. The system was made of two components: a conveyor system made of SPH and a core that contained octreotide. The core was inserted into the conveyor system (core inside) or attached to the surface of the conveyor system (core outside). Four diﬀerent oral formulations were investigated in pigs to include a core outside system containing trimethyl chitosan. All formulations were placed in enteric-coated gelatin capsules. The highest bioavailability (16.1F3.3%) was achieved by the addition of trimethyl chitosan chloride as an extra absorption enhancer. Berkop-Schnurch et al. [105–107] have studied intensively the production and the in vivo characteristics of derivatives of chitosan such as chitosan–cysteine, chitosan–thiglycolic acid, and chitosan–EDTA based on principles of increased enzymatic inhibition or tight junction opening of the copolymers for improvement of oral peptide absorption. No in vivo studies have yet been published, as far as we are aware.



VII. BUCCAL DELIVERY A. The Buccal Mucosa The morphology of the oral mucosal membrane and the various routes of transport across the membrane have been described by various authors and shall only be summarized here [108–110]. The mucosal lining of the oral cavity represents an important topical route for delivery of drugs. It is especially important for more lipophilic drugs but could also be of relevance to polar drugs, such as small peptides, if the formulation contains an excipient that can promote transport across the epithelium. The oral mucosa has greater permeability and perfusion than the skin, and the oral cavity provides an environment almost free from the acidity and protease activity present elsewhere in the gastrointestinal tract. The mucosa is well vascularized and the veins drain directly into the jugular vein, so that drugs
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penetrating the epithelium will pass straight into the systemic circulation avoiding ﬁrst-pass metabolism. The accessibility of the oral cavity makes application of the drug easy and acceptable to the patient. Any taste problems can often be overcome by formulation approaches. The structure of the oral mucosa is very similar to that of the skin in that the oral mucosa is covered with stratiﬁed squamous epithelium. In part, the oral cavity, such as the gums and the palate, is keratinized. This keratin layer resembles the epidermis covering the skin. The mucosa lining the ﬂoor of the mouth and the buccal regions is nonkeratinized (lining epithelium) and the epithelium is similar to that covering the esophagus or uterine cervix. The expression ‘‘buccal mucosa’’ refers anatomically to the lining of the inside of the cheeks. The rate and degree of transport of drugs across the oral mucosa are very dependent on lipophilicity and molecular weight of the molecule. Lipophilic drugs are thought to be transported across the epithelium by the transcellular route, mainly by a mechanism of concentration-dependent diﬀusion. More hydrophilic small molecules and peptides are believed to cross the membrane by the paracellular route. However, it has been suggested that the main route of transport for most drugs across the oral epithelium is paracellular [111] and hence that the permeability is dependent on the nature of the intercellular material (arising from the membrane coating granules) being similar to the case for the epidermis of the skin. However, it has also been shown that the major intercellular barrier is lipid in nature (ceramides, glycosylceramides), and hence these materials will prevent the transport of more hydrophilic molecules [112].



B. Buccal Delivery Systems Traditionally, drugs have been delivered across the mucosal barrier in simple aqueous solutions or conventional sublingual or buccal tablets. A major limitation to obtaining good absorption by use of these simple formulations is the lack of retention at the site of absorption due to continuous dilution by salivary ﬂow. Thus in later years, the use of bioadhesive materials for the creation of ‘‘sticky’’ dosage forms has been utilized for buccal administration. By forming an adhesive interaction between the delivery system and the oral mucosa, the residence time of the drug at the absorption site is extended which should allow therapeutic drug plasma levels to be maintained over extended periods especially if the delivery system contains a controlled release entity. A great variety of bioadhesive polymers such as gelatin, agarose, hyaluronic acid, carbomers, polyacrylic acid–hydroxypropyl methylcellulose, as well as chitosan have been utilized in various formulations such as tablets, patches, tapes, ﬁlms, powders, and microsphere delivery systems [110]. Claims have been made that such systems can stay at the site of application for periods of 6 hr [113,114]. Albeit normally slowly, small lipophilic drugs have been shown to penetrate the oral mucosa (compared to absorption from the intestines) and to provide reasonably
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high bioavailabilities (e.g., 47% for nitroglycerin, 46% for ﬂecainide, and 69.8% for indomethacin). However, in order to increase the permeability for hydrophilic molecules and especially for peptides, it is necessary to include permeation enhancers in the formulations. Permeation enhancers that have been studied for this purpose include bile salts, surfactants, fatty acids, chelators, cyclodextrins, and chitosan [109,115]. Studies performed in vivo in rats, rabbits, dogs, and humans showed very variable results [109]. For peptides such as insulin, generally little or no drug could be detected in the blood stream after buccal administration with or without traditional absorption enhancers. However, recently, Morishita et al. [116] found a pharmacological availability (based on glucose levels) in rats of 15.9% after administration of insulin in a F-127 gel system with fatty acids as absorption enhancers. Smaller peptides such as buserelin and LHRH showed some absorption especially when administered with absorption enhancers (bile salts), i.e., 12.7% for buserelin in pigs. A human study delivering glucagon-like peptide in a buccal bioadhesive tablet with a bile salt showed a relative bioavailability of 47% to SC [117]. However, long-term eﬀects of mucosal irritation from these enhancer systems have to be considered carefully. In some instances, the use of bioadhesive formulations (e.g., adhesive patches) as compared to simple solutions was suﬃcient to increase the buccal transport of certain peptides (e.g., TRH and oxytocin). Chitosan has been utilized in buccal delivery systems either as a bioadhesive material or as an absorption enhancer. For example, Remunan-Lopez et al. [118] have described the preparation of buccal bilayered devices comprising a drug-containing mucoadhesive layer and a drugfree backing layer. The mucoadhesive layer was composed of a mixture of drug and chitosan, with or without an anionic cross-linking polymer (polycarbophil, sodium alginate, and gellan gum), and the backing layer was made of ethylcellulose. Using nifedipine and propranolol hydrochloride as slightly and highly water-soluble model drugs, respectively, it was demonstrated that these new devices show promising potential for use in controlled delivery of drugs to the oral cavity. In vitro release data showed that the release of drug could be controlled by the counterion used with the chitosan and that release times of more than 6 hr could be obtained. No in vivo data were given. Senel et al. [40] produced two types of buccal bioadhesive systems based on high molecular weight chitosan, namely, crosslinked chitosan ﬁlms and chitosan gels both containing chlorhexidine. The ﬁlms were cross-linked with tripolyphosphate and showed in vitro release of 1–2 hr similar to that for the gels. Portero et al. [119] have investigated the potential of chitosan to enhance buccal peptide and protein absorption, using a model of the buccal epithelium (cultured TR146 cells). Permeability studies were performed with 3H-mannitol and ﬂuorescein isothiocyanate-labeled dextrans (FD) with various MW (4.4–19.5 kDa) to determine the enhancing eﬀect of chitosan glutamate (diﬀerent salts with diﬀerent molecular weights). An enhancing eﬀect was found for
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chitosan concentrations of 20 Ag/mL and higher, correlating with a decrease in TEER values. Chitosan has been shown to have a signiﬁcant enhancing eﬀect on the permeation of drugs across the buccal mucosa without any toxic eﬀect on the membrane [109]. In these studies, various drugs (hydrocortisone, TGF-h—a large peptide) were incorporated into 2% chitosan gels produced from a high molecular weight chitosan (MW: 1,400,000 Da, 80% degree of deacetylation) and drug transport across excised porcine buccal mucosa evaluated and compared to a control. The results showed enhancement of permeability of up to sixfold for these hydrophilic drugs. Kremer et al. [120] investigated the eﬀect of molecular weight (270–1400 kDa) and degree of deacetylation (73–97%) on the permeability-enhancing ability of diﬀerent chitosans on the movement of hydrocortisone across excised porcine buccal mucosa. In the same work, chitosan gels were compared to carbomer gels. Chitosan and carbomer showed a similar drug ﬂux in the ﬁrst 3 hr after which the chitosan system showed signiﬁcantly higher ﬂuxes. There was no signiﬁcant diﬀerence between the eﬀects of the diﬀerent chitosans except that the highest molecular weight chitosan (MW 1400 kDa) provided a higher concentration of drug in the superﬁcial layers of the mucosa than did the other chitosans.



VIII. VACCINES A. Chitosan The chitosan concept has also been exploited for the delivery of antigens for nasal vaccination against various respiratory diseases by Illum et al. [46]. Signiﬁcant and improved immunoresponses have been obtained for pertussis, diphtheria, and inﬂuenza in a range of animal models (and in man for some antigens). It is likely that it is the absorption-promoting ability of chitosan (opening of tight junctions) that is promoting the contact of the antigen with intraepithelial and submucosal lymphocytes. The mucoadhesive properties of chitosan may also aid the contact between the antigen (especially if in particulate form) and the nose-associated lymphoid tissue (NALT) and the speciﬁc M-like cells in the NALT. This has been reviewed recently elsewhere [47]. Some of the results obtained for two of the antigens tested are discussed below. A formaldehyde stabilized recombinant diphtheria toxoid (CRM197) was administered nasally in diﬀerent doses (from 5 to 20 Ag) in an initial study in mice [121]. The formulations were solutions with and without chitosan. IgG serum titers similar to those obtained for an intraperitoneal (IP) injection of the antigen were obtained. High IgA levels were found for all nasal chitosan formulations in the nasal wash samples, whereas no response was seen for the IP formulation. Similar encouraging results had previously been obtained in both primed and naive guinea pigs, with a chitosan powder formulation found to be superior to the chitosan solution formulation [46]. Further studies in primed guinea pigs showed that in the presence of chitosan in the nasal formulation, antidiphtheria-neutralizing anti-
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bodies were induced at a level similar to those induced by the injection formulation. Moreover, it was found that the guinea pigs vaccinated nasally with the chitosan–CRM197 formulation were well protected against the disease after challenging with diphtheria [46]. Recently, these results have been conﬁrmed clinically in a three-way Phase 1 study in 25 adults whom had all previously been vaccinated against diphtheria (>5 years ago) [122]. The nasal chitosan powder formulation was shown to be superior in terms of IgA levels and induced neutralizing antibody levels as compared to the nasal diphtheria control formulation and in terms of IgA levels as compared to the conventional injectable vaccine. Both Th1 and Th2 responses were induced after nasal administration. The results indicate that the nasal CRM197 chitosan vaccine was eﬀective, protective, and also induced both humoral and cellular immunity against diphtheria toxoid [123]. Likewise, it has also been shown that chitosan enhances the immunoresponse obtained from inﬂuenza vaccine when given nasally to mice [46]. Hence IgG levels similar to those obtained after parenteral administration as well as signiﬁcant IgA levels were found both in the nasal ﬂuid and in the lungs. The responses from the nasal chitosan formulations were found to be superior to those obtained from a simple nasal antigen formulation. Recently, these encouraging results have been conﬁrmed in a Phase 1 clinical study in 60 volunteers. The HI values were increased more than fourfold relative to predose HI values and HI values of 40 and higher were found. These results are indicative of protective levels of antibodies according to the CPMP requirements. HI levels were similar for the nasal inﬂuenza vaccine containing chitosan and the conventional intramuscular inﬂuenza vaccine [46]. Westerink et al. [124] examined in mice the eﬀect of administering tetanus toxoid (TT) nasally in combination with a thermal gelation agent Pluronic F127 and either lysophosphatidylcholine (LPC) or chitosan. It was shown that the immune response, in terms of IgG and IgA levels in lung and nasal washes, was superior for the formulation containing chitosan as compared to Pluronic F127 alone or in combination with LPC. There was no comparison to a formulation comprising TT and chitosan in solution, and hence it is not possible to evaluate whether a simple chitosan formulation would be as eﬀective as the F127/ chitosan formulation.



B. Chitosan Microparticles The use of chitosan for mucosal vaccination has been reviewed by van der Lubben et al. [125]. These authors pointed out that chitosan easily forms microparticles and nanoparticles which encapsulate large amounts of antigens such as ovalbumin, diphtheria toxoid, or tetanus toxoid. It has been shown that ovalbumin-loaded chitosan microparticles are taken up by the Peyer’s patches of the gutassociated lymphoid tissue (GALT). Additionally, after co-administering chitosan with antigens in nasal vaccination studies, a strong enhancement of both mucosal and systemic immune responses can be observed. They con-
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cluded that chitosan particles, powders, and solutions are promising candidates for mucosal vaccine delivery. Calvo et al. [126] produced chitosan nanoparticles containing nonionic surfactants in the form of diblock copolymers of ethylene oxide and propylene oxide (Pluronics) and tripolyphosphate. The particles (200–1000 nm) were loaded with bovine serum albumin. These nanoparticles had an entrapment eﬃciency of 80% and released the model antigen for up to 1 week in vitro dependent on the composition and loading degree of the nanoparticles. The same authors later encapsulated tetanus toxoid in the same type of nanoparticles and found similar long release times [127]. The same authors have also recently investigated the role of a chitosan coating on a 125I-tetanus toxoid-loaded PLGA nanoparticle system in terms of transport across the nasal mucosa [128]. It was found in a rat model that after nasal administration, the chitosan coating provided an enhanced transport of toxoid into the blood stream as compared to noncoated PLGA nanoparticles. This supported previous results for PLA-PEG nanoparticles loaded with the same radiolabeled antigen [129]. In the most recent study from the same group, various types of nanoparticles (PLA-PEG NP, chitosan-coated PLGA NP, and chitosan NP) were tested. The loading capacity for proteins (to include tetanus toxoid), the stability of the protein, the ability to transport the antigen across the nasal and intestinal mucosae, and the resultant immune responses were all measured [130]. Surprisingly, the authors found that PLAPEG particles were superior to PLA particles in transporting tetanus toxoid into the blood stream after nasal and intestinal application. It was likewise found that chitosan had the same eﬀect on PLGA nanoparticles after nasal administration. Finally, it was found that chitosan nanoparticles compared to free antigen were superior in inducing an immune response in mice (in terms of serum IgG levels) after nasal administration. A number of papers have been published by van der Lubben et al. [131–133], which have described the preparation of chitosan microparticles and the good incorporation of ovalbumin and diphtheria toxoid (DT). The microparticles ( Alg > carboxymethyl chitin ðCMChitinÞ > PAA Nakajima and Shinoda showed that the backbone chain conformations of component polymers together with the kind and location of ionizable groups were important factors to discuss the formation and structure of PEC [26]. They used glycol Ch (GC), which is water soluble at all pHs, as a polycation and hyaluronic acid (HA), chondroitin sulfate (CS), Hep, and sulfated cellulose (SCS) as polyanions. In the GC–HA and GC–CS systems, the experimental curves of complex composition, R, to pH crossed the theoretical curves at R = 0.5 (Fig. 5 shows the GC–HA system as an example.) In both complexes, the neutral complex appears only at R = 0.5. The positive and negative charges may remain in the regions R < 0.5 and R > 0.5, respectively. This result shows that the dominant factor in these cases is the pyranose structure itself rather
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Figure 4 Degree of ionization for amino groups of Ch in the presence of xanthan. The mole ratio of carboxyl groups to amino groups: ., 0.30; E, 0.60; n, 1.19. (From Ref. 22.)



than the kind and location of the ionizable groups on the pyranose ring. In the case of the GC–Hep system, the discrepancy between theoretical and experimental curves was rather small, and complex formation seemed to proceed almost stoichiometrically. However, the complex composition was GC/(GC + Hep) = 0.65 at the lower



pH region. They suggested that one of the possible structures having these compositions was the ladder form sandwiching a Hep molecule between two GC molecules. Moreover, the experimental curve of the GC–SCS system was remarkably diﬀerent from the theoretical curve, as shown in Fig. 6. However, the complex composition at the



Figure 5 Composition of complex plotted against pH for GC–HA system. (From Ref. 26.) Copyright 1976, reprinted with permission from Elsevier Science.
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Figure 6 Composition of complex plotted against pH for GC–SCS system. (From Ref. 26.) Copyright 1976, reprinted with permission from Elsevier Science.



lower pH region was the same value as that of the GC–Hep system. In this case, it is thought that the GC–SCS system is similar to the GC–Hep system in structure, but negative charges are always conserved. The reason for such diﬀerence may be the location of the –OSO 3 groups on SCS and Hep molecules. Similarly, the theoretical and experimental curves of the mixing ratio intersect at 0.46, 0.52, and 0.53, for the GC–CMC, GC–Alg, and GC–PGal complexes, respectively [27]. On the contrary, in the case of the GC– dextran sulfate (DS) complex, the stoichiometric composition occurs at R = 0.62 at pH < 3.5. It was concluded that the GC–DS complex had a diﬀerent structure from the other three [28]. In the case of n-Car, K+ ions induce helix conformation and promote helix–helix aggregation. The decisive factor of the Ch–Car complex formation seems to be whether n-Car is in a helix–helix aggregated state [29]. The interaction between Ch and n-, L-, and E-Car in their coil or nonaggregating helical conformation normally resulted in the formation of PEC with stoichiometric charge ratios of unity. Nevertheless, the formation of PEC was signiﬁcantly aﬀected by the fraction of n-Car in K+-induced helical conformation. If the n-Car exists in the helix–helix aggregated state then the interaction with Ch produces PEC with a charge ratio below unity, thereby providing a means of complexes with a surplus of negative charge. In this case, Ch molecules act as binding elements between helix–helix aggregated n-Car. Partially N-acylated Ch samples were used to examine the eﬀect of the N-acyl groups on the complex formation with CS [30]. The Rmax values became larger with increasing substitution degree of N-acyl groups but were not dependent on the kind of N-acyl group. Broad turbidity



curves appeared at pH 4.5 at the higher substitution degree of N-propionyl, N-hexanoyl, and N-myristoyl. The higher the acyl group, the stronger the eﬀect, due to the insolubility of the complexes and the hydrophobic interactions of N-fatty acyl groups. It is diﬃcult to form a ladderlike structure in this system owing to bulky acyl groups. Therefore, some of the free groups that are not involved in the PEC formation may exist inside the complexes.



C. Complexes with Proteins Remunˇa´n-Lo´pez and Bodmeier investigated optimal conditions for the complexation between Ch and type B gelatin (Gel) [31]. All of the optimal preparation conditions were essentially coincident with those for Ch–polysaccharide complexes. In addition, complexation was found to depend on the molecular weight of Ch and Gel; higher-molecular weight Ch resulted in higher amounts of complex formed, whereas higher-molecular weight Gel solubilized the complexes. When a protein reacts with an oppositely charged polyelectrolyte to form PEC, a conformational change occurs. Park et al. reported the conformational change of a-keratose (Ker) by complexing with Ch at pH 5.2 [32]. The a-helical structure in Ker was transformed into a random structure by complexing with Ch at Rmax, whereas the h-sheet was not aﬀected. It seemed that helixfavoring amino acid residues, aspartic and glutamic acids, participated in forming electrostatic linkages. As shown in Fig. 7, the lower the molecular weight of Ch, the higher the destruction of the a-helix in Ker. low-molecular weight Ch seems to cause easier or complete complexation reaction.
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Figure 7 Eﬀect of molecular weight of Ch on the secondary structure of keratose at Rmax: (A) Mv = 5.91  105; (B) Mv = 4.83  105; (C) Mv = 1.91  105; (D) Mv = 1.08  105; (E) Mv = 0.31  105; n, a-helix; m, h-sheet; n, random structure. (From Ref. 32.)



Taravel and Domard investigated the interaction between Ch and bovine atelocollagen (Col) in detail [33,34]. When a solution of ChHCl was added to a Col solution of pH 7.8, a pure PEC was formed. Interestingly, the aggregation of the triple helices of Col was not inﬂuenced by this interaction. During the formation of PEC, Col behaves like dispersions of encapsulated microgels. Accordingly, only some of the negative charges of Col can participate in the PEC. The weight proportion of Ch in these complexes was 14.2% and 10.2% for low-molecular weight and highmolecular weight Col, respectively. These values are much lower than that of the theoretical value (28.5%). This limitation is attributed to a competition between the formation of PEC and Col triple helices. Moreover, they attempted to prepare a 1:1 complex by two diﬀerent methods [35]. The ﬁrst method was to form the complex at a temperature higher than the denaturation temperature of Col to avoid gelation of Col. Denaturation allowed the formation of a pure PEC with much higher Ch/Col ratio than the values obtained at lower temperature. However, a theoretical complex was not formed, as denaturation was not entirely completed. The presence of a large excess of Ch was the second method. The solution of ChHCl was added to a Col solution of pH 3.6. The solutions thus prepared could contain a great excess of Ch up to 1200%. By increasing the pH of these mixture solutions to pH 5.8, the complexation between the two polymers was achieved. A large excess of Ch could destabilize the gelation of Col, and Col did not precipitate in the intermolecular associations



of triple helices. The presence of an infrared (IR) absorption band at 1600 cm1, the shift of the amide I band, and the insolubility at pH 5.6–5.8 of this complex suggested the formation of a hydrogen-bonding complex (HBC). HBC is often found in polymer blends, such as Ch–poly(viny alcohol) (PVA) [36] and N-acetylated Ch–PVA systems [37]. Hydrophobic interactions are also important in the complexes with proteins. a-, h-,and n-caseins (Cas), which are phosphoproteins in milk, are precipitated by Ch [38]. NaCl up to 1 mol/L was ineﬀective to prevent interaction between Ch and Cas, and a nonionic detergent, Tween 20, up to 2% was unable to prevent the Ch–Cas interactions. However, the complex could be dissolved in a mixture of increased NaCl and Tween 20. In this case, hydrophobic and electrostatic interactions participate in the association and coagulation of Cas with Ch. The fraction of hydrophobic surface on a Ch molecule was estimated as 51.5% at pH 6.3, and it increased slightly to 52.4% on increasing the ionization degree to 100% [39]. Therefore, an increase in the ionic strength would reinforce the hydrophobic interactions between Ch and hydrophobic residues of Cas. The complexation with Ch also imparts to faba bean legumin (FBL), a seed storage protein, the solubility at the isoelectric point, pI = 5.2, and higher pH [40]. Only at pH > 7.0 did the Ch–FBL complex precipitate from the solution due to the insolubility of Ch, and the complex was stable even at high ionic strength as 1 M NaCl. This result points to a substantial contribution
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of noncoulombic interactions to the Ch–FBL complex. The increase in negative deviations of limited viscosity numbers from additive values with increasing NaCl concentration may be evidence for a substantial role of hydrophobic interactions.



D. Complexes with DNA As expected, Ch interacts very securely with DNA in solution and causes DNA to be precipitated from solution. This complexation is very similar to the Ch–polyphosphate (PP) [41], GC–metaphosphate (MP) [42], and MGC–MP [42] systems. Phosphoric acid is a slightly stronger acid than carboxylic acids. Therefore, Ch–DNA complex is stable in 0.1 mol/L HCl, but unstable in 0.1 mol/L NaOH. Kendra and Hadwiger showed that the Ch must be 7 or more sugar units in length both to optimally induce plant genes and to inhibit fungal growth [43]. This length requirement suggests that a series of positive charges match up with phosphate negative charges in the grooves of the DNA helix in the B form. Hayatsu et al. added Ch solution (pH 5) to the solution of DNA, RNA, and homopolynucleotides (pH 7.2) to form insoluble complexes [44]. The double strandedness of DNA was retained in the complex because the PEC preparation process is mild enough not to inﬂict any damage on DNA. In this system, DNA molecule was accessible to enzymes and reagents having an aﬃnity to
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DNA. For example, DNA in the complex could be digested with a mixture of DNase I and phosphodiesterase, and cytosine residues in the DNA (denatured DNA) could be deaminated by treatment with sodium bisulfate. In addition, carcinogenic heterocyclic amines showed adsorption to DNA and RNA in the complex. On the contrary, it was reported that DNA complexed with Ch, at all charge ratios, resulted in a signiﬁcant decrease in degradation by DNase II; the lower the molecular weight of Ch, the higher the inhibition eﬀect [45]. N-Dodecylated Ch (Ch12) also reacted with DNA to form a PEC [46]. Although DNA in the Ch–DNA complex was not suﬃciently protected when it was exposed to DNase, DNA in the Ch12–DNA remained intact due to the protection from nuclease oﬀered by Ch12. In addition, complexation with Ch12 enhanced the thermal stability of DNA. However, the complex was dissociated by the addition of microions; the ability of Mg2+ to break the PEC was greater than that of Na+ and K+. This is related to the diﬀerent aﬃnity of ions to DNA; Mg2+ has a much higher aﬃnity to DNA compared with Na+ and K+ [47]. After complexation between Ch and DNA, phase separation occurs to yield coacervates that represent the aggregated colloidal complexes. The Ch–DNA particles had a negative surface charge when the complexes were made at N/P ratio below 2, and became positively charged at N/P ratio above 2 through neutral at N/P = 2, as shown in Fig. 8 [48]. The pH of the solution at 5–5.8 and a temperature



Figure 8 N/P ratio dependence of zeta potential of Ch–DNA complex. Measurements were performed with 20 mg of DNA in 1 mL of 0.15 mol/L NaCl. (From Ref. 48.)
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Figure 9 Eﬀect of pH on zeta potential of Ch–DNA nanoparticles. (From Ref. 49.) Copyright 2001, reprinted with permission from Elsevier Science.



of the solution above 50jC resulted in Ch–DNA nanoparticles [49]. The size of Ch–DNA nanoparticles was optimized to 150–250 nm with a narrow distribution at N/ P ratio between 3 and 8 and Ch concentration of 100 Ag/mL. The zeta potential of the Ch–DNA nanoparticles was +22 to +18 mV at pH < 6.5, and decreased dramatically to 20 mV at pH 8–8.5, as shown in Fig. 9. At pH 7.0–7.4, the nanoparticles appeared to be electrostatically neutral and may oﬀer an eﬀective protection to the encapsulated DNA from nuclease degradation.



E. Ternary Complexes Kikuchi and his coworkers reported complexes consisting of three polyelectrolyte components, strong polybase– weak polybase–strong polyacid system and strong polybase–strong polyacid–weak polyacid system. In the MGC–GC–poly(vinyl sulfate) (PVS) system, the molar ratio, S(PVS)/N(MGC+GC), to form insoluble complexes decreased with increasing solution pH [50,51]. Experimental conditions and results of elemental analyses



Table 2 Reaction Conditions and Elemental Analyses of MGCGCPVS Complexes Reacting conditions



Samplea 1-A 1-B 1-C 1-D 1-E 1-F 2-A 2-B 2-C 2-D 2-E 2-F



[H+]



Molar ratio in mixture (S/N)



Sulfur (%)



Nitrogen (%)



Molar ratio in PEC (S/N)



7% HCl 4% HCl 1% HCl pH 2.0 pH 6.5 pH 13.0 7% HCl 4% HCl 1% HCl pH 2.0 pH 6.5 pH 13.0



2.00 1.60 1.20 1.00 0.80 0.70 2.00 1.60 1.20 1.00 0.50 0.50



6.70 7.02 8.15 8.12 8.10 6.82 6.83 6.93 7.68 8.17 6.51 8.19



2.63 2.98 3.13 3.18 3.04 2.88 2.08 2.75 3.10 3.22 3.19 3.13



1.11 1.03 1.14 1.12 1.16 1.03 1.43 1.10 1.08 1.11 0.89 1.14



a Series 1: PVS solution was added dropwise to MGC + GC solution. Series 2: MGC + GC solution was added dropwise to PVS solution. Source: Ref. 51. Copyright n 1988 Wiley. Reprinted by permission of John Wiley & Sons, Inc.
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for each PEC prepared are given in Table 2. The compositions of sulfur and nitrogen are almost the same. Because coagulation did not occur at pH > 6.5 in the GC–PVS system [52,53], only MGC was expected to react with PVS in the solution of pH > 6.5. However, in IR spectra, the absorption band at 1540 cm1 assigned to –NH+ 3 in GC was present in the PEC except for the PEC prepared at pH 13.0, and the absorption band assigned to –NH2 that should appear at 1600 cm1 was absent. This is due to the strong induction eﬀect by charged PVS as described above, because the absorption band at 1230 cm1 assigned to –OSO 3 in PVS was present in each PEC. The MGC–poly(L-glutamate) (PLG)–PVS system is more convenient for investigating the composition of the complexes by IR spectrometry, as each component in this system has a diﬀerent reactive group [54]. The intensity of the IR absorption based on the –COO group increased with increasing pH from 2.0 to 5.0, and was constant at pH 6.0–13.0. These results inferred that PLG was absent in the PEC at pH < 2, increased with increasing pH from 2.0 to 5.0, and was constant at pH > 6.0. The intensities of the absorption band around 1240 cm1 assigned to the –OSO 3 groups of PVS for the PEC prepared at pH < 2.0 were medium, and those for the PEC prepared at 2.0 < pH < 5.0 were weak. The absorption band around 1740 cm1 assigned to the –COOH group of PLG was present in the PEC prepared at pH 4.0 and 5.0. These results were identical with those of the elemental analyses. This kind of PEC was also prepared in the MGC–carboxymethyl dextran (CMD)–PVS system under various pH conditions and in a diﬀerent order of mixing, and similar results were obtained [55]. The PECs obtained are classiﬁed into three groups by means of elemental analysis, IR spectroscopy, and solubilities. The ﬁrst is the group of PECs prepared at pH < 3, which are composed of MGC and PVS connected by ionic bond with each other. The second is the group of PECs formed at pH > 6.5, which are made up of MGC, CMD, and PVS linked by ionic bond with one another. The last is the group of PECs prepared at intermediate pH, which also constitute MGC, CMD, and PVS, but have a more complex three-dimensional network structure.



F. Complexes by Template Polymerization Water-insoluble PECs of Ch–PAA and Ch–poly(styrene sulfonate) (PSS) can be obtained from the radical polymer-



ization of acrylic acid (AA) and sodium 4-styrene sulfonate (NaSS), respectively, in the presence of Ch as a template at pH 4–4.5 [56]. It was concluded that the template polymerization technique appeared advantageous only for the synthesis of the Ch–PAA complex. The molecular weight of PAA obtained increased with increasing molecular weight of Ch, as shown in Table 3 [57]. However, the structure and conformation of Ch molecule, in which –NH+ 3 groups are separated from each other by a sequence of four atoms and oriented towards opposite directions in space, are disadvantages for the coordination of AA and NaSS molecules. Therefore, the eﬀect of Ch as a template seems to be quite poor in comparison with that of vinyl polymer such as polyallylamine. At least the ﬁrst step of this template polymerization is not an ionic preadsorption of monomer molecules onto Ch template, but the formation of a growing oligomer in the solution, which complexes with the template only beyond a critical chain length. In other words, an oligomer formation seems more favored than the polymerization of monomer molecules adsorbed onto Ch molecules. Ch–PAA complex nanoparticles were also prepared by template polymerization of AA in Ch solution [57]. The diameter of the nanoparticles was 200–300 nm, and the surface of the nanoparticles had positive charges. At pH 7.4, PAA was highly extended while Ch was insoluble, resulting in the phase separation of nanoparticles where Ch was coated on the nanoparticles. These nanoparticles seem to form a sort of core–shell structure.



III. PROPERTIES OF MACROMOLECULAR COMPLEXES OF CHITOSAN The properties of macromolecular complexes depend not only on the component polymers but also preparation conditions as mentioned above. The stoichiometric complexes are generally insoluble and make hydrogel.



A. Swelling Properties When weak polyelectrolytes are involved in the PEC, the swelling ratio of the PEC depends on the environmental pH. Figure 10 depicts the swelling behavior of the Ch–Car complex gel in the various pH media [17]. Similarly, Ch–DS gel swelled at pH 10–12, and took the maximum volume at



Table 3 Relationship of the Molecular Weight of Ch and PAA Molecular weight of Ch Mw 40,000 80,000 100,000 200,000 300,000



Polymerization time (h)



Molecular weight of PAA Mn



Yield of PAA (%)



Yield of nanoparticles (%)



2 2 2 2 2



367 1087 2138 4526 8026



85 83 72 78 71



70.0 68.6 62.3 63.1 60.0



Source: Ref. 57. Copyright 2002, reprinted with permission from Elsevier Science.



Macromolecular Complexes of Chitosan



689



Figure 10 Equilibrium swelling ratio of Ch–Car complex gel: o, HClaq.; 5, NaOHaq.; D, KOHaq. (From Ref. 17.) Copyright n 1993 Wiley. Reprinted by permission of John Wiley & Sons, Inc.



pH 10.5 [58]. These are weak base–strong acid-type PECs. In acidic and neutral solutions, amino groups remain positively charged, and the electrostatic bond between  –NH+ 3 and –OSO3 groups remains, resulting in no swelling. If the complex is immersed in an alkaline solution, the amino group is deionized, although the sulfate group holds the negative charge. Therefore, the electrostatic bond between the two functional groups disappears, as shown in Fig. 11. Generally, swelling of ionic gels is explained by the diﬀerence in osmotic pressures due to ionic solutes in the gel and in the ambient solution. Na+ attracted by the negatively charged sulfate group increases the osmotic pressure of the gel. Thus, the swelling of the gel occurs. According to this mechanism, the complex gel is expected to swell at pH above 6.3, pKa of Ch [59]. However, the gel did not swell even at pH 9. This discrepancy suggests the induction eﬀect of the ionized sulfate group on the amino



group. Furthermore, if the complex gel has net negative charge, anions including OH will be excluded from the complex gel. Then the internal pH is lower than the external pH, and the complex gel does not swell even at pH 9 [58]. At pH > 10.5, the equilibrium swelling ratio decreased with increasing pH, probably due to the increase in ionic strength of the external solution with increasing pH. However, in a KOH solution, the equilibrium swelling ratio of the gel was smaller than that in the NaOH solution, because K+ has stronger aﬃnity than Na+ to sulfate groups (Fig. 10). Sakiyama et al. also prepared Ch–DS complex gel containing more amino groups than sulfate groups [60]. In this case, part of the protonated amino groups remained free from electrostatic interaction with sulfate groups. When the molar ratio of amino group to sulfate group was higher than unity, the equilibrium volume at pH 10.5 was low.



Figure 11 Schematic representation of swelling mechanism of Ch–Car complex gel.
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A PEC gel of the weak base–weak acid system was also made from Ch and xanthan (Xan), which has a carboxyl group [61,62]. When the complex is placed in acidic or basic media, dissociation of the intermolecular bonds takes place according to: COOH þ þ H3 N p COOþ H3 N ! COO þ H2 N The swelling ratio of the Ch–Xan complex was greater than that of the Ch–Car complex, and this PEC is considered one of the amphoteric gels. As expected, in addition to the pH range 10–12, the gel swelled at pH < 1.5 and dissolved in the pH range 0.2–1.0 in the course of swelling. With the increase in concentration of NaCl, the equilibrium swelling ratio decreased, and dissolution of the gel was depressed. Furthermore, the pH values at the maximal equilibrium swelling in alkaline and acidic solutions were shifted to the neutral side in the presence of NaCl. Unlike the neutral gel, the pH-sensitive swelling rate of the Ch–Xan complex gel can be described by the collective diﬀusion of the gel network, which is based on the diﬀusion of a polymer network, but it is not controlled by the cooperative diﬀusion of the network, which reﬂects the concentration ﬂuctuation of the network in the gel, because the swelling rate of an ionic gel was inﬂuenced not only by the diﬀusion of network but also by the diﬀusion of mobile ions and the dissociation of functional groups on the polyelectrolytes [63]. As a result, the swelling rate of the Ch–Xan complex gel placed in a solution of pH 10 after previous equilibration at pH 11 was dominated by the diﬀusion rate of such mobile ions as Na+ in the gel rather than by cooperative diﬀusion of the network, whereas the swelling rate of the gel placed in the solution of pH 10 after previous equilibration at pH 7 was inﬂu-



enced not only by the diﬀusion of mobile ions but also by other factors such as the charge state of Ch in the complex gel [64]. Dumitriu et al. discussed the inﬂuence of the acetylation degree and molecular weight of Ch as well as pH on the swelling behavior of the Ch–Xan complex [65]. The complexes derived from Ch with acetylation degrees of 10% and 28% swelled with very similar proﬁles, whereas the complex from Ch having the acetylation degree of 34% showed a distinctly lower swelling degree. This could be explained considering that the lower the degree of acetylation, the more ionic linkages occurred, resulting in a denser gel that has the potential to absorb increased amounts of water. On the other hand, the molecular weight of Ch had a strong inﬂuence on the water absorption; the lower the molecular weight, the higher the swelling degree. Yao et al. prepared the PEC membrane consisting of Ch and Pec using formic acid as the casting medium, and obtained a similar swelling behavior [66]. With decreasing acetylation degree of Ch, the swelling degree of the complex increased in acidic and alkaline regions. When the complex was prepared with Pec of higher methoxylation degree, the complex swelled largely over the whole pH range. With increasing preparation pH, the swelling degree of the complex increased in the acidic range and decreased in the alkaline region. Argu¨elles-Monal et al. reported the dependence of swelling of the Ch–CMC complex membrane on pH [67]. They found that the swelling of the membrane in water exhibited a characteristic pattern; the membranes adsorbed water until a maximum swelling was achieved, after which the membranes slowly shrank to an equilibrium value. The maximum swelling value, time, and rate increased as the preparation pH increased from 4.2 to 5.7, indicating that the PEC prepared at pH 5.7 had more free



Figure 12 Temperature dependence of apparent diﬀusion coeﬃcients for Ch–CMC complexes: o, PEC prepared at pH 4.46; F, PEC prepared at pH 5.51. (From Ref. 68.) Copyright Society of Chemical Industry, reproduced with permission. Permission is granted by John Wiley & Sons, Ltd. on behalf of the SCI.



Macromolecular Complexes of Chitosan



ionic groups than that formed at pH 4.2. The shrinkage observed could be accounted for by the formation of new electrostatic bonds. PEC formation and its consequent precipitation occur very rapidly and, as a result, the polymer chains of the PEC become trapped in arrangements that are not the equilibrium ones. By removing salt from the complex in water, the electrostatic attraction is restored and results in the formation of new bonds [61]. Polymer chains in PEC having electrostatic interactions with another polymer chain experience a restriction in mobility due to ionic cross-linking. However, the segmental mobility of the polyelectrolyte chains in the swollen state may be suﬃcient to allow adequate spatial rearrangements of the reacting groups. The sorption of water vapor by the same PEC membranes was not a Fickian process [68]; the PEC exhibited a linear dependence of water uptake on the time during the ﬁrst 120 min. This is a characteristic feature that occurs when the diﬀusion rate and the mobility of the penetrant are much higher than the segmental mobility of the polymer. It ceased at the moment when the diﬀusion fronts advancing from the opposite surfaces met at the center of the membrane. After that, the swelling of membranes obeyed second-order kinetics. The pseudo-zero-order rate constants were almost the same, but the pseudo-secondorder rate constant of the PEC prepared at pH 4.46 was almost ﬁve times as large as that of the PEC prepared at pH 5.51. From an Arrhenius plot of the diﬀusion coeﬃcients, the apparent activation energies were estimated as 30.3 kJ/ mol for pH 5.51 and 47.0 kJ/mol for pH 4.46. The higher activation energy for the PEC prepared at pH 4.46 was expected from the more cross-linked structure resulting from the intermacromolecular bonding as compared with the PEC prepared at pH 5.51. In addition, the abrupt changes in the slope for both PECs suggest that these PECs possibly experience some sort of conformational transition at 60jC (Fig. 12). Ichikawa et al. reported the water-sorption behavior of the Ch–CMC complex obtained by changing the mixing ratio [69]. PEC ﬁlms were prepared by casting clear solutions of Ch and CMC in aqueous formic acid. The degree of swelling in water was signiﬁcantly aﬀected by the ratio of the amounts of the amino group and the carboxyl group, as shown in Fig. 13; the larger the diﬀerence in the amount of the two groups, the larger the degree of swelling. The addition of electrolytes had little inﬂuence on the swelling of the neutral PEC ﬁlms, whereas in the case of Ch-rich and CMC-rich ﬁlms, the degree of swelling decreased remarkably with the addition of electrolytes. Moreover, the CMCrich complex ﬁlms immersed in aqueous solution containing Ca2+ ion exhibited a volume collapse. This is due to the existence of a speciﬁc eﬀect of Ca2+ on the carboxylate groups in PEC, possibly by the formation of Ca2+ complexes. This eﬀect increases with increasing pH of PEC formation, since at higher pH a greater amount of carboxylate groups exists due to the lesser complexation of the PEC formation reaction. Repeated soaking of the ﬁlm in water removed the water-soluble components from the ﬁlms, suggesting that electrostatic bonds were formed. Clear PEC ﬁlms consisting of Ch and PLG were also
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Figure 13 Degree of swelling of Ch–CMC and Ch–PLG complex ﬁlms in water: o, Ch–CMC; ., Ch–PLG. (From Ref. 70.)



prepared by casting an aqueous formic acid solution, and similar results were obtained [70] (Fig. 13). The Ch–PAA complexes also swell at pH 11 and dissolve at pH < 2. To make the Ch–PAA complex insoluble at acidic pH, Lee et al. prepared an interpenetrating polymer network (IPN) hydrogel by UV irradiation to the mixture of AA and Ch [71]. In this way, they could avoid the precipitation problem by mixing two oppositely charged polymers. Ch:PAA = 50:50 complex showed the highest swelling ratio in an acidic solution, whereas Ch:PAA = 18:83 complex had the highest swelling ratio in a basic solution.



B. Solubility Stoichiometric PEC of strong polybase–strong polyacid is, generally, insoluble in water and common organic solvents, but soluble in speciﬁc ternary solvent mixtures consisting of salts, water, and water-compatible organic solvents. This phenomenon is explained by the cooperative eﬀect that microions weaken the electrostatic interactions and organic solvents weaken the hydrophobic interactions between macromolecules. Phase diagrams for the MGC– PLG–PVS system in the ternary solvent of NaBr/acetone/ water are shown in Fig. 14 [54]. Phase diagrams were not
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Figure 14 Phase diagram of MGC–PLG–PVS complexes in ternary solvent of NaBr/Acetone/H2O at 30jC: o, 7% HCl; D, pH 6; 5, pH 8; q, pH 11; ., pH 13. (From Ref. 54.) Copyright n 1985 Wiley. Reprinted by permission of John Wiley & Sons, Inc.



obtained for the complexes prepared at pH 2.0, 4.0, and 5.0. The complexes prepared in 7%, 4%, and 1% HCl solutions were partially soluble. The complexes prepared at pH 6.0, 8.0, 11.0, and 13.0 were soluble. These results suggest that the PEC prepared at pH 2.0–5.0 are almost neutral and include hydrogen bonding. Similar results were obtained in the MGC–CMD–PVS system [55]. On the other hand, nonstoichiometric PEC can be soluble in water and water–organic solvent mixtures. The behavior of the Ch–DS complex solutions was strongly dependent on both the nature and the concentration of the microions added [72]. The dependence of the relative turbidity of the PEC solution on the concentration of NaCl had a maximum at 0.9 mol/L. Moreover, the cations showed the following order of potency in terms of their ability to increase the solubility: K+ > Na+ > Li+. This tendency seems to be related to diﬀerences in the aﬃnity of these counterions to sulfate groups of DS. The solubility of PEC in organic solvents could be increased by adding water and by increasing the temperature. The highest solubility of the PEC was observed in aqueous DMSO (water:DMSO = 30:70). In addition, the nature of microions present in the solutions remarkably inﬂuenced the mean square inerpﬃﬃﬃﬃﬃ ﬃ + tia radius, R2, of the complex [73]. pﬃﬃﬃﬃﬃﬃThe change of Na for + 2 Li caused a drastic increase of R . Evidently, chaotropic properties and high dissociation constants of lithium salts prevent intramolecular association and promote electrolytic swelling of PEC particles.



C. Biological Stability The complex consisting of natural polymers is easily degraded in biological media. Depending on the circumstances, this can be considered as either an advantage or a
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drawback. Soil ﬁlamentous fungi grew on PEC ﬁber consisting of Ch and gellan gum (GG), and some of the fungi, especially Aspergillus oryzae, Penicillium caseicolum, and Penicillium citrinum, degraded the PEC ﬁbers into CO2 [74]. The productive secretions of hydrolytic enzymes, such as polysaccharide lyase, from the microorganism during their growth caused degradation of the PEC. The total CO2 production and biodegradation indicate the biodegradability of the PEC. On the contrary, because the interactions between Ch and CS are very strong, the production of disaccharides from the Ch–CS complex with condroitinase at pH 7 and 7.5 occurred to a lesser extent as compared with that from CS alone [75]. This result suggests that Ch protects CS from depolymerization at the physiological pH. Ch in the interaction with Col aﬀects the hydrolysis of Col by inhibition of the recognition process or by direct interaction with the enzyme. Taravel and Domard described the stability of the two kinds of Ch–Col complexes (PEC and HBC) toward collagenase, as well as their mechanical properties [76]. As for the enzymatic results obtained for the PEC, the behavior was quite similar to that observed with pure Col, although Ch stabilized the triple helix and thus protection toward the proteolytic enzyme could be expected. On the other hand, when HBC was formed, increase of the content of Ch in the HBC improved the stability of the complex. This kind of interaction certainly resists the recognition of the Col structure by collagenase because of denaturation of the triple helices, which is less sensitive to collagenase. This kind of complex could be of great interest for biomedical applications (e.g., long-lifetime biomaterials). However, the presence of Ch did not show a hardening of the material, but a softening. For example, tensile strength is lower, the Young’s modulus is less than half the values for the polymers alone, and strain at break is higher.



IV. APPLICATION OF MACROMOLECULAR COMPLEXES OF CHITOSAN Weak polyelectrolyte-containing complexes may aﬀord particularly interesting materials for biomedical uses from the viewpoint of structural resemblance to various macromolecular complexes in the living systems. The important factors for biomedical materials are practical characteristics, medical functionality, and biocompatibility.



A. Antithrombogenic Materials It is possible that the ionic group on Ch may exhibit a biological activity in contact with blood. However, whole blood is slightly basic and the chance for protonation of the amino group of Ch is rather small. Perhaps this is why the polycationic character of the Ch surface is not decisive with respect to its activity on blood clotting. Kikuchi and Noda prepared a series of the PECs containing Ch as a component and investigated their antithrombogenic properties. They reacted a dilute acetic acid solution of Ch with the aqueous solution of Hep, which is known for its high
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antithrombus activity, to form an insoluble precipitate [77,78]. The compositional ratio of Ch to Hep (N/S) in the complex was changed from 0.34 to 1.18 by changing the mixing ratio. A blood-clotting test was performed on sample tablets of N/S = 1.06 and 0.57 by measuring, gravimetrically, the amount of thrombus formed. A ﬁrm clot was not formed for 10 days (N/S = 1.06) and 20 days (N/S = 0.57). Some of plasma proteins are active in detaching of Hep from the complex. Fibrinogen and transferrin are known to have high aﬃnity to Hep; therefore, it is also possible that these proteins may win with Ch in the competition for the antithrombus. DS was developed as an alternative of Hep and shows antithrombus properties. Kikuchi and Fukuda prepared Ch–DS complexes at various pHs and mixing ratios [79,80]. The mole ratios of N/S in the complexes were estimated to be 0.79–2.54. The complex prepared at pH 6.5 (lower N/S ratio) suppressed the clotting of blood considerably rather than that prepared in 1% HCl (higher N/S ratio). However, their antithrombogenic activity was not higher than Ch–Hep complex. They also discussed the dependence of the clot-inhibiting property on the molecular weight of DS [81]. The complex consisting of Ch and lower-molecular weight DS (6000) revealed more clot inhibiting than higher-molecular weight DS (640,000). It seems that the antithrombus properties may be due to the leaking of DS from the surface. In addition, it was found that the PECs prepared in the mixing order of DS solution to Ch solution are more clot inhibiting than those prepared in the reverse mixing order, as shown in Fig. 15. When the N/S ratio was further decreased, the anticoagulant activity
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exhibited a maximum on the PEC of N/S=0.11 [72]. It seems that the high anticoagulant activity of the PEC is underlain by optimum density and distribution of sulfate groups on the PEC. Kikuchi et al. also reported antithrombogenic properties of Ch–high-molecular weight CMD [82], Ch–lowmolecular weight CMD [83], and Ch–CMC complexes [84,85]. The amount of thrombus on each complex is smaller than that on the glass. The mechanism for the suppression of clotting suggests the possibility that negative charges such as the carboxyl group may exist on the surface of the complexes because the physiological pH is 7.4. Biocompatibility largely depends on the surface properties. Surface grafting on polymeric materials is an important method for changing surface properties. One approach to develop antithrombogenic materials is surface heparinization. Uragami et al. prepared anticlotting active PEC membranes from quaternized Ch and Hep [86]. Quaternized Ch membrane was previously cross-linked with ethylene glycol diglycidyl ether and then immersed in Hep solution. No thrombus was macroscopically observed on the Ch–Hep membranes in vivo. Aiba et al. immobilized antithrombogenic PEC on the surface of a styrene–butadiene–styrene block copolymer ﬁlm [87]. By irradiation of UV light, partially N-acetylated Ch was covalently immobilized onto the ﬁlm using the photosensitive methyl 4-azidobenzoimidate, which was previously attached to the amino group of Ch, and then it was treated with Hep. It was revealed that Hep immobilized on the ﬁlm surface was removed immediately but not completely. This method is considered to be an eﬀective means of preparing biomaterials that are used in contact with blood. Clot formation is also inﬂuenced by the proper hydrophobicity and electronegativity on the surface of the materials. It was found that there was some correlation between the wettability of several Ch derivatives and their thromboresistance by coating glass surfaces [88]. The complex with partially cross-linked PAA (Carbopol 934) was a stable system that did not dissociate easily and had much better wettability than a siliconized glass surface, but the corresponding clotting-time ratio was not higher than that for the surface of Ch coating alone. On the contrary, the surface complexation with PVS could improve antithrombogenic activity of Ch. Zou et al. prepared the Ch–PVS complex by soaking Ch ﬁlm in PVS solution at pH 3.5 and obtained better antithrombogenic activity than did Ch alone [89]. With the increase of the S/N ratio of the surface element, antithrombogenic activity was increased. This is due to the increase in the concentration of –OSO 3 on the surface.



B. Controlled-Release Formulation Figure 15 Percentage of clot formed on Ch–DS complexes compared with that on glass after a lapse of 20 min. Storage time of blood is 7 days: ., Ch was added to DS in 2% HCl solution; o, DS was added to Ch in 2% HCl; E, glass. (From Ref. 81.) Copyright n 1978 Wiley. Reprinted by permission of John Wiley & Sons, Inc.



Controlled release of drugs has been beneﬁcial to attain their slow, and thereby prolonged, release. The dried complexes of Ch–Pec and Ch–acacia (Aca) systems were used as tablet materials for chlorpromazine [90]. Unfortunately, these dried complexes were not superior to any of the individual polymers in retarding drug release because
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the preformed and completely dried complexes showed poor swelling degree. On the other hand, the physical mixtures of Ch and either Pec or Aca resulted in tablets with retarding drug release, suggesting that interpolymer complexes were formed during the dissolution process. Takayama et al. investigated drug-release phenomena of tablets consisting of the physical mixture of Ch and HA [91]. The release rate of Brilliant Blue from the Ch–HA mixture (3:7) tablet was greatly decreased, suggesting a possible PEC formation between Ch and HA in the tablet following water penetration into the tablet. Silk peptide as a model drug was loaded into Ch–PAA nanoparticles prepared by template polymerization of AA in Ch solution [57]. The release of silk peptide from the nanoparticles depended greatly on the pH. At pH 4.5, there was very limited swelling, and silk peptide in the nanoparticles could not be released easily. At pH 7.4, the nanoparticles were swollen to a great extent, resulting in a fairly fast release of silk peptide. At pH < 4, however, the nanoparticles dissolved quickly, and silk peptide release rate was very fast. In addition to swelling, shrinking of the swollen gel also exhibits a promotion eﬀect on the release of drugs loaded into the gel by the squeezing eﬀect [60]. The promotion eﬀect of the Ch–DS gel on the release of highmolecular weight dextran (Dex) was pH dependent; the Ch–DS gel released Dex more rapidly at pH 8 than at pH 2 because the degree of shrinking was greater at pH 8. However, the release rates at both pHs became closer for low-molecular weight Dex because the PEC network is rather loose for low-molecular weight Dex.



C. Gene Carriers Ch is useful as a nonviral vector for gene delivery, which has several advantages such as low cost, noninfective, absence of immunogenicity, good compliance, and the possibility of repeated clinical administration. To achieve eﬃcient gene delivery via encapsulation of DNA into a polycation, two basic requirements must be met: DNA protection from nuclease attack and eﬀective dissociation of DNA from its complex [46]. Mumper et al. ﬁrst described the possibility of Ch– DNA complexes as carrier for gene delivery [92]. In this case, Ch can compact DNA and mask its negative charges, and the cationic complexes obtained in the large N/P ratio are uptaken by cells through the electrostatic interaction because the cell surface is negatively charged. After uptake, Ch–DNA complexes are endocytosed and possibly released from endosomes due to swelling and rupture of endosome [93]. The Ch–DNA complexes have high proton-accumulation ability, and such buﬀering eﬀect of the complexes may perturb the endosomal membrane and release the complexes from endosomes as the pH of endosomes decline. They also showed that parameters such as Ch molecular weight, DNA concentration, and charge ratio inﬂuenced the stability of the Ch–DNA complexes [94]. The complexes made with higher-molecular weight Ch were more stable to salt and serum challenge, and the
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complex of a 2:1 (+:) charge ratio was most stable. In vitro transfection of Cos-1 cells, the highest level of expression in the absence of serum, was obtained using the complex made with 102-kDa Ch, but was approximately 250-fold lower than that observed with Lipofectaminek. The Ch–DNA complex containing a pH-sensitive endosomolytic peptide enhanced the levels of expression fourfold. Furthermore, expression of this complex in rabbits after administration in the upper small intestine and colon was observed. Sato et al. pointed out that pH condition was very important to achieve high transfection eﬃciency; the optimal pH was 6.9 [95]. At pH below 7, the Ch–DNA complexes are positively charged, as shown in Fig. 9, and can bind with the negatively charged cells. Accordingly, Ch may be available to deliver gene into tumor cells in vivo, because the extracellular pH of tumor sometimes is around 6–7, which is lower than that of normal tissue. They also concluded that the transfection level was highest when the Ch molecular weight was 40 kDa, N/P ratio was 3, and transfection medium contained 10% serum [93]. The promotion of gene expression in the presence of serum suggests that Ch might possess an eﬃcient in vivo gene transfer capability. Transfection ability of luciferase plasmid complexed with Ch was cell type dependent [48]. The complex eﬃciently transfected HeLa cells, independently of the presence of 10% serum, while the complex was ineﬃcient at transfecting BNL CL.2 or HepG2 cells. In addition, the transfection eﬃciency of Ch–DNA nanoparticles was investigated by using several cell lines [49]; higher gene expression levels were found in HEK293 and IB-3-1 cells as compared with those in 9HTEo and HeLa cells (Fig.16), which diﬀered from the result obtained above. Furthermore, conjugation of KNOB, which is the C-terminal globular domain of the ﬁber protein on adenovirus capsid, resulted in 130-fold increase in the transfection eﬃciency in HeLa cells, whereas only severalfold in HEK293 cells. Ch can be a useful oral gene carrier because of its mucoadhesive property [96]. Oral administration of the Ch–DNA nanoparticles containing a dominant peanut allergen-gene to mice produced secretory IgA and serum IgG2a and showed a substantial reduction in allergeninduced anaphylaxis [97]. However, Ch–DNA nanoparticles were prone to aggregation when stored at room temperature or at 4jC over a couple of days. It was revealed that PEG conjugation eliminated aggregation of the nanoparticles in solution and kept them aggregation free even after lyophilization [49]. In addition, the dried particles were easily resuspended in saline or PBS, even after storage over 1 month, and the PEGylation did not aﬀect the transfection potency for at least 1 month in storage. When injected intravenously, the clearance of the PEGylated nanoparticles was slightly slower than that of the unmodiﬁed nanoparticles. DNA can be coated on the preformed cationic nanoparticles consisting of Ch and CMC [98]. The obtained DNA-coated nanoparticles were stable and applied topically to the skin of shaved mice, and resulted in detectable
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Figure 16 Transfection of HEK293, IB-3-1, 9HTEo, and HeLa cells with Ch–DNA nanoparticles containing pRE-luciferase plasmid. (From Ref. 49.) Copyright 2001, reprinted with permission from Elsevier Science.



and quantiﬁable levels of luciferase expression in skin after 24 h. Gene therapy by delivering genes to target cells is an interesting topic. Murata et al. reported the enhanced cellular recognition ability when using quaternary Ch containing pendant galactose residues [99]. They prepared an N,N,N-trimethylchitosan–galactose conjugate (gTMCh) and complexed the resulting gTMCh with plasmid DNA to achieve an eﬃcient gene delivery via receptor-mediated endocytosis. The gTMCh–DNA complex could interact with APA lectin, which is known to bind speciﬁcally to galactose or the N-acetylgalactosamine unit, and increase h-galactosidase activity in HepG2 cells. To prepare a hepatocyte-targeting DNA carrier, Park et al. coupled Ch with lactobionic acid bearing galactose, and the resulting galactosylated Ch (gCh) was further grafted with hydrophilic Dex (gChDex) to enhance the stability in water, then complexed with DNA (gChDex– DNA) [100]. They also prepared gChPEG–DNA complexes in a similar manner [101]. The gChDex–DNA and gChPEG–DNA complexes were more stable than the gCh– DNA complex, suggesting that the Dex and PEG chains on the complex surfaces were eﬃcient in preventing particle aggregation. The gChPEG–DNA complexes were stable against DNase I in the blood plasma during intravenous injection of the complexes. These complexes were eﬃciently transfected into Chan liver and HepG2 cells having asialoglycoprotein receptor, whereas CT-26 and HeLa cells without asialoglycoprotein receptor were not transfected with the complexes, suggesting that the gChDex–DNA and gChPEG–DNA complexes transfected the cells through the asialoglycoprotein receptors.



D. Membrane Application The best-known application of PEC is in the preparation of membranes. It has been stressed that the main expectation of PEC membranes is the possibility to control the rate and selectivity of ﬂuxes for solutes by changing the chemical and physical properties of the membrane induced by changes in local conditions such as pH. If PEC contains a strong polyelectrolyte such as PVS, its ionic bond is maintained at acidic and neutral pHs. The GC–PVS membrane was prepared at pH 3 and the possibility of a permeability control was investigated [102]. The GC–PVS membrane obtained was quite sturdy and resembled cellophane. The permeability of solute through the membrane can be estimated by the equation derived from Fick’s law of diﬀusion [103]. Fig. 17 shows that the GC– PVS membrane can control the permeabilities of KCl, urea, and sucrose on pH. Each value of the permeability decreases with molecular weight in the order of KCl > urea > sucrose. In the IR spectra of the GC–PVS membranes treated with the buﬀer solutions of pH 3.0–7.0, the absorption band at 1530 cm1 assigned to the –NH+ 3 group of GC was present in all membranes, whereas the band at 1600 cm1 assigned to the –NH2 group was absent, indicating that the dissociation of the membrane did not occur at pH 3.0–7.0. An increase in the permeability is not attributed to the breaking of ionic bonds. These investigations suggest a practicability of permeation control by the GC–PVS membrane. For separation of azeotropic mixtures, pervaporation is an eﬀective process. The PEC membranes prepared from clear solution of Ch and PAA in aqueous acetic acid had very excellent selectivity and permeability for the separa-
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Figure 17 Eﬀect of pH on permeability of solutes through GC–PVS membrane at 30jC: o, 0.005 mol/L KCl; D, 0.01 mol/L urea; 5, 0.02 mol/L sucrose. (From Ref. 102.)



tion of ethanol and water; PEC membranes always have highly preferential permeability to water [104]. At high water concentration, the complex structure was loosened by the adsorption of water, which increased the permeability and decreased the separation factor. On the other hand, the strength of complex structure increased at higher ethanol concentration, which signiﬁcantly reduced the permeability and notably increased the separation factor. Preparation of the PEC membrane having higher charge density is a way to enhance the pervaporation performance. The Ch–PAA complex membranes prepared in aqueous formic acid by blending both polymer solutions in diﬀerent ratios exhibited a good pervaporation performance for dehydrating ethanol at 80jC [105]. The swelling ratio decreased with increasing PAA content, and then the permeation ﬂux decreased and the water content in permeate increased. Moreover, in the case of the separation of methyl t-butyl ether (MTBE) and methanol, the permeation ﬂux increased with increasing methanol content in the feed. However, the ﬂux decreased to a lesser extent than in the case of water–ethanol mixtures, possibly
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because methanol and MTBE are larger than water and ethanol molecules. Although PEC formation has been recognized as a very useful method to make highly water-selective membranes, PEC is usually a compact precipitate that is insoluble. Therefore, it is diﬃcult to fabricate the PEC membrane from the precipitate. Even if PEC membrane can be formed from the solution, the microions yielded cannot be removed easily from the membrane. Then the Ch–PAA complex membrane was prepared by bringing a Ch membrane into contact with a PAA solution [106]. The membrane can be regulated by varying the molecular weight of PAA, temperature, and reaction time. low-molecular weight PAA diﬀused into Ch, while high-molecular weight PAA remained only near the surface. As the molecular weight of PAA increased, the water selectivity of the membrane in water/ethanol pervaporation was highly improved, despite the small quantity of PAA. Owing to the thin PEC layer, the permeation ﬂux of the membrane was higher as compared with the Ch–PAA complex membrane formed by the conventional solution mixing method. This method can be applied to the improvement of Alg membrane. An Alg membrane was dipped into the Ch solution containing CaCl2 to prepare the reverse osmosis (RO) membrane for separation of an anionic surfactant [107]. Because the complexation reaction between oppositely charged polyelectrolytes is very fast and cationic Ch is too large to diﬀuse into the Alg membrane, the Alg membrane was coated with the Ch–Alg complex. The double-layered structure obtained was very stable, maintaining constant membrane performance with operating time, because the PEC can serve as a protective layer for the interior CaAlg from washing out of Ca2+ ions. The Ch–PLG complex could be layered on the quartz crystal microbalance (QCM) by dipping the QCM in Ch and PLG solutions alternately (20 layers = 10 bilayers) [108]. The ultrathin PEC of the positively charged Ch alternating with the negatively charged PLG was formed on the QCM surface. The aqueous solutions with high solubility readily caused not only adsorption but also desorption referred to as the polymer peeling oﬀ. However, the addition of organic solvents, such as acetonitrile and acetone, into aqueous polymer solutions reduced the desorption of polymer and promoted the adsorption of greater quantities of the PEC, indicating that the adsorption was driven by the poor solubility of component polyelectrolytes. Similarly, Ch–Ch sulfate (ChS) was applied to the preparation of micrometer-size hollow shells by means of a layer-by-layer technique, coating the monodisperse polymer particles with eight layers of Ch–ChS complex [109]. If an aqueous solution of a polyanion is placed carefully on a surface of the Ch solution, an instantaneous formation of ﬁlm separating the two liquids can be observed [25]. PEC ﬁber could be spanned from interfacial membranes between Ch and GG just as in the case of interfacial polycondensation [110], because the reaction between polyelectrolytes with opposite charges is very fast. The PEC ﬁbers of the Ch–PLG [111] and Ch–PAA



Macromolecular Complexes of Chitosan



[112] systems were spanned in the same way. However, the swelling and solubility of these ﬁbers are within the limit aforementioned.



E. Encapsulation of Drugs Because capsules possess interfacial membranes, encapsulation is a kind of membrane application. The most important aspect of the encapsulation process is the control of the porosity and mechanical strength of the capsule membrane. The encapsulation process involves the forming of capsules by adding drops of a solution of either a cationic or an anionic polymer to an oppositely charged polymer solution. Therefore, the selection of counterions for complex formation determines the characteristics of the capsules. For example, ionic cross-linking of polyelectrolytes with low-molecular weight counterions results in gel formation, such as Ch gels formed by PP. 1. Ch/Polyanion Capsules Shiraishi et al. examined the eﬀect of the molecular weight of Ch on the release rate of indomethacin from Ch/tripolyphosphate (TPP) complex gel beads [113]. Indomethacin was dispersed in a solution of various Ch hydrolysates (M = 83,000 – 7600) in a dilute acetic acid. These suspensions were dropped through a syringe nozzle into a TPP solution of pH 6, then Ch/TPP beads were formed instantaneously. The amount of released drug was linear with the square root of time, and the apparent release rate constant of indomethacin from the Ch/TPP beads decreased with increasing molecular weight of Ch, as shown in Fig. 18. The intermolecular and intramolecular linkages increase with increasing molecular weight, accompanied by the decrease of porosity and increase of tortuosity. However,
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Ch/TPP beads stayed intact in artiﬁcial intestinal ﬂuids but disintegrated easily in artiﬁcial gastric ﬂuids. Then Bodmeier et al. developed an oral, multiple-unit dosage form, which may spread out uniformly in the gastrointestinal tract, ingeniously using its dissolution property [114]. Ethyl cellulose microspheres containing propranolol were dispersed into aqueous acetic acid solutions of Ch. The dispersion was dropped into a TPP solution to form Ch/ TPP complex beads. As expected, the Ch/TPP beads released the microparticles in 0.1 mol/L HCl. This results in more reproducible drug absorption and reduces local irritation compared to single-unit dosage forms. Lin and Lin devised emulsion-phase separation procedure to prepare Ch/TPP beads [115]. Ch solutions of diﬀerent acetic acid concentrations containing methanol and theophylline were added to liquid paraﬃn to form a water/oil (W/O) emulsion, and various amounts of powder or solution of TPP were added to the system at diﬀerent stages during the process. Thereafter, ethyl acetate was added to cause phase separation. The formation of Ch/TPP beads depended on the adding sequence and the form (powder and solution) of TPP in the encapsulation process. As a result, TPP could not be added before emulsiﬁcation, whereas, by adding after the emulsiﬁcation, both forms of TPP could give the Ch/TPP beads. The release rate of theophylline from the Ch/TPP beads slowed with an increase of TPP. In addition, the slower release rate was observed for the beads made by the higher acetic acid concentration. This suggests that higher acetic acid concentration enables complete protonation of the amino group of Ch to improve the interaction with TPP. This method was applied to the Ch/CMC capsules [116]. NaCMC powder was added to liquid paraﬃn before emulsiﬁcation in this case. The higher the acetic acid



Figure 18 Correlation between molecular weight of Ch and release rate constant of indomethacin from Ch/TPP beads. Copyright 1993, reprinted with permission from Elsevier Science.
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concentration, the smaller the particle size, resulting in faster release of theophylline. Furthermore, the capsules prepared using ascorbic acid were larger than those prepared using acetic or citric acids. However, capsules made from acetic acid resulted in a slower release of theophylline as compared with those prepared by citric or ascorbic acids, probably because the surface topography of capsules prepared with citric or ascorbic acids was more porous in structure. Naturally, the greater the CMC concentration, the larger the capsule size. Excess CMC in the Ch/CMC capsules might be responsible for such larger capsule size and slower-release behavior. Xie et al. entrapped rotundine in PEC capsules in a two-step process: ﬁrst, gelation of a Ch acetate solution containing rotundine by dropping into an alcoholic alkaline solution, and next, complexation of the Ch surface with a solution of carboxymethyl glucomannan (CMGM) [117]. An increase of the substitution degree of CMGM from 0.26 to 0.40 led to an increase of drug-release time. It seemed that complexing with CMGM of a higher substitution degree resulted in a denser cross-linking network and reﬂected the increase in the drug-release time. The release-sustaining eﬀect increased as the concentration of CMGM increased from 0.5 to 2.0%. However, the release of rotundine in an artiﬁcial gastric ﬂuid was faster than in an artiﬁcial intestinal ﬂuid, because the swelling degree of the Ch/CMGM capsule at pH 1.0 was greater than that at pH 7.0. Ch/Alg complex capsules were prepared by dropping Ch solution into Alg solution containing low-molecular weight cross-linker, genipin, for Ch [118]. In consideration of the kinetic aspect, the reaction rate of Ch with Alg is very quick, but that of cross-linking is slow. In consideration of the diﬀusion aspect, Alg is restricted to penetrate through outer skin layer into the inner core, while genipin can penetrate Ch droplets more readily than Alg. As a result, Alg was accumulated on the surface. The Ch/Alg capsules showed the higher swelling degree at pH < 2.0. In addition, the release rate of indomethacin from the Ch/Alg capsules increases with decreasing pH of gelling solution and decreasing concentration of Alg. The eﬀects of both the formation of thicker Ch–Alg skin layer and higher degrees of cross-linked inner core lead to the decrease in drugrelease rate. Microcapsules having saccharide moieties on their surfaces are expected to show targetability to speciﬁc organs or cells because receptors on the cell membrane have speciﬁcity to some sugar moieties. The Ch/6-O-carboxymethyl-N-acetyl-a-1,4-polygalactosamine (CMNAPGA) capsules were expected to have targetability to the hepatocyte [119]. Ch gel containing 1-[N-(5-aminopentyl)carbamoyl]-5-ﬂuorouracil (Ap-5FU) was obtained by the W/O emulsion method in toluene and cross-linked with glutaraldehyde. When the Ch gel was cross-linked, Ap-5FU was simultaneously immobilized by Schiﬀ’s base formation. The Ch gel obtained was resuspended in CMNAPGA solution. In physiological saline media, only free 5-FU was released from the Ch/CM-NAPGA microcapsule. This is because the hydrolytic rate of carbamoyl bond
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of Ap-5FU was faster than that of the Schiﬀ ’s base bond. The PEC membrane on the Ch gel acted as an eﬀective barrier to release of 5-FU. When the APA lectin was added to the suspension of Ch/CM-NAPGA, a drastic change in turbidity of the suspension was observed. On the other hand, the aggregation of the Ch/CM-NAPGA microcapsule was dissociated by the addition of excessive lactose. These results suggest that saccharide chain on the surface of the Ch gel can be speciﬁcally recognized by lectinlike receptors of cells. The Ch/CM-NAPGA microcapsules containing 5-FU indeed exhibited higher growth-inhibitory eﬀect against hepatoma cells. 2. Polyanion/Ch Capsules Sulfoethyl cellulose (SEC)/Ch capsules were prepared by dropping SEC solution into Ch solution [120]. The mechanical stability increased with increasing SEC concentration, and showed a maximum value when the Ch concentration was increased. Because the PEC membrane is formed in a fast reaction on the surface of the droplet, the core remains in a liquid state in this system. On the contrary, when the NaAlg solution was introduced dropwise into Ch solution containing CaCl2, Alg/Ch gel beads with the solid core were obtained [121]. Ca2+ is supposed to penetrate Alg droplets more readily than Ch molecule. The inner core of CaAlg is coated with an interphasic Ch–Alg membrane, which is in turn surrounded by a layer of Ch. MacKnight et al. extruded the Alg solution into a coagulation bath of CaCl2, and then reacted with a Ch solution of pH 6.5. The exterior of the capsules was further reacted with Alg. They examined the parameters believed to strongly aﬀect Alg/Ch capsule formation: the molecular weight of Ch, the distance of reactive groups from the main Ch chain, and the type of reactive group [122]. As a result, a key factor in membrane formation was found to be the molecular weight of Ch. Capsules prepared with the intermediate-molecular weight Ch (M = 1.6  105 to 3.3  105) were strong and had ﬂexible membranes. Increased durability of capsules appeared to be due to the thickness of the PEC membrane; the lower-molecular weight Ch presumably diﬀused more easily into the Alg gel matrix. The permeability studies for Alg/Ch capsules showed that the lower the molecular weight of protein, the faster it diﬀused into the capsules. For the capsules prepared with a Ch of M = 2.4  105, for example, the molecular weight cutoﬀ was approximately 200,000. Polk et al. extruded Alg solution containing bovine serum albumin (BSA) into CaCl2 solution containing Ch [123]. They showed that capsule strength and ﬂexibility were aﬀected by pH and CaCl2 concentration as well as the molecular weight of Ch; the most durable Alg/Ch capsule was obtained at pH 5.5 and in the CaCl2 concentration range 1.5–1.8% (Table 4). At the same time, swelling was an important factor in the release of BSA. Higher swelling, for example, suggests a reduced Alg–Ch ionic interaction and increases membrane permeability. The swelling degree was aﬀected by Ch molecular weight, Ch concentration, and pH. Capsules prepared with higher-molecular weight
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Table 4 Strength and Flexibility of Alg/Ch Capsules Prepared Durability Condition



Strengtha



Flexibilityb



pH



6.5 6.0 5.5 5.0 4.5 4.0 3.5 3.0



+++ ++ +++ ++ ++ ++ + +



+++ ++ ++++ ++ +++ ++ + +



CaCl2 Concentration (wt.%)



2.0 1.8 1.6 1.5 1.4 1.2 1.0



++ +++ +++ +++ ++ ++ ++



++ +++ +++ +++ ++ ++ ++



a



Strength: + weak, ++++ strong. Flexibility: + fragile, ++++ very ﬂexible. Source: Refs. 122 and 123. Copyright n 1994 Wiley. Reprinted by permission of Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc.



b



Ch delayed the release of BSA signiﬁcantly, and the capsules prepared with the 0.2% Ch released the BSA faster than those prepared with the 0.1% Ch. The lowpH conditions strengthened the capsule membrane by enhancing the interaction between Alg and Ch. Consequently, the release rate at low pH was reduced greatly, whereas that at high pH was little reduced. Hwang et al. obtained the same tendency for the pH dependence of diﬀusion of BSA and g-globulin [6]. They emphasized the eﬀect of the hydrodynamic volume of the Ch molecule on the diﬀusion properties. The low release at low pH and high release at high pH are beneﬁcial to the oral delivery of protein drugs in the intestines. The acidic condition of the stomach should aid the capsules in retaining the bioactive material, whereas the more neutral environment of the intestines should promote release. Vandenberg et al. asserted that under optimal encapsulation conditions, Alg/Ch microcapsules should fulﬁll the following criteria as oral delivery system for proteins; protein is encapsulated with an eﬃciency of >95%, of which 80% is retained within the microcapsules during a 24 h incubation at pH 1.5 (gastric), and following transfer into a pH 7.5 buﬀer solution (intestinal), over 90% of the remaining protein is released within 120 min [124]. Then, they obtained the following results. Higher Alg concentration (>2.5% w/v) and lower CaCl2 concentration (0.05% w/v) were suitable for BSA retention during microcapsule preparation and acid incubation. On the other hand, higher Ch concentration was suitable for BSA retention during microcapsule preparation, but appropriate Ch concentra-



tion (f0.25% w/v) was suitable for BSA retention during acid incubation. BSA retention during microcapsule preparation was not signiﬁcantly altered by pH, whereas BSA retention during acid incubation decreased signiﬁcantly with decreasing the pH. Furthermore, in microcapsules dried 10% by weight with acetone, BSA retention was over 80% during 24-h acid incubation, while only 20% BSA retention in non-acetone-dried microcapsules. However, the Ch–Alg system does not form stable membranes under physiological conditions [125]. As Dainty et al. reported, phosphate may disrupt the CaAlg gel at pH > 5.5 because the aﬃnity of phosphate to Ca2+ is higher than that of Alg [126]. Murata et al. attempted to control the degradation of Alg/Ch capsules by further adding HA [127]. An aqueous solution of Alg and HA containing drug was dropped into CaCl2 solution (pH 4.7) containing Ch. As a result, the lower the molecular weight of Alg, the higher the addition eﬀect of HA on decreasing the disintegration rate of the Alg/Ch capsules in the phosphate buﬀer (pH 6.8). Accordingly, the delayed disintegration reﬂected slow drug release from these capsules. The rate of diclofenac and ﬂurbiprofen release from the Alg/Ch capsule with HA was slower than that from the Alg/Ch capsule without HA. The change of drug-release pattern appeared to be attributable to the complex formation between HA and Ch. They also used CS to control the disintegration of the Alg/Ch capsule [128]. The CS-reinforced Alg/Ch capsule swelled slowly and disintegration was hardly observed. In the Alg/Ch system, however, a burst eﬀect at the onset of drug-release measurement is occasionally observed, resulting in a sudden rise in the amount of drug released [129]. This burst release of drugs must be a serious problem in drug delivery systems. Also, when PEC membrane capsules are prepared by dropping an anionic polysaccharide solution into a cationic Ch solution, the capsule wall is very thin, 3–4 Am in the wet state and 0.3 Am in the dry state, because the interfacial membrane that is formed immediately around the droplet acts as a barrier and prevents cross-linking polymers from producing additional PEC layers. Therefore, PEC capsules with much thicker capsule membranes are needed for the controlled-release system of drugs, in particular, of low-molecular weight drugs. Tomida et al. developed a novel method for the preparation of thicker PEC membrane capsules containing theophylline [130]. In the ﬁrst step, theophylline and wheat starch (used as an excipient) were dispersed in the aqueous solution comprising KCl and pullulan (used as an agent to modulate the viscosity), and this dispersion was dropped into Car solution (pH 9) containing Ch powder. A capsule membrane containing Ch powder was formed instantly around each droplet due to the ionotropic gelation of Car by K+. In the second step, these capsules were incubated in an aqueous solution (pH 2.1) containing citric acid and KCl. During this treatment, Ch powder that was uniformly embedded in the coating gel membrane dissolved and cross-linked with Car in the gel membrane to form a Car–Ch complex membrane. The capsule core was uniformly coated with a dense PEC layer about 300 Am thick.
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As the Ch concentration increased, the capsule diameter increased and, hence, the drug-release rate decreased, as shown in Fig. 19. Kawashima et al. also developed a simple technique to coat theophylline granules with a thick PEC of Ch and TPP [131]. The theophylline granules containing TPP were stirred in a dilute HCl solution of Ch. During the process, TPP in the granule dissolved and moved to the surface. On the surface, TPP reacts with Ch, resulting in the formation of an insoluble PEC membrane. The theophylline release from the granules coated with the Ch–TPP complex followed zero-order kinetics after an induction period [132]. The induction period depended on the swelling behavior of the granules, and the degree of swelling was aﬀected by the coating ﬁlm thickness of the granules and the pH of the dissolution medium. Then the drug-release rate depended on the ﬁlm thickness and pH of the dissolution medium. When the pH is less than 4, the drug-release rate was enhanced and the induction period was shortened, as compared with that at pH > 6. This pH dependence of drug release is essentially the same as the Ch/TPP beads described above.



F. Immobilization of Enzymes Although Ch itself has been used as a support for immobilization of enzymes, PEC of Ch can be successfully used
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for enzyme immobilization. PEC hydrogels have excellent porous structure that facilitates diﬀusion of both the substrates and the products of an enzymatic reaction. Yamaguchi et al. immobilized glucoamylase by coprecipitation with Ch and some polyanions: Ch–DS, Ch–PVS, and Ch– Hep systems [133]. At pH 4.5, the glucoamylase solution was added to each of the polyanion solutions. The enzyme was precipitated almost completely after the centrifugation. Glucoamylase activities of the precipitate for maltose were 100%, 84%, and 46% in the Ch–DS, Ch–PVS, and Ch–Hep systems, respectively, and 76% in the Ch–DS system for soluble starch. Moreover, about 80% of the enzymatic activity was retained in the Ch–DS system even after repeated use (six times). The CaAlg gel is essentially inapplicable to enzyme immobilization because its porosity is so large that enzymes leak. Kokufuta et al. immobilized h-amylase in the CaAlg gel stabilized by the PEC consisting of MGC and PVS [134]. The immobilization was made by dropping aqueous Alg and PVS solution containing the enzyme into a CaCl2 solution containing MGC. The loose network structure of the CaAlg gel enabled diﬀusion of MGC into the gel phase. The PEC-stabilized CaAlg seemed to have a compact network structure cross-linked with PVS and MGC and, consequently, could be used for preventing the leakage of enzymes from the gel support. When the unstabilized CaAlg gel was used, about 70% of the enzyme leaked out from the gel for the ﬁrst 20 h. In contrast, when the PEC-



Figure 19 Release proﬁles of theophylline from Car/Ch capsules prepared with varying Ch concentrations: o, 0%; ., 0.10%; D, 0.25%; E, 0.50%; 5, 1.00%; n, 1.50%. (From Ref. 130.)
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stabilized CaAlg gel was employed, the amount of the released enzyme was less than 20% during a period of more than 400 h and retained 40% of the activity in its native form. The advantage of hydrogels, such as PEC, for enzyme immobilization is their hydrophilic microenvironment favorable for enzymatic activity. Dumitriu et al. used the Xan/Ch capsule for immobilization of lipase [135]. The aqueous Xan solution containing enzymes was introduced into the Ch solution of pH 6.5. The initial rate of formation of oleic acid from olive oil increased with increasing initial enzyme concentration in O/W emulsion. After 22 days at 4jC, the immobilized lipase had lost less than 2% of its initial activity. In lipase reactions, solubilization of the substrate requires the use of organic solvents. The Xan/ Ch capsule, when immersed in isooctane, appeared as rigid spheres, but the immobilized enzyme fairly maintained its catalytic activity, lower than in the O/W emulsion, as shown in Fig. 20. Dumitriu et al. also adopted the Xan/Ch capsule to immobilize xylanase [136]. The immobilized xylanase did not migrate out of the complex after 10 washing cycles with acetate buﬀer. The immobilized enzymes were thermally stable, temperatures of 85–95jC were possible, and showed 60–70% higher activity than free enzymes. The Ch–Xan hydrogel may provide a favorable microenvironment for enzymatic activity. They used the same complex capsule for the immobilization of two enzymes (xylanase and protease) as a binary system [65]. The yields of the enzyme were 85–98%, which was far superior to the other immobilization methods. Although the activity of protease did not increase, a synergistic eﬀect of the xylanase on
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the protease activity was observed in the case of the combined xylanase–protease immobilization. Due to this synergy, the protease activity was increased up to 185% of the free enzyme.



G. Immobilization of Cells The immobilization of whole cells is advantageous compared to immobilized enzymes, where the reaction requires a multistep enzyme system. However, the immobilization of whole cells is suitable only for the cells that show a very high catalytic activity. When the cells are encapsulated, the capsule membrane can protect cells from shear and mechanical impact and allow for compartmentalization that leads to higher cell density. Such high-density-cell systems may simulate natural tissue conditions. The eﬀects of organic and inorganic compounds used as nutrients do not need to be considered so long as a PEC consisting of strong polyacid and strong polybase is used as support for the immobilization of cells. Kokufuta et al. immobilized gram-negative Escherichia coli cells in the PEC consisting of MGC and PVS [137]. Ch is the only successful ﬂocculant in both minimal and complex media for the ﬂocculation of E. coli [138]. Therefore, MGC is also eﬀective to aggregate E. coli cells. When PVS was added to the suspension (pH 6–8) containing the cells aggregated with an excess of MGC, an amorphous complex resulted from complexing of PVS with the excess of MGC. No remarkable diﬀerence was observed in the glucose-consumption proﬁles between free and immobilized cells. Although the glucose-oxidizing activity for free cells was inhibited completely at pH 10 due to alkaline



Figure 20 Lipase-catalyzed hydrolysis of olive oil in isooctane at 34jC. Olive oil concentration: 34.5% w/v. Evolution of oleic acid formation as a function of initial lipase concentration: o, 0.35% w/v; 5, 0.70% w/v; w , 1.0% w/v; , 1.5% w/v. (From Ref. 135.) Copyright Kluwer: reprinted with kind permission of Kluwer Academic Publishers.
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denaturation of E. coli cells, the immobilized cells had an activity even at pH 10. This seems to be an advantage of the cell entrapment, which arises from the protection of cells with PEC support. However, the mixing of polycation and polyanion solution in the presence of microorganisms leads to amorphous aggregates of PEC. Chu et al. reported a novel method to shape PEC beads [139]. They ﬁrst prepared clear PEC solution of Ch and Xan containing Corynebacterium glutamicum cells in the presence of concentrated NaCl (5.7%), then dropped the suspension into distilled water to form PEC gel beads. The fumarase activity of the immobilized cells was about ﬁve times higher than that of intact cells, and the higher the Ch/Xan ratio, the higher the fumarase activity. Furthermore, about 90% of the initial fumarase activity was retained for 240 h in a column experiment. Klein et al. immobilized E. coli cells in the Ch/PP beads for industrial application to produce 6-APA [140]. The result demonstrated the success in obtaining immobilized cell preparations with very high activity. In this case, the penicillin-G solution was brought to nearly complete conversion (>98%) and the beads were reused after separation of the solution. However, cells in the Ch/PP beads were found to grow at a reduced rate, about one-third that of the control, and the cells in the Ch/Alg capsules were able to achieve growth rates comparable to those of the free cells [8]. The explanation for these diﬀerences is that the Ch/PP complex probably has a tighter network and growth is limited by diﬀusion of materials to the cell. Both complexes could withstand compression forces of up to 2000 g and could undergo a 90% deformation without rupture. This fact makes the system suitable for industrial applications, because of the resistance to mechanical or handling stresses, which may be imposed in several separations or fermentation processes. Furthermore, in the case of Ch/ Alg capsules, addition of CaCl2 to Ch and glucose to Alg increased capsule strength, the capsules became strong enough to require up to 100 N during uniaxial compression to burst a capsule [141]. However, the use of CaAlg gel has been limited due to its instability upon contact with various anions, such as phosphate, citrate, and lactate. Speciﬁcally, the lack of resistance to the phosphate ion is a serious problem as mentioned above. Kokufuta et al. used CaAlg gel that was reinforced with a PEC consisting of MGC and PVS [142]. Nitrosomonas europaea and Paracoccus denitriﬁcans were suspended in aqueous solution containing Alg and PVS. The cell suspension was then added dropwise into CaCl2 solution including MGC. The coimmobilized cells were aerobically cultured on a medium containing 3 mmol/L of phosphate ions, using (NH4)2SO4 as a substrate. The PECstabilized CaAlg gel was resistant to phosphate ions, and no breakage of the capsules was observed during the cultivation. As shown in Fig. 21, ammonia was consumed without forming nitrite, indicating that the N. europaea and P. denitriﬁcans cells coimmobilized into the PEC make it possible for nitriﬁcation and denitriﬁcation to occur simultaneously. This result could be used to remove nitrogen from wastewater instead of conventional two-stage oper-
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Figure 21 Changes in nitrogen concentrations during aerobic cultures of singly immobilized N. europaea cells (a) and coimmobilized N. europaea plus P. denitiriﬁcans cells (b): o, NH4+-N; ., NO2–-N. For the singly immobilized cells, 375 beads containing 3.1 mg dry wt. of N. europaea were cultured under the same conditions as was used for the coimmobilized cells, except the medium was free from ethanol as a hydrogen donor. (From Ref. 142.)



ations. Li used a similar method for increasing the stability of CaAlg beads including Saccharomyces cerevisiae (yeast) cells adopting the TPP–Ch complex as a surface coating [143]. The mixture solution of Alg and TPP containing S. cerevisiae was extruded into CaCl2 solution containing Ch. The Alg beads coated with PEC maintained their rigidity during ethanol production and were chemically stable in phosphate buﬀer. No diﬀerence in ethanol production was found between the uncoated CaAlg and the CaAlg coated with PEC of TPP–Ch. Similar to the Alg/Ch system, the CMC/Ch capsules also show lower mechanical strength and low swelling degree. In order to improve these defects, complexation between Ch and CMC was carried out in the presence of Al2(SO4)3 [144]. The AlCMC/Ch capsules obtained higher mechanical strength, which was 7–10 times higher than that of the CMC/Ch complexes, and higher permeability to substrate based on larger swelling capacity, as compared with the CMC/Ch capsules. Then the AlCMC/Ch gel could be used as a support for yeast cell immobilization (1  109 cells/mL) and gave high ethanol productivity. Pandya and Knorr immobilized plant cells of carrot (Daucus carota) and celery (Apium graveolens) in the PEC
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capsules consisting of Ch and Alg or Car [145]. The formation of capsules was done by extruding either Car or Alg solution into either KCl or CaCl2 solution containing either acid-soluble Ch or water-soluble Ch salt. Plant cells were more viable in the capsules containing watersoluble Ch salt than in the capsules containing acid-soluble Ch, and more viable in the Car/Ch capsules than in the Alg/ Ch capsules. From the diﬀerence in the release of dye, it was concluded that the matrix of Car/Ch could possibly have larger pore size than that of Alg/Ch. This type of capsule can be used for continuous production of biochemicals from plant cells and microorganisms. Tay et al. presented the applicability of PEC of the Ch– Alg system to encapsulate and germinate secondary embryoids of Brassca napus in the two methods: Ch/Alg and Alg/ Ch capsules [146]. As a result, the Ch/Alg capsules have desirable toughness, but none of the secondary embryoids survived. The high acidity of the Ch matrix (citric acid, pH 2.5) and permeabilizing eﬀect of Ch on cell membranes, which increases the permeability of the embryoid and causes leakage of solutes from the tissue, probably accounts for this nonsurvival. On the contrary, germination frequency of 100% was achieved in the Alg/Ch capsules. However, the Ch outer layer with positive charge makes the coat soft in the presence of water. The structural stability of the coating could be enhanced by neutralizing excess positive charge on Ch with alkali. Khor et al. also prepared artiﬁcial seeds by dropping the Alg solution containing orchid seeds and protocorms, which have an inner Alg matrix that simulates the endosperm of many plant seeds and an outer seed coat of Ch that is hard enough for protection and easy handling [147].



H. Tissue Culture In general, when cells are cultured on tissue culture plates in vitro, they grow to form a monolayer on the surface and are dediﬀerentiated. However, PEC of Ch can control such cell functions as proliferation, morphology, and diﬀerentiation. For example, human periodontal ligament ﬁbroblast formed three-dimensional cell aggregates on the Ch– CMChitin complex, and the cells were spread and well proliferated on the Ch–sulfated chitin (SChitin) complex [148,149]. The formation of cell aggregates was caused by the inhibition of ﬁbronectin adsorption, which is known to promote the attachment and spreading of cells. CMChitin and SChitin are similar in structure to glycosaminoglycans (GAGs), which are an integral part of proteoglycans that are major components of extracellular matrix (ECM), and cells seem to recognize the PEC as a component of ECM. In addition, the Ch–phosphated chitin (PChitin) and the Ch– CMChitin complexes exhibited a high adhesion of osteoblast as well as a low adsorption of ﬁbronectin [150]. These PECs induced aggregates of the osteoblast and inhibited the osteoblast proliferation on the early culture days. The osteoblast on the Ch–CMChitin formed smaller aggregates than those on the Ch–PChitin. Furthermore, the osteoblast diﬀerentiation, the mineralization stage, was induced ear-
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lier by these PECs than by the other tissue culture materials. The increased alkaline phosphatase activity, which is an initial diﬀerentiation marker for osteoblast, on the Ch– CMChitin was higher than that of the Ch–PChitin, suggesting that the diﬀerentiation inducement ability of the PEC with carboxymethyl groups was stronger than that of PEC with phosphate groups. These results suggest that PEC can control cell functions, such as proliferation and diﬀerentiation, without the loss of cell functions in vitro. However, the control of cell functions in association with PEC is still not clear. Proteoglycans and ECM polysaccharides termed GAGs are major components of the hematopoietic matrix. Within the ECM, GAGs are immobilized by combinations of covalent, ionic, and hydrogen-bonding interactions. The Ch–GAG complexes, containing Hep, HA, and CS (CSA, condroitin-4-sulfate, CSB, dermatan sulfate, and CSC, condroitin-6-sulfate) as GAG, were coated on tissue culture plates [151]. Then, human umbilical cord blood CD34+ cells were seeded onto the PEC surfaces, and their proliferation and retention of CD34 expression were followed. The ability of GAG species to bind and enhance the activities of some hematopoietic growth factors is recognized. The Ch–CSA showed an inhibitory eﬀect on cell proliferation and survival, resulting in complete cell death by the end of week 2. All other surfaces produced a 25- to 40-fold increase in total cells after 6 weeks. Only the Ch– Hep and Ch–CSB surfaces consistently exhibited signiﬁcant expansion of the CD34+ population. All other PEC surfaces exhibited declines in CD34 expression, with negligible CD34+ percentages remaining after 4 weeks. In contrast, the Ch–Hep and Ch–CSB surfaces exhibited CD34+ fractions as high as 90% after 4 weeks. However, these eﬀects may partly be mediated by desorbed GAGs, since most of GAG leached into solution over the course of the culture. Sustained high Hep levels had toxic eﬀects, while CSB exhibited more rapid early proliferation of CD34+ cells.
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I. INTRODUCTION



II. STRUCTURE OF POLYSIALIC ACID



Polysialic acids (polySia) form a structurally unique group of linear carbohydrate chains with a degree of polymerization (DP) up to 200 sialyl residues. PolySia chains are covalently attached to membrane glycoconjugates (glycoproteins or glycolipids) on cells that range in evolutionary diversity from bacteria to human brains. In this paper the following topics are reviewed: biophysical and biochemical studies on the structure of polySia chains including NMR, optical activity, atomic force microscopy, electrophoresis, and chromatography; dynamic properties of polySia chains including their interactions with membranes, antibodies, endoneuraminidases, and other proteins; topology and energetics of biosynthesis, transmembrane translocation and expression of polySia chains in bacterial cells; the structure and properties of polySia in eukaryotic cells including structure of polysialylated neural cell adhesion molecule (N-CAM) in vertebrates, eﬀect of polySia charge and hydration on molecular interaction and intercellular space, developmental changes in the length of polySia chains attached to N-CAM, role of polySia chains in neural development and in activity-induced synaptic plasticity, polySia chains in membrane ion channels, in animal eggs, in human tumor cells, and in invertebrates; polySia in therapeutics including molecular engineering of polySia chains and polySia chains in drug delivery and drug selection.



A. Sialic Acids Monomers that Form Polysialic Acid Chain Sialic acids (Sia) comprise a family of about 40 derivatives of the nine-carbon sugar neuraminic acid (Neu) (for review see Ref. 1). The carboxyl group at position 1 confers a negative charge on the molecule under physiological conditions and characterizes it as a strong organic acid (pK 2.2). Sia usually occur as monosialyl residues joined through a glycosidic linkage to oligosaccharides, glycoproteins, and gangliosides [2]. In rarer cases, sialic acid monomers form polysialic acids (polySia) chains, which are a structurally diverse family of linear carbohydrate chains that consist of N-acetylneuraminic acid (Neu5Ac), N-glycolylneuraminic acid (Neu5Gc), or a deaminated form of Sia 3-deoxy-Dglycero-D-galacto-2-nonulosonic acid (KDN) (for review see Ref. 3). KDN formally is a 5-deamino-, 5-hydroxyneuraminic acid [2]. Thus only three members of the Sia family form polySia chains. The structure of these sialic acids is shown in Fig. 1. The amino group of Neu can be acetylated (forming Neu5Ac) or glycolylated (forming Neu5Gc). Neu5Gc diﬀers from Neu5Ac only by an additional oxygen atom in the N-acyl moiety. In the case of KDN there is an additional hydroxyl group present instead of the amino group at carbon 5 of Neu.



707



708



Figure 1 The structure of sialic acids that form polysialic acid chains. Neu5Ac: N-acetylneuraminic acid; Neu5Gc: Nglycolylneuraminic acid; KDN: 3-deoxy-D-glycero-D-galacto2-nonulosonic acid (deamino-, 5-hydroxy-neuraminic acid). These sialic acids are derivatives of neuraminic acid (Neu).



B. Intersialyl Linkages in Polysialic Acids The polySia glycotope has been shown to exhibit structural diversity both in the sialic acid components and in the intersialyl linkages (for review see Ref. 4). The DP of polySia chain ranges from 8 to ca. 200 Sia residues. The chains with DP from 2 to 7 are named oligosialic acids (oligoSia). Figure 2 shows the intersialyl linkages of oligoSia and polySia. Both the reducing and nonreducing ends of the chain are indicated. Sialic acid monomers in bacterial capsular polySia chains are joined internally through a2,8-, a2,9-, or alternating a2,8-/a2,9-ketosidic linkage between Neu5Ac. The intersialyl linkages in eukaryotic cells are usually a2,8-ketosidic linkage between Neu5Ac, a2,8-ketosidic linkage between KDN, and a2,8-ketosidic linkage between Neu5Gc, although other kinds of linkages were also reported (for review see Ref. 3).



Figure 2 The most frequent intersialyl linkages in polysialic acids chains. A: a2,8-ketosidic linkage between Neu5Ac; B: a2,9-ketosidic linkage between Neu5Ac; C: a2,8-ketosidic linkage between Neu5Gc; D: a2,8-ketosidic linkage between KDN. The reducing and nonreducing ends of the chain are indicated.
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C. NMR Studies of PolySia Chains The diﬀerences in the orientation of the a2,8Neu5Ac and a2,9Neu5Ac polySia chains and in the segmental motion of the polysaccharides were determined from 1H and 13C NMR studies [5]. Polysaccharides were extracted from bacterial capsules of Neisseria meningitides serogroup B (intersialyl linkages a2,8-) and non-O-acetylated serogroup C (intersialyl linkages a2,9-). It was found that the side-chain of Neu5Ac in non-O-acetylated serogroup C polySia chain adopts a conformation such that H-7 and H-8 are approximately antiperiplanar. In serogroup B polySia H-7 and H-8 were in gauche conformation. Molecular mechanics calculations were used to probe the conformational preferences of both B and C polySia chains, and the results were in agreement with those based on 1H NMR data. From the 13C NMR spin-lattice relaxation times, the molecular correlation times have been calculated. The C polySia was characterized by internal or segmental motion in the C-7 to C-9 side chain of the monomer, in contrast the B polySia had little or no such movement and tumbled as a rigid species with internal rotation of only the pendant C-9 group. The chain lengths of oligoSia puriﬁed from depolymerized polySia were analyzed using 1H NMR data [6]. PolySia were extracted from bacterial capsules of Escherichia coli K1 (colominic acid), E. coli K92, and N. meningitides serogroup B. A comparison of the intensities of the H-3e signals for the nonreducing, internal, and reducing residues of the oligoSia gave ratios of 1:5:1 and 1:8:1 for heptaSia (Neu5Ac)7 and undecaSia (Neu5Ac)11, respectively. Both one-dimensional and two-dimensional 1H and 13 C NMR experiments were carried out on the triSia (Neu5Ac)3 and colominic acid [7]. In addition to the assignment of the signals in the spectra, these studies demonstrated that both linkages of (Neu5Ac)3 diﬀered in conformation from each other and from the inner linkages of colominic acid. The data indicated that these conformational diﬀerences extended to both terminal disaccharides of oligosaccharides larger then (Neu5Ac)5. It also provided an explanation for the conformational epitope of N. meningitides B polySia: because the two terminal disaccharides of (Neu5Ac)10 diﬀer in conformation to its inner residues, the immunologically functional part of (Neu5Ac)10 resides in its inner six residues. Thus this number of residues was consistent with the maximum size of an antibody site. The 1 H NMR spectrum of polySia extracted from the capsule of N. meningitides B bacterial cells was completely assigned by two-dimensional homonuclear (COSY and HOHAHA) and heteronuclear (1H, 13C) NMR experiments [8].



Table 1 Proton y, ppm



The solution conformations of N. meningitides B polySia were analyzed by 2-D NOE NMR at 500 MHz, molecular modeling of oligoSia conformers, and complete relaxation matrix analysis [9]. The analysis suggested that polySia adopted helical structures, with three to four Sia residues forming one turn of the helix with a pitch of 0.9– 1.1 nm. The conformational properties of colominic acid and (Neu5Ac)5 were evaluated by NMR studies at 600 MHz, in conjugation with potential energy calculations [10]. These calculations were used to estimate the energetically favorable conformers and to describe the wide range of helices polySia can adopt. Similar helical parameters for a2,8Neu5Ac polysaccharide and poly(A) were proposed as the basis for their cross-reactivity to a monoclonal antibody. The structure of (Neu5Ac)9 helix was presented with a pitch of 0.55 nm. This study was extended by comparison of the conformation of the polySia epitope with its reduced and N-acyl derivatives [11]. The critical importance of the carboxylate group to the stability of the extended (Neu5Ac)9 helical epitope was ascertained from NMR studies and potential energy calculations on the carboxyl reduced polySia. These studies indicated that the extended helix was not stabilized in the reduced polymer. Studies on N-acyl derivatives showed that the increasing size of these substituents did not disrupt the extended helical conformer, indicating that the bulky N-acyl groups protruded outward from the helix. Sensitive pulse sequences were developed in order to determine geometry-dependent 1H and 13C chemical shift anisotropy terms of Neu5Ac and its a2,8 homopolymer (colominic acid) in solution [12]. Large changes in the chemical shift anisotropy values were observed and the most pronounced diﬀerences were at C5, C6, and C7, which might be attributed to conformational changes around C6/C7 and C7/C8 bonds, and possible changes in hydrogen bonding interactions. 1H NMR chemical shifts for poly(Neu5Ac) chain (colominic acid) obtained at 300 K in D2O are presented in Table 1. (for details see Ref. 11).



D. Optical Activity Studies of PolySia Chains Solution structure determination is greatly facilitated both by NMR spectroscopy and circular dichroism (CD) [13]. The common property that these biopolymers possess is chirality. Solution properties of Neu5Ac homopolymers, colominic acid, were reported [14], including a study of the process of intramolecular lactonization of polySia. The polarimetric pH-jump experiments showed that at pH lower than 5 the chiroptical properties of colominic acid exhibit characteristic time dependence traceable to a pro-



1



H NMR Chemical Shifts (y) for Poly(Neu5Ac) Chain (Colominic Acid) Obtained at 300 K in D2O H-3a 1.74



Me 2.07



H-3e 2.67



H-4 3.60



Me—protons of methyl group within the acetyl group linked to carbon 5. Source: From Ref. 4.



H-6 3.63



H-5 3.82



H-7 3.90



H-8 4.10



H-9 4.19
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gressive increase in lactonic ring formation along the chains. These experiments demonstrated that lactonization was catalyzed by protons and followed simple secondorder rate kinetics (irreversible) during the early stages of the process. This kinetics could be tentatively interpreted by assuming that at pH values 4.15 and 2.79 colominic acid is protonated at 50% and 100%, respectively. Equilibrium dialysis and CD methods were used to investigate the Ca2+ binding properties of three diﬀerent types of both oligoSia and polySia chains: oligo/poly (Neu5Ac), oligo/poly(Neu5Gc), and oligo/poly(KDN) [15]. The apparent binding constants (Ka) and the number of binding sites (n) were estimated. PolyNeu5Ac was separated from colominic acid using Sephacryl S-200 chromatography column in the form of high molecular weight (H-CA) of DPc24, and medium molecular weight (M-CA) of DPc15. OligoNeu5Ac of DPc5 was prepared from colominic acid by treatment with 0.01 N HCl at 80jC for 10 min and then chromatographed on the same type Sephacryl S-200 column. Poly(Neu5Gc) and oligo(Neu5Gc) were obtained from high-molecular weight polysialoglycoproteins (H-PSGP) and low-molecular weight polysialoglycoproteins (L-PSGP) puriﬁed from unfertilized and fertilized eggs, respectively, of rainbow trout. Oligo/poly(KDN) were prepared by periodate Smith degradation of KDN glycoprotein (KDN-gp) which was isolated and puriﬁed from the ovarian ﬂuid of rainbow trout. The CD spectrum of M-CA exhibited a weak negative band at ca. 225 nm and a stronger positive band at a lower level at ca. 205 nm. The addition of calcium ions to the colominic acid solution did not cause any change of the negative band, but resulted in a decrease of the lower wavelength positive band. Similar experiments were performed for Mg2+ and Na+ ions. The results indicated that colominic acid had higher binding aﬃnities for calcium ions than for Mg2+ and Na+ ions. KDN-gp, H-PSGP, and L-PSGP all had positive CD bands at 213 nm, and the intensities of these bands were reduced upon binding to calcium ions. Table 2 shows the values of apparent binding constant, Ka, for binding of Ca2+ to diﬀerent polySia chains. Ka values were calculated from measured Ca2+-induced changes in molar ellipticity of appropriated solution using CD method. The number of sialic acid residues required to bind one Ca2+ ion was 5 for



L-CA, 3 for H-CA and M-CA, and was estimated to be 2 for KDN-gp, H-PSGP, and L-PSGP. OligoSia (DP = 2–6), long-chain polySia (colominic acid, DP > 50), and short-chain polySia (obtained by mild acid hydrolysis of colominic acid, DP = 4–17) were investigated by CD spectroscopy and viscometry at diﬀerent temperatures and salt concentrations to elucidate conformational transitions and the degree of ﬂexibility of the polySia glycotope [16]. The eﬀect of colominic acid N-deacylation on these properties was also studied. N-Deacetylated colominic acid (i.e., a homopolymer of neuraminic acid) was prepared by treatment with 10 N NaOH at 80jC for 3 hr. PolySia chain has two chromophoric groups: Nacyl and carboxyl, both of which exhibit n!P* electron transition in the region 205–225 nm. The dichroic absorption of N-acetyl groups generally occurred at a lower wavelength than in the case of carboxyl groups. Therefore in the case of N-deacylated colominic acid, the CD spectra resulted only from the optical properties of the carboxyl group. The spectrum of N-deacylated colominic acid showed a negative dichroic band, which represented the chiral environment of the carboxyl group. For colominic acid, the carboxyl band overlapped with the N-acetyl band. From the CD measurements of polySia with diﬀerent DP, it was concluded that the spectra vary signiﬁcantly from the monosaccharide to trisaccharide, and this variation diminished when the DP was bigger than 9. This conclusion was consistent with previously described results of NMR experiments [11] suggesting that more than nine Neu5Ac units are needed for a cooperative binding of polySia antigen to the antibody.



E. Atomic Force Microscopy of PolySia Chains Atomic force microscopy has become a new method to visualize supramolecular structures under conditions close to their native state (for review see Ref. 17). In the imaging mode the probe is scanned across the sample keeping a constant force, amplitude, or frequency shift. This technique was used to image polySia chains [18] in the form of: .



.



Table 2 Apparent Binding Constant, Ka, for Binding of Ca2+ to Diﬀerent PolySia Chains



Ka, M1



CA



H-PSGP



KDN-gp



L-PSGP



10.9103



2.98103



2.89103



1.00103



Ka values were calculated from measured Ca2+-induced changes in molar ellipticity of appropriated solution using circular dichroism method. CA—colominic acid, H-PSGP—high-molecular weight polysialoglycoproteins, L-PSGP—low-molecular weight polysialoglycoproteins, KDN-gp—poly(KDN) glycoprotein. Source: From Ref. 15.



oligomers consisting of 6, 9, 12, 15, or 18 residues of a2,8-linked Neu5Ac, which were puriﬁed by highperformance liquid chromatography (HPLC) from colominic acid polysialyl glycopeptides of embryonic brain neural cell adhesion molecule (N-CAM), in which the polySia is formed by a2,8-linked Neu5Ac



The experiments revealed the presence of ﬁlamentous structures in samples of oligomers of 12 or more sialyl residues, whereas shorter oligomers did not display these structures. Individual ﬁlaments had a thickness of ca. 1 nm and tended to occur as ﬁlament bundles. As the DP of oligoSia increased, an extensive branching of the ﬁlament bundles into networks was observed. Similar network was observed for a sample containing puriﬁed polysialylated glycopeptides of N-CAM. The network was degraded by sialidase, thus conﬁrming that it consisted of sialic acid. When the sample containing the same glycopeptides, but
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without attached polySia, was examined, ﬁlament bundles were not observed. It was suggested that the potential of polySia chains to associate into bundle networks could result in associative interactions between cells, as a novel mechanism by which N-CAM and other cell membrane components may mediate their interactions with other molecules and cells.



F. Capillary Electrophoresis of PolySia Chains A direct and rapid method for the separation of oligoSia and polySia consisting of a2,8-linked Neu5Ac with various DP was presented using capillary electrophoresis (CE) [19, 20]. It was also demonstrated that CE was a useful tool for kinetic studies of the degradation of polySia and lactonized polySia by neuraminidase. Comparative structural analysis of oligoSia and polySia chains from diverse sources was carried out using high-performance capillary electrophoresis (HPCE) [21]. Controlled acid hydrolysates of three diﬀerent series of a2,8-linked polySia chains were analyzed: . . .



(!8Neu5Aca2!)n chains from colominic acid rainbow trout egg polysialoglycoprotein (PSGP) containing (!8Neu5Gca2!)n chains rainbow trout egg KDN-rich glycoprotein (KDNgp) containing (!8KDNa2!)n chains.



These three diﬀerent types of a2,8-linked oligoSia having the same degree of polymerization could be separated by HPCE. In addition, the HPCE technique showed that the lactonization of a2!5-Oglycolyl-linked oligo/polyNeu5Gc chains, i.e., (!5-Oglycolyl-Neu5Gca2!)n chains, prepared from sea urchin egg jelly sialic acid-rich glycoprotein (polySia-gp) did not take place as readily as in (!8Neu5Aca2!)n chains from colominic acid. High-resolution analysis of oligoSia and polySia chains was performed by capillary electrophoresis using various types of capillaries and buﬀer additives [22]. The best resolution in separating individual chain-lengths was achieved using a capillary coated with phenylmethylsilicone and a buﬀer solution containing a neutral polymer, poly(ethylene glycol) as an additive. It was found that smaller oligoSia composed of less than ﬁve Neu5Ac residues migrated in the reverse order of their molecular masses on the electrophoregrams. However, oligoSia chains larger than pentamer migrated in the order of their molecular masses. PolySia chains having up to 100 Neu5Ac residues were clearly distinguishable. Figure 3 shows the relationship between the electrophoretic mobility and degree of polymerization of oligoNeu5Ac in the presence of poly(ethylene glycol) at concentration 10% and applied voltage 10 kV (for details see Ref. 22). The mobility of each oligoSia was calculated according to the equation: l ¼ l=ðtEÞ 2



ð1Þ 1



1



where l (cm V sec ) is the mobility; l (cm) is the length from the injection port to the detector; t (sec) is the migration time; E (V cm1) is the applied electric ﬁeld. As the smaller molecules can pass through the matrix more easily than the larger ones, the diﬀerent behavior in migra-



Figure 3 Relationship between the electrophoretic mobility and degree of polymerization of oligoNeu5Ac in the presence of poly(ethylene glycol) at concentration 10% and applied voltage 10 kV. (From Ref. 22.)
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I. INTRODUCTION In the vertebrate brain, two major classes of cells, glia and neurons, are generated from a proliferative zone that surrounds the central ventricular space. The newly generated cells migrate from the proliferative zone to their adult positions and extend processes. Neurons elaborate relatively long and complex axonal and dendritic processes that interconnect in highly stereotyped ways to generate the circuitry of the mature brain. Glial cells also extend processes that enwrap neural and vascular elements. Once the complex circuitry of the central nervous system (CNS) has achieved its mature structure and connections, it becomes stabilized and is maintained throughout adulthood. Proteoglycans, a group of glycoproteins that are invested with covalently bound glycosaminoglycan (GAG) chains, are one of the important classes of molecules in brain development and maturation. Although the role of proteoglycans in other tissues, such as cartilages, was established long ago, an appreciation of their importance in the CNS has only been established relatively recently. The GAG chains that deﬁne proteoglycans are long, unbranched polysaccharides composed of repeating disaccharide units. There are four major classes of GAG chains found on proteoglycans: heparan sulfate (HS) has a backbone structure of glucuronic acid or iduronic acid and N-acetylglucosamine; chondroitin sulfate (CS) is composed of glucuronic acid and N-acetylgalactosamine; dermatan sulfate (DS) is similar to CS in structure, except that glucuronic acid is epimerized to iduronic acid; and, ﬁnally, keratan sulfate (KS) is composed of galactose and N-acetylglucosamine. Important structural features of GAGs diﬀerentiate them from other carbohydrate modiﬁcations. They are typically longer than other sugars and are highly negatively charged due to the presence of carboxyl and sulfate groups on many sugar residues. These



features have generally led to the belief that GAGs dominate the function of a glycoprotein even when other carbohydrate modiﬁcations are present. Despite the relatively simple primary structure of each GAG chain, being composed of only two sugars, they are in fact tremendously heterogeneous molecules [1–3]. A number of enzymatic modiﬁcations give rise to GAG chain heterogeneity. GAGs can be sulfated at many diﬀerent positions. They can be subjected to epimerization. Sulfation and epimerization alone can lead to an extraordinary array of structurally unique GAG chains [1– 3]. Furthermore, the length of diﬀerent GAG chains can vary signiﬁcantly. Although an understanding of the complexity of GAG chains is truly in its infancy and beyond the scope of this review, it is an important variable to keep in mind as we begin to dissect the diverse functions of proteoglycans. Historically, proteoglycans have been deﬁned by their GAG chains, and the protein cores to which they are attached have been largely ignored. However, the growing identiﬁcation of the protein cores of these molecules has greatly enhanced our appreciation of the combinatorial importance of both the protein core and the attached carbohydrates in deﬁning their unique functions. Furthermore, there is a growing appreciation of the microheterogeneity created by regulated glycosylation patterns, both between diﬀerent proteoglycans and within a single proteoglycan species. In the CNS, the expression of all four proteoglycans’ subtypes has been demonstrated. However, HS and CS proteoglycans (HSPG and CSPG) appear to be the predominant species [3]. In general, the most prevalent HSPGs are found on the cell surface, whereas the most prevalent CSPGs are secreted and are components of the extracellular matrix (ECM) [3]. Although there are many exceptions to this rule, it is generally a useful distinction. Accordingly, 729
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this review will focus on the roles of these two subtypes of proteoglycans in the CNS.



CNS, including cell surface proteoglycans such as syndecans and glypicans.



II. HSPGs Speciﬁc ligands for HS GAGs have been identiﬁed in a variety of systems, including a variety of growth factors and cell adhesion molecules that can directly aﬀect cell proliferation, identity, and motility. In the CNS, HSPGs are predominantly expressed on the cell surface either as transmembrane proteoglycans, such as syndecans, or as GPI-anchored proteoglycans, such as glypicans. A variety of HS-binding molecules, including matrix ligands, and other cell surface molecules, are involved in neural development. Molecules that are known to be involved in CNS development that are modulated by HS GAGs include members of the ﬁbroblast growth factor (FGF) family, heparin-binding factors such as heparin-binding growthassociated molecule (HB-GAM; pleiotrophin), the neural cell adhesion molecule (NCAM), midkine, slit-1 and slit-2, Wingless/Wnt, transforming growth factor-h (TGF-h), and Hedgehog family [4–13] (Table 1). Although there are a number of potential common ligands for the HS chains of HSPGs, the functional roles of these molecules depend critically on their spatial and temporal expression and the nature of the protein core to which they are attached. In this review, we will focus on some of the more prominently expressed HSPGs in the



III. GLYPICANS Glypicans are a family of membrane-bound HSPGs that are expressed in distinct temporal and spatial patterns in the CNS [14,15]. Six family members have been identiﬁed [16–21]. All glypicans are synthesized with an attachment signal for a GPI anchor at their C-terminus and, accordingly, all are attached to the membrane via this anchor (Fig. 1). The predominant structural feature of glypicans is a highly conserved and unique stretch of 14 cysteine residues. This stretch of cysteine creates a structural motif not found in any other protein family. HS GAG attachment sites are located toward the C-terminus of the protein, in close proximity to the cell membrane (Fig. 1). Glypican-1 and glypican-2 have additional GAG attachment sites close to the N-terminus of the molecules. Glypican-1, glypican-3, and glypican-4 have a conserved cleavage site near the cysteine-rich domain [17,22,23] and a similar site in glypican-5 [24], but the functional implications of cleavage at this site are unknown. Based on sequence similarities, the glypicans can be considered in two groups: one including glypican-1, glypican-2 (cerebroglycan), glypican4 (K-glypican), and glypican-6, and the other including glypican-3 (OCI-5, MXR7) and glypican-5.



Table 1 Cellular Origin and Ligands of Cell Surface HSPGs in the Central Nervous System Family



Name



Cellular origin



Approximate Mw (kDa)



Extracellular ligands



Glypicans



Glypican-1



Neurons, glia



64



Neurons



52



Unknown



70



FGF-2, IGF-II



Neurons



60



FGF-2



Syndecans



Glypican-2 (cerebroglycan, M13) Glypican-3 (OCI-5) Glypican-4 (K-glypican) Glypican-5 Glypican-6 Syndecan-1



Neurons Unknown Glia



65 65 50



Syndecan-2 (ﬁbroglycan) Syndecan-3 (N-syndecan, neuroglycan, M7) Syndecan-4 (amphiglycan, ryudocan)



Neurons



48



Not determined Not determined FGF-2, ﬁbronectin, tenascin-C, HB-GAM/PTN, midkine FGF-2



Neurons



120



Glia



35



FGF-1, FGF-2, FGF-7, laminin, Slit-1, Slit-2, VEGF FGF-2, laminin, thrombospondin



FGF-2, HB-GAM/PTN, midkine, laminin



FGF-2
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Figure 1 Schematic representation of the structure of the glypican and syndecan families of cell surface HSPGs. Wavy line represents attached HS chains. The springlike structure represents a GPI anchor in the glypicans. Tm, transmembrane domain; C1, conserved intracellular domain in syndecans with a common amino acid sequence (. . .RM(K/R)KKDEGSY. . .); V, variable intracellular domain; C2, a second conserved intracellular domain in syndecans (. . .EFYA).



IV. SYNDECANS Syndecans are type I transmembrane proteins that predominantly carry HS GAG chains (they can also carry CS chains) [25–27]. There are four members of this family: syndecan-1 [28,29], syndecan-2 (ﬁbroglycan) [30,31], syndecan-3 (N-syndecan) [32,33], and syndecan-4 [34,35] (Fig. 1, Table 1). All known mammalian syndecans are expressed in the CNS. The cytoplasmic domains of syndecans are highly conserved. All syndecans have a virtually identical stretch of 10 amino acids adjacent to the transmembrane domain, termed C1, followed by a short variable region, V, and, ﬁnally, a conserved C-terminal domain, C2, with the amino acid sequence EFYA (Fig. 1) [27]. The C2 region of syndecans has been shown to interact with proteins containing type II PDZ domains, four of which have now been identiﬁed, including syntenin [36,37], CASK/Lin-2 [38,39], synbindin [40], and synectin [41]. Binding to these proteins is believed to localize syndecans to subdomains of the plasma membrane and to the cytoskeletal signaling apparatus. The V-regions of syndecans may mediate speciﬁc interactions of diﬀerent syndecans, thereby imparting unique functions to each syndecan. Although the sequence similarity between syndecan family members is low, signiﬁcant sequence similarities have been noted between syndecan-1 and syndecan-3 and between syndecan-2 and syndecan-4. The two groups also diﬀer in the location of potential GAG attachment sites. In syndecan-1 and syndecan-3, these sites are clustered near the N-terminus and in the vicinity of the transmembrane domain. Syndecan-2 and syndecan-4 display additional GAG attachment sites closer to the N-terminus. Beyond



the syndecan-1/3 and syndecan-2/4 subgroupings, syndecan-2 and syndecan-3 seem to exclusively carry HS GAG chains, whereas syndecan-1 and syndecan-4 carry mixed CS/HS side chains [8]. Syndecans share a conserved cleavage site near the plasma membrane that enables these proteins to be shed from the cell surface, which may be an important mechanism for regulating their functions [33,42–44].



V. FUNCTIONS OF HSPGs IN THE CNS The role of HSPGs in FGF signaling is one of the most thoroughly characterized interactions. The biological activity of FGFs is believed to be dependent on their binding to cell surface HSPGs. The involvement of HSPGs in FGF signaling is dependent on interactions with their HS chains. In the absence of HS, cells that express the high-aﬃnity FGF receptors neither bind nor respond to their ligands [8,11]. There are a number of mechanisms by which HSPG aﬀects FGF signaling. Interacting with HSPG sequesters FGFs and protects them from proteolytic degradation [45,46]. Interactions with proteoglycans can increase the local concentration of FGF, functionally enhancing the aﬃnity of FGF for its receptors [45,47]. HS serves to oligomerize FGF (and other ligands) and thereby facilitate receptor dimerization and subsequent signaling [48]. The large amount of soluble HSPG not attached to membranes in brain tissues parallels the shedding of HSPG observed in cells in culture. Membrane shedding could provide a mechanism to terminate activity that depends on plasma membrane attachment [16,21,42], such as cell–cell adhesion
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or other functions mediated by cytoskeletal elements, or by intracellular signaling. HSPGs can be considered to function as low-aﬃnity coreceptors for certain factors [49,50]. In the CNS, FGF signaling plays a role in neurogenesis. Neurogenesis is the process of the generation and diﬀerentiation of neurons from neural stem cells. In brief, in the mammalian CNS, stem cells reside in the ventricular zone—the deepest layer of the neural tube. Cells generated from the stem cells in the ventricular zone migrate to speciﬁc locations and diﬀerentiate into one of three cell types, including neurons, astrocytes, and oligodendrocytes, early in embryogenesis. The time course of the generation of neurons precedes the generation of glial cells in each area of the developing CNS. Neurogenesis is regulated by a number of growth factors, including FGF [51–54]. Glypican-4 can modulate FGF signaling during neurogenesis. Glypican-4 is expressed in the ventricular zone, particularly in the most rostral part of the developing brain, telencephalon, coincident with both FGF-2 expression and neurogenesis [55]. Cortical neural stem cells express FGF receptors [53] and FGF-2 can aﬀect the fate of neuroprogenitor cells [52,54]. Cells that retain stem cell properties express glypican-4, but as neurons diﬀerentiate, glypican-4 is rapidly turned oﬀ [55]. Furthermore, recombinant glypican-4 can suppress the mitogenic eﬀects of FGF-2 on cortical precursor cells. Interestingly, glypican-4 expression is maintained in the adult dentate gyrus [55], one of the few brain regions where neural stem cells replicate throughout life. Glypican-1 is also expressed in the ventricular zone and may also play a role in modulating FGF signaling. Unlike glypican-4, expression of glypican-1 appears to be present in the ventricular zone during both neurogenesis and gliogenesis [55], and is maintained in mature cells [56]. During the phase of axonal elongation, glypican-1 interacts with Slit proteins, which play a role in axonal guidance [57]. Glypican-1 and Slit proteins colocalize in the developing brain and bind with high aﬃnity to one another [57]. Slit-2 and glypican-1 are coexpressed in reactive astrocytes following CNS injury in the adult and may have a role in inhibiting nerve regeneration. Glypican-2 is expressed exclusively in the developing nervous system. Expression peaks as neurons diﬀerentiate, migrate to their appropriate locations, and extend neurites, and then is rapidly turned oﬀ [20]. The regulation of glypican-2 expression has been most elegantly demonstrated in late stages of hippocampal development when most neurons no longer express glypican-2, but newly generated granule cells do. Interestingly, in granule cells in the adult, glypican-2 is excluded from the somatodendritic compartment and is strongly polarized to the axon. Consistent with a role in axonal guidance, glypican-2 is expressed in axonal tracts and in growth cones coincident with active neurite growth [58]. Other glypicans, including glypican-3, glypican-5, and glypican-6, are also expressed in the mammalian CNS, but their functional roles are unclear. In Drosophila, mutations at the dally (division abnormally delayed) locus, which contains a gene coding for Drosophila glypican, shed light on the role of glypicans in CNS development [59]. Dally
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mutants were identiﬁed based on cell patterning defects in the larval eye and brain [59]. Dally mutants show a disruption of a division cycle that is triggered by an intercellular signal from photoreceptor axons arriving from the developing eye. There is strong evidence that these defects are mediated through the TGF-h/BMP-related protein, decapentaplegic. These observations indicate a role for glypicans in the regulation of cell division and the development of particular cell types [60]. Syndecan-2 is expressed in the rodent nervous system and accumulates at synapses [39]. Detailed studies of hippocampal neurons indicate that syndecan-2 localizes speciﬁcally to dendritic spines [61], which are prominent postsynaptic specializations at excitatory synapses. Interestingly, CASK/Lin-2 binds syndecan-2 at neuronal synapses [39]. Furthermore, when a C-terminal fragment of syndecan-2 is expressed in neuronal cultures, CASK/Lin-2 accumulates at synapses [39]. Further studies have indicated that this is likely a physiological interaction as they are colocalized during development [39,62]. In culture, overexpression of syndecan-2 leads to the precocious formation of mature spines, but does not lead to more spines or more synapses [61], suggesting that syndecan-2 is involved in spine maturation [62]. Further studies have indicated that tyrosine phosphorylation is necessary for syndecan-2 accumulation in spines and that syndecan-2 phophorylation is mediated by EphB2 [63]. Like syndecan-2, syndecan-3 is expressed at high levels in the nervous system. Early in development, syndecan-3 is expressed in oligodendrocyte lineage precursor cells in the ventricular zone [64]. Syndecan-3 is turned oﬀ after the terminal division when these cells diﬀerentiate into mature oligodendrocytes [64]. There is strong evidence that FGF-2 may play a role in oligodendrocyte diﬀerentiation [65–71]. FGF is a ligand for syndecan-3, suggesting a role for syndecan-3 in the generation and diﬀerentiation of oligodendrocytes [64,66]. Syndecan-3 also localizes to developing axon tracks, and neurite outgrowth in vitro on an HBGAM matrix is blocked by soluble syndecan-3 or exogenous heparan [72,73]. HB-GAM is also expressed in developing axons and can promote neurite outgrowth [74]. It has been suggested that HB-GAM can cluster syndecan-3 into adhesion complexes that regulate the cytoskeleton and growth cone [75].



VI. CSPGs Although a number of ligands bind speciﬁcally to HS chains, relatively few that bind CS chains have been found. CSPGs are major constituents of the CNS and their expression is developmentally regulated. CSPG expression peaks early in development at a time of robust neurite outgrowth. It follows then that the most clearly demonstrated function for CS chains is in directing neurite outgrowth (discussed in more detail below). However, the role of CSPGs is likely to be much more varied and complex. Here, we will focus on the major family of CSPGs in the CNS: the lecticans and phosphacans.
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Although many of the HSPGs found in the CNS are cell surface molecules, the most prevalent CSPGs in the CNS are secreted ECM molecules [76]. The ECM of the CNS is markedly diﬀerent from other tissues. The brain ECM contains none of the major forms of collagen and, at least in the adult, little ﬁbronectin or laminin. With the exception of meningeal surfaces and blood vessels, there are no basal laminae. Among the constituents of brain matrix are glycoproteins, the GAG hyaluronan (HA), and an increasingly complex variety of proteoglycans. An HA-based matrix occupies the extracellular space of brain at all stages of development, similar to the matrices found in cartilages and other tissues. HA is an extremely large (up to 10 million daltons) polyanionic polymer consisting of repeating disaccharide units, constituting a GAG chain; unlike all other GAGs, HA is not covalently bound to protein. Given the importance of HA in forming the ECM of the CNS, we will pay particular attention to the lecticans (hyalulectins), a family of HA-binding CSPGs that includes aggrecans, versicans, neurocans, and brainenriched hyaluronan-binding protein (BEHAB)/brevicans. As will be described below, the lecticans’ ability to bind HA and other matrix and cell surface molecules places them in a unique position as organizers of the ECM in the CNS. HA is present at the highest levels in the brain during the embryonic and early postnatal periods [77–79]. In the rat brain, HA peaks at 7 days after birth, and almost 90% of the HA present at this stage of development is watersoluble [77]. HA is extremely hydroscopic and, therefore, can organize water molecules, forming a hydrated permeable matrix through which cellular migration and process elaboration occur, as well as permitting the diﬀusion (or ﬁltration) of low-molecular weight solutes, such as growth
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factors. HA expression in adults is markedly lower than during development [77–79].



VII. LECTICANS The lectican family includes four CSPGs (aggrecans, versicans, neurocans, and BEHAB/brevicans), which share several conserved domains [80,81] (Fig. 2). All of the lecticans are expressed in the CNS and, interestingly, neurocans and BEHAB/brevicans are expressed only in the CNS [82–90]. The high degree of structural similarity among lecticans is reﬂected in the virtually identical organization of their genes [91–94]. The intron–exon boundaries are highly conserved and coincide with the boundaries between functionally related domains. It is likely that the lectican family members evolved by gene duplication [95]. The N-terminus of lecticans consists of immunoglobulin-binding and HA-binding tandem repeat domains [80,81] (Fig. 2). Both domains are highly conserved among all family members. As predicted from their structure, all lecticans can bind HA (Table 2). The C-terminus also contains highly conserved domains including epidermal growth factor (EGF)-like repeats, a C-type lectin domain, and a complement regulatory protein (CRP) domain. All lecticans also contain a central domain that is the site of carbohydrate attachment. The central domains, unlike the N-termini and C-termini, are less conserved and are variable both in size and in the number of sites for carbohydrate attachment [80,81]. Although the N-terminus of all lecticans binds HA, the lectin domain of these molecules interacts with a common set of ligands, speciﬁcally tenascin-R and sulfatide (Table 2). These interactions with



Figure 2 Schematic representation of the domain structure of the lectican family of CSPGs. The black domain represents the GAG attachment domain. Notice that the size and the number of attached CS chains (represented by wavy lines) change signiﬁcantly between family members. In versicans, the a and h chains can be alternatively spliced out by creating a number of diﬀerent splice variants. HABD, hyaluronan-binding domain; EGF, epidermal growth factor-like domain; lectin, lectinlike domain; CRP, complement-regulatory proteinlike domain.



734



Matthews and Hockfield



Table 2 Cellular Origin and Ligands of Secreted CSPGs in the Central Nervous System Family Lecticans (hyalectans)



RPTP~/h



Name



Cellular origin



Approximate Mw (kDa)



Aggrecan Versican (PG-M, HABP) Neurocan



Neurons Glia



500+ 400



Neurons, glia



250



BEHAB, brevican



Glia, neurons



150



Phosphacan (DSD-1-PG)



Glia, neurons



300



matrix proteins (at the N-terminus) and cell surface proteins (at the C-terminus) can position the lecticans to mediate cell–matrix interactions. The number and types of carbohydrate moieties added to individual lectican molecules vary considerably. Aggrecan has around 100 GAG attachment sites, whereas BEHAB/brevican has only three. Furthermore, BEHAB/ brevicans in the CNS exist both with and without attached GAG chains, making them part-time proteoglycans [96]. Aggrecan is heavily glycosylated with KS-GAG chains in the cartilage appears to carry no KS-GAG chains but in the CNS [89,97]. All lecticans are subjected to proteolytic cleavage. Aggrecan is cleaved at multiple sites by a variety of diﬀerent metalloproteinases [98,99]. BEHAB/brevican has cleavage sites very similar to those found in aggrecans [96,100]. Speciﬁc cleavage sites have been identiﬁed in the central domain of neurocan [101,102], and a variety of versican cleavage products have also been identiﬁed [103].



Extracellular ligands Hyaluronan, sulfatides Hyaluronan, tenascin-R, sulfatides Hyaluronan, tenascin-R, tenascin-C, FGF-2, NCAM, NG-CAM/L1, TAG-1/axonin, sulfatides Hyaluronan, tenascin-R, sulfatides Tenascin-R, tenascin-C, HB-GAM/PTN, amphoterin, NCAM, NG-CAM/L1, TAG-1/axonin, contactin



structural diﬀerences, phosphacan and neurocan appear to play overlapping roles in the developing CNS, which will be discussed together.



IX. FUNCTIONS OF CSPGs IN THE CNS Early in development, phosphacan and neurocan are common in the CNS and may account for up to 50% of the



VIII. PHOSPHACANS Phosphacan is derived from alternative splicing of receptor-type protein tyrosine phosphatase h (RPTPh; also known as PTP~) [104,105]. There are three RPTP~/h splice variants and at least two of them carry CS GAG chains [106–111] (Fig. 3). The largest RPTP~/h isoform is a transmembrane protein composed of a carbonic anhydrase domain, a ﬁbronectin type III repeat, and a novel cysteinefree stretch where the GAG chains are likely to be attached. Two intracellular tyrosine phosphatase domains follow the single transmembrane domain. A smaller transmembrane form lacks the GAG attachment region, named dvRPTP~/ h. The third RPTP~/h splice form, called phosphacan (DSD-1-PG in mouse), contains the entire extracellular domain but lacks the transmembrane domain and is a secreted proteoglycan [110] (Fig. 3). Phosphacan can carry diﬀerent compliments of KS and CS [110]. Despite their



Figure 3 Schematic representation of the domain structure of the three major RPTP~/h/phosphacan splice variants. The black domain represents the CS attachment domain. Notice that that short membrane-bound form dvRPTP~/h is invested with very few or no CS chains. Phosphacan lacks the entire transmembrane domain and is a secreted CSPG. CA, carbonic anhydrase-like domain; F, ﬁbronectin type III domain; PTP, protein tyrosine phosphatase domain.
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CSPG in the young brain [105]. Despite the fact that they show essentially no sequence homology at the amino acid level, they interact with a similar set of ligands and appear to be functionally similar [105]. Although neurocan is largely neuronal in origin and phosphacan is produced predominantly by glia, expression of each has been demonstrated in both cell types. Neurocan and phosphacan are expressed at high levels in the developing CNS, and although neurocan drops to lower levels in adulthood, phosphacan is maintained at relatively stable levels [102]. Neurocan and phosphacan interact with an overlapping set of ligands including tenacin-C, NCAM, NG-CAM/L1, and TAG-1/axonin [87,112–117] (Table 2). It is somewhat surprising that two proteins that show little homology at the amino acid level could interact with a common set of diverse ligands and it is, therefore, possible that common carbohydrate modiﬁcations mediate these interactions. Moreover, although carbohydrates do mediate some of these interactions, unique carbohydrates on neurocan and phosphacan appear to mediate these interactions. For example, although the binding of neurocan to NCAM and NG-CAM is dependent on CS chains, the interaction of phosphacan with the same ligands is dependent on sialylated complex N-linked sugars [112,113,116,118]. This example serves to highlight the complexity of these molecules and the diﬃculties in determining their functions. Early work indicated that CSPGs were generally inhibitory to cell movement and axonal outgrowth. Indeed, initial studies in chick brain suggested that both neurocan and phosphacan are potent inhibitors of axonal outgrowth [112,115]. However, this function does not ﬁt the expression proﬁle of neurocan and phosphacan, which are both expressed at times and in places of substantial cell movement and neurite outgrowth. It is more likely that neurocan and phosphacan may instead function in a bidirectional manner and play an important role in directing—instead of inhibiting—cell movement and processes extension. Indeed, in vitro, both promote neurite outgrowth in the presence of certain substrates [119–121]. Interestingly, both can also have the opposite eﬀect on neurite outgrowth. Although neurocan inhibits neurite outgrowth on substrate-bound TAG-1, phosphacan promotes outgrowth on the same substrate [116]. Moreover, the same molecules are expressed in the developing cortex, spinal cord, and cerebellum before and during robust invasion by axons [105]. Knockout mice for phosphacan and neurocan do not exhibit any obvious change in neurite outgrowth [122,123], leaving the function of these proteins as yet unresolved. BEHAB/brevican expression peaks late in development and is maintained at high levels into adulthood in the adult rat brain [86,124], where it is expressed by both neurons and glia [125]. Importantly, BEHAB/brevican is expressed at high levels in the ventricular zone coincident with early gliogenesis, suggesting a role for BEHAB/brevican in the proliferation and/or migration of glial cells [125]. Consistent with such a role, BEHAB/brevican expression is also upregulated following brain injury when glia are activated to proliferate and migrate [126]. The expression of BEHAB/brevican correlates most closely with the inﬁl-
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trative—rather than the proliferative—phase of reactive gliosis. A role for BEHAB/brevican in normal glial development and following injury has not yet been determined and, to this date, no marked defects have been reported in a BEHAB/brevican knockout mouse [127]. An insight into possible functions of BEHAB/brevican in development comes from studies of primary glial tumors in the CNS. In gliomas, glial-derived cells exhibit aberrant cell proliferation and motility. Gliomas are notoriously invasive and deadly CNS tumors. Consistent with BEHAB/brevican upregulation when normal glial cells proliferate and migrate, BEHAB/brevican expression is dramatically upregulated in surgical samples of human glioma and in a rodent experimental glioma model [128– 131]. In experimental rat gliomas, overexpression of BEHAB/brevican and of an N-terminal fragment of BEHAB/brevican increases tumor invasion [132–135]. Furthermore, invasion appears to require, in addition to increased expression, BEHAB/brevican cleavage by ADAMTS-4, a member of the ADAMTS family of proteases [132]. This work has led to the suggestion that interruption of BEHAB/brevican expression and cleavage may present novel therapeutic targets for gliomas. The most clearly demonstrated function for CSPGs in the CNS is inhibition of axonal outgrowth. This has been shown for essentially every CSPG discussed in this review. CSPGs localize to areas that act as barriers to axonal outgrowth in vivo [136–141]. In vitro experiments have also demonstrated the inhibitory eﬀect on neurite outgrowth [112,120,142–146] and indicated that inhibition can be mediated both by the isolated core proteins [120,142] and by the isolated CS chains [147,148]. CSPGs represent one of the major barriers to regeneration in the adult CNS. Many CSPGs including, neurocans, BEHAB/ brevicans, phosphacans, and versicans, are upregulated in response to neural injury [149]. The upregulated CSPGs then contribute to the formation of a glial scar, a barrier to regenerating axons. Removal of the CS chains from these proteoglycans can enhance regeneration [150–152] and may present an important therapeutic target for CNS injury. One of the most interesting, but poorly understood, ECM structures is the perineuronal net that decorates the surface of CNS neurons. Camillo Golgi in the late 19th century described this structure as ‘‘ . . .a delicate covering, mainly reticular in structure, but also in the form of tiny tiled slices or scales or an interrupted envelop, which surrounds the cell body of all nerve cells and continues along their protoplasmic extensions. . .’’ [153]. Until quite recently, the existence of this structure in the CNS was questioned [154]. The advent of better ﬁxation techniques and the use of antibodies against perineuronal net-speciﬁc components have conﬁrmed the existence of this structure [155]. However, the complete composition and function of this ‘‘delicate covering’’ or perineuronal net described by Golgi remains elusive, and an understanding of this structure is still in its infancy [156]. The perineuronal net is a neuron-speciﬁc ECM. Perineuronal nets appear as a meshwork of molecules covering the surface of neurons as a sheetlike structure with many
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small ‘‘holes’’ [153,157]. The holes in the net represent sites of synaptic contact [158,159]. A variety of reagents reveal perineuronal nets, including immunohistochemical stains that label polyanionic constituents such as GAG chains [155], indirect histochemical methods for localizing HA [82], and lectins that bind N-acetylgalactosamine [160– 162]. In addition, monoclonal antibodies directed against CSPGs that reveal perineuronal nets have been generated from several laboratories [163–169]. What has emerged from studies utilizing these antibodies is the observation that diﬀerent neuronal subsets can be distinguished by the complement of CSPGs that their nets contain [165,170– 173]. The diverse CSPGs in perineuronal nets could regulate the extracellular microenvironment surrounding each neuron in a cell type-speciﬁc way. Lecticans are constituents of these perineuronal nets. Versicans [174,175], neurocans [101], BEHAB/brevicans [175], and phosphacans have all been localized to perineuronal nets. However, to date, the most extensively characterized molecule in the perineuronal net is the CSPG recognized by the monoclonal antibody Cat-301 [159], which was recently shown to be an aggrecan [132]. Cat301-labeled aggrecan is distributed over the surface of cell bodies and the proximal dendrites of speciﬁc subsets of neurons in several areas of the mammalian CNS, including the visual thalamus and visual cortex of cats [167,176] and primates [171,177]. Cat-301 immunoreactivity is not detected until late in development and onset of immunoreactivity coincides with the consolidation of the mature set of synaptic contacts [178,179]. The expression of Cat-301 immunoreactivity is modulated by patterns of neuronal activity during the early developmental period, in parallel with the requirement for activity for the normal maturation of anatomical and physiological properties of neurons [178–185]. Studies on the activity-dependent expression of Cat-301 raised the possibility that the Cat-301 CSPG may play a role in the stabilization of mature synapses and may contribute to the reduced plasticity seen in the adult CNS [179]. Recent work has shown that treatment of adult rat visual cortex with chondroitinase, which releases neuronal surface-associated CSPGs, reopens the window of synaptic plasticity, conﬁrming a role for CSPGs in synapse stabilization [186]. The perineuronal nets in the mammalian brain are extraordinarily diverse in molecular composition. Immunostaining with antibodies directed at diﬀerent CSPGs demonstrates nets on overlapping but distinct subsets of neurons [187]. We have shown that each of three antibodies to aggrecan Cat-301, Cat-315, and Cat-316 recognizes a diﬀerent aggrecan glycoform and also decorates a distinct subset of perineuronal nets in the CNS [132]. The diﬀerent aggrecan glycoforms are synthesized by the neurons themselves, giving each neuron precise control over the composition of its ensheating net [132]. The growing evidence that these nets play a role in the stabilization of synapses suggests that molecularly distinct nets may play distinct roles in stabilizing a unique set of synapses on speciﬁc subpopulations of neurons.
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SUMMARY Over the past 20 years, substantial progress has been made in identifying the core protein structure of many proteoglycans in the CNS. As the precise temporal and regional speciﬁcity of CSPG expression has been revealed, we have begun to unravel the mystery of their functions. We have reviewed here experiments that support critical roles for proteoglycans at every stage of neural development, as well as in the adult nervous system. Proteoglycans constitute an increasingly complex set of molecules, which present a remarkable degree of molecular diversity derived from alternate splicing, regulated proteolytic processing, and variations in glycosylation. New genetic models that delete or add speciﬁc proteoglycans, their proteases, and the glycotransferases responsible for GAG chain synthesis hold the promise of increasing our understanding of this complex class of molecules.
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I. INTRODUCTION Glycolipids are very important functional materials for daily life and human activity. The glycolipids play roles as the structural holder of membrane proteins suspended in bilayer or bicontinuous cubic phases, and as the key code of the intercellular communication or immune system. The deﬁnition of glycolipids could be expanded to amphiphiles with sugar moieties as those with hydrophilic heads. These materials are commonly used for industry and are necessary for human life. In the area of consumer products, glycolipids are used as main ingredients in detergents for the kitchen and emulsiﬁers of foods and cosmetics— where their excellent surface activity are advantageously utilized. In the area of biochemical research, glycolipids are key compounds for dissolving and crystallizing membrane proteins. It is quite natural that organs produce amphiphiles with a combination of sugar and lipid moieties for hydrophilic and hydrophobic components, respectively. It is an important assignment for researchers focusing on glycolipids to clarify the functional mechanism of sugar moieties in its molecular assembly from the physicochemical viewpoint. We have been focusing on the crystal structures of glycolipids to understand the role of sugar moieties in the molecular assembly. First, crystal is a phase of the molecular assembly, and it is similar to the molecular arrangement of the liquid crystal in solution. Second, we can quantitatively clarify the functions and eﬀects of the sugar moieties by analyzing the detailed crystal structure from the coordinate. The most important function of the sugar moieties is the formation of hydrogen-bonding. Nowadays, we can analyze hydrogen-bonding by many meth-



ods, and researchers in a wide variety of ﬁelds report about this type of bonding. X-ray structure analysis is one of the most powerful methods to prove the presence of hydrogenbonding and to characterize its strength based on atomic coordinates. In this chapter, we focus on the characterization of the glycolipid crystal structure especially for the sugar moieties and hydrogen-bonding.



II. HISTORICAL VIEW AND GENERAL ASPECTS OF GLYCOLIPIDS Glycolipids show various kinds of biological activity. Oligosaccharides in the glycolipids or glycoproteins have a great variety of combinations with many types of monosaccharides, and operate as a marker of the type of cell, e.g., the antigen of the blood type [1] or tumor cell [2]. Another important function of the glycolipids is its role as a material for constructing the bilayer [3]. However, in this article, the description related to these functions is abridged because details of these functions have already been reported in many articles and overviews. On the other hand, synthesized glycolipids have been studied for more than 100 years. The alkyl glycoside was ﬁrst reported by Fisher in 1893 [4]. Recently, this material has been used as a commodity detergent [5]. The main synthesized glycolipids are shown in Fig. 1. There are various reports on the physicochemical properties of glycolipids. In 1911, Fischer et al. [6] reported that there are two melting temperatures of the alkyl glycoside, which was the observation of the thermotropic liquid crystal identiﬁed by Noller in 1938 [7]. These phe743
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Figure 1 Principle synthesized glycolipids.



Crystal Structures of Glycolipids



Figure 2 Alcoholethoxylate.



nomena were recognized as the molecular assembly of glycolipids in the pioneering era. A glycolipid shows a liquid crystal characteristic because an ordered structure is maintained by the hydrogen-bonding between the sugar moieties in both the thermotropic and aqueous environments [8,9]. Many glycolipids showing liquid crystal behavior are known and have been described in the comprehensive work by Jeﬀrey [10]. The formation of a micelle, a type of molecular assembly in aqueous solution, was ﬁrst reported for alkyl glycosides by Shinoda et al. in 1961 [11]. The alkyl glycoside shows a hexagonal and lamellar liquid crystal in concentrated aqueous solution. These characteristics of the glycolipid phase behaviors are more stable at high temperature than any other types of nonionic amphiphiles—alcoholethoxylate shown in Fig. 2, which has only a hydroxyl group. This behavior shows the strong interaction of the hydrogen-bonding between the sugar moieties [12]. Some glycolipids have macro structures. Fourhop and Helfrich [13] reported that N-alkylgluconamide, as shown in Fig. 1, forms a gel phase with a helical and ﬁbrous structure observed by electron microscopy. It is considered that this superstructure is caused by strong hydrogenbonding between the hydrogen atoms in the amide group and oxygen atoms in the hydroxyl group of the sugar moiety [14]. This helical and ﬁbrous superstructure is only observed in chiral, and not in racemic molecule. Another type of glycolipid that causes the helical ﬁbrous superstructure, is N,NV-bis-(h-D-glucopyranosyl)alkandicarboxyamide, called a bolamphiphile (Fig. 1), and reported by Shimizu [15]. The formation of this superstructure is limited to the even number of the carbon atoms in the acyl chain. The odd-numbered compound forms plate crystals instead of the helical structure. Thus, these glycolipids show characteristic superstructures in aqueous condition. There is a systematic research about glycolipids with double alkyl chains, i.e., 1,3-di-O-dodecyl-2-O-glycosylglycerols, as shown in Fig. 1. [16,17] Two of the three hydroxyl groups in glycerin were modiﬁed with long alkyl chain ether, and another was glycosidated with various degrees of a sugar moiety. The melting points were diﬀerent between the derivatives of the maltooligosaccharides and cellooligosaccharides. The melting point of the former is decreased with the number of saccharides, but that of the latter is increased. Because the chain ﬁgures by conformation analysis with molecular mechanics show helical and extended conformations for the maltooligosaccharides and cellooligosaccharides, respectively, the bulky sugar moiety of the former causes a lower melting point than the compact moieties of the latter.
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The physicochemical properties of alkyl glycosides have been studied since the ﬁrst report related to micelles by Shinoda et al. [11]. The phase behavior of glycolipids was diﬀerent from that of the other types of amphiphiles. Glycolipids with disaccharide or oligosaccharide as sugar moieties in aqueous solution show micelle phase, but that with a monosaccaride shows a turbid solution or a phase separation [18,19]. It is considered that the hydrophilicity of the monosaccharide is not enough to form a micelle. One of the characteristic properties of glycolipids is that there is no ionic charge on the head group or the surface of the molecular assembly. There are reports about the easy aggregation of solid particles with glycolipids [20,21]. Measurement by a surface force apparatus showed an attractive force between the layers of glycolipid head groups in the Langumuir–Bloget ﬁlm on mica [21]. This result suggests an interaction between the surface and an ordered sugar moiety by hydrogen-bonding. It is an important characteristic for glycolipids that there is an interaction between the sugar moieties. Recently, new applications of glycolipids have been developed in the ﬁeld of life sciences. In 1979, a glycolipid was reported as the solubilizer of a membrane protein because of the surface activity to dissolve a protein and low denaturizing ability, which is a necessity to purify the proteins [22]. Recently, structural biology, which explains the function and activity of an enzyme from the viewpoint of the molecular structure of a protein, has been playing an increasingly important role in life science. X-ray structure analysis is the key method in this strategy. Proteins are categorized as membrane proteins and soluble proteins, and the former accounts for 30% of all proteins and has a very important function in cells. Some structures of the membrane proteins were successfully solved by X-ray and their functional mechanism was clariﬁed, but obtaining an adequately sized single crystal is still the greatest obstacle in this strategy. There are few examples of the successful structural solution of the wild-type membrane proteins



Figure 3 Schematic description of the complex state of membrane proteins and amphiphiles in a crystal.
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Figure 5 Atomic geometry of hydrogen-bonding.



Figure 4 Solubility curve and Kraﬀt point of an amphiphile.



except for the mutants, and two of the structures have become the subject of Nobel prize-winning studies [23,24]. Commercially available crystal screening kits show good results for the crystallization of soluble proteins, but that of the membrane proteins is still quite problematic. In the 1980s, the crystallization and x-ray analysis of a membrane protein was successfully realized by Michel et al. [23] for subunits in the photosynthetic reaction center of Rhodospeudomonas viridis, by using a surfactant—dodecylamineoxide. Nowadays, the selection of the surfactant is one of the most important techniques for the successful crystallization of the membrane protein. There are successful examples of the diﬃcult crystallization of the membrane protein. Bovine heart cytochrome c oxidase was successfully crystallized, and the crystal structure was solved by x-ray [25]. Formation of the crystal was related to the structure of the sugar moieties and length of the alkyl chain [26]. This should be caused by the assembled structure of the protein and glycolipid molecules.



There are interesting results about the location of glycolipid molecules in the crystal of a protein. Dissolved membrane protein should be surrounded by the glycolipid adjacent to the hydrophobic part of the protein like a doughnut [27], and it should be crystallized by keeping the complex schematically shown in Fig. 3. The locations of the amphiphile molecules using the above hypothesis are clariﬁed by neutron diﬀraction [28–30]. In these results, there is a fused area between the doughnuts of the glycolipid assembly with protein molecules. The same experiment was carried out with dimethylamineoxyde, but the fused area was not observed. It is diﬃcult to crystallize a membrane protein, but it should be promoted by research progress in glycolipids. hydrogen-bonding of sugar moieties in glycolipids and its physicochemical properties will constitute a very important subject for the crystallization of a protein.



III. STRUCTURAL ANALYSIS OF GLYCOLIPID CRYSTALS A. Why Are the Crystal Structures of Glycolipids Analyzed? As mentioned above, a glycolipid crystal is one of the phases of the molecular assembly itself. Is hydrogen-bonding the essential force of interaction between the sugar moieties and the formation of the assembly? This is an important starting point when we investigate the various states of a glycolipid. The crystal phase is not only the state of the materials, but also of the molecular assembly which can be analyzed



Table 1 Type and Strength of Hydrogen Bondings [39] Property Type of bonds



Bond lengths



Bond angles Bond energy



Very strong bonds



Normal or weak bonds



FUUH: : : F OUUH: : :O O+UUH: : : O Narrow range H: : : A 1.2f1.5 A˚ H: : : AcHUUX Strongly directional HUUX: : :Ac180j >40 kJ/mol



XUUH: : : A where A is an electronegative atom



Reproduced by permission of Springer Verlagk.



Broad range H: : : A 1.5f3.0 A˚ H: : : A > HUUX Weakly directional HUUX: : : A c 160j F 20j 80 MehGlc > MeaGlc This shows the order of the crystal thermal stability. Derivatives with the longer alkyl chain of MeaGal have a lower melting temperature, but MehGlcs has a lower melting temperature with a longer alkyl chain in the shortlength range and higher melting point with a longer alkyl chain of more than 8 carbon atoms per chain. The methyl alkanoylglycosides with odd and even numbers of acyl chains show a systematic diﬀerence in these melting temperatures. MeaGals with an even number of acyl chains show a higher melting temperature than those with an odd number, whereas MehGlcs show the opposite tendency— those with an odd number of chains have higher melting temperature than those with even number of chains. The basic ﬁgure of the crystal structures of the methyl alkanoylglycosides are the same as those of the alkylglycosides with pyranoside sugar moieties (Fig. 16). The arrangements of the alkyl chain are diﬀerent between the derivatives of each type of sugar moiety. The tilt angles of the alkyl chains in the crystal are related to the occupied area of the sugar moieties in the hydrophilic layer (Fig. 17). The relation between the cross-sectional area of an alkyl chain, S, the tilt angle of the acyl chain, /, and the occupied area of a sugar moiety in the layer, R, are shown in Fig. 17 and expressed as the following formula
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ages are schematically shown in Fig. 21, and are aﬀected by the type of sugar moieties. A disordered structure was observed in the sugar moieties of MeaGlc shown in Fig. 22, and the linkage of the hydrogen-bondings is much shorter than those of the other types of sugar moieties. The hydrogen-bonding linkage of the MeaGals is inﬁnite, in contrast with the ﬁnite linkage in the crystal of MehGlcs. The hydrogen-bonding linkage of the MeaGals does not include ring oxygen atom in pyranoside, but that of MehGlcs ended at the oxygen atom. These diﬀerences between the ﬁgure of hydrogen-bondings aﬀect the bonding energy, as will be elaborated later. The molecular structures in the crystals are shown in Fig. 23. What is the important factor in determining these ﬁgures of hydrogen-bonding linkages? The linkage of MehGlc originates from the molecular structure of the sugar moieties of methyl h-D-glucopyranoside hemihydrate. The crystal structure of methyl h-D-glucopyranoside hemihydrate reported by Jeﬀrey shows the hydrogenbonding linkage, O(4) U H(O4) : : : O(3) U H(O3) : : : O(2) U H(O2) : : : O(5), similar to those of MehGlc (Fig. 24). However, the crystal structure of MeaGal has hydro-



S cos / ¼ 2  R The larger tilt angle of the alkyl chain is shown by the larger occupied area of the sugar moieties because the cross section of an alkyl chain is slightly changed. As listed in Table 8, MehGlc shows a larger tilt angle of the alkyl chain with larger occupied area for sugar moieties, in contrast with the smaller tilt angle with smaller area for MeaGlc. The packing ﬁgure of the derivatives of the same sugar moieties with a variety of acyl chain lengths are not aﬀected by the acyl chain length (Fig. 18). The space group showing the molecular symmetry in a crystal is the same as only P21, which is one of the symmetric types of monoclinic crystal for all of the derivatives of the methyl alkanoylglycosides. The relative location of the sugar moieties and hydrogenbonding length is slightly changed by the acyl chain length, but the hydrogen-bonding linkage are maintained, and only the thickness of the hydrophobic layer is changed by the length. The packing ﬁgure for the sugar moiety of the methyl alkanoylglycosides is highly maintained by the acyl-chain changing. The three-dimensional structure of hydrogen-bondings in crystals of MehGlc and MeaGal are shown in Figs. 19 and 20, respectively. The hydrogen-bonding link-



Figure 19 Hydrogen bondings of MehGlc in the crystal [91]. Reproduced with permission of Elsevierk.
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Figure 20



Hydrogen bondings of MeaGal in the crystal [90]. Reproduced with permission of Elsevierk.



gen-bonding linkages diﬀerent from that of methyl a-Dgalactopyranoside (Fig. 24). Methyl a-D-glucopyranoside has a hydrogen-bonding linkage involving 6-hydroxyl group which cannot form hydrogen-bonding for MeaGlc because of the modiﬁcation with the acyl groups (Fig. 24). Acetyl MeaGlc cannot be crystallized and shows syrup. This suggests an unstable hydrogen-bonding network between the sugar moieties form the disordered structure for MeaGlc in crystal. Thus MehGlc maintains the hydrogenbonding linkage of methyl h-D-glucopyranoside without acyl chain, in contrast with the MeaGlc and MeaGal which have these diﬀerent linkages caused by modiﬁed 6hydroxyl group with acyl group. Few hydrogen-bonding linkages in the crystal of MeaGlc suggest that the stable hydrogen-bonding linkage is prevented by the 6-O-acyl group and leads to the lowest thermal stability of those crystals of the three derivatives. Disordered structures of glycolipid molecules in crystal are often observed. Disorder in crystallography means that more than two conformations are observed in a



molecule or moieties in a crystal with static ratio. Some may think that the crystals have a strict molecular arrangement order, but those molecules are actually in thermal vibration, ﬂuctuation, and are arranged in various conformations in a crystal. It takes from a few to 12 sec to measure the x-ray diﬀraction, and a few hours to a few days to complete all measurements for a crystal. Thus, the crystal structure by x-ray means the average structure for the measuring time. Actually, it could not be clearly identiﬁed whether the disorder structure revealed the dynamic changing or static equilibrium of the molecular conformation. The disordered structures of the glycolipids are observed in both sugar moieties and alkyl chains, and are suggested to occur because of the thermal stability of the crystal. During the crystal structure analysis by x-ray, the peaks of electron density map show duplicated molecules or moieties of those. This is the disorder structure observed two conformations in a molecule. Those two conformations of MeaGlc are shown in Figs. 22 and 23. A similar type of disorder structure of
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Figure 21 Schematic illustration of the hydrogen-bonding linkage in crystals of MehGlc and MeaGal.



Figure 22



Two conformations in the disorder structure of MeaGlc.



7



Figure 23



The molecular structures of the alkanoylglycosides in crystal.
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Figure 24 (a) Schematic illustration of the hydrogen-bonding linkage in crystals of methyl h-D-glucopyranoside hemihydrate. (b) Schematic illustration of the hydrogen-bonding linkage in crystals of methyl a-D-galactopyranoside monohydrate. (c) Schematic illustration of the hydrogen-bonding linkage in crystals of methyl a-D-glucopyranoside.
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Figure 24



Continued.



Figure 25 Atomic thermal motion of MehGlc and MeaGal.



Crystal Structures of Glycolipids



Figure 26 Hydrogen-bonding distances of MehGlc and MeaGal in crystals [94]. Reproduced by permission of the Royal Society of Chemistry.



MeaGlc with two conformations of pyranoside rings in a molecule has been observed for the crystal structure of octyl 1-S-h-xylopyranoside [79]. These crystals have very weak diﬀractions equivalent to cell axes: as=5a, bs=2b, cs=c for the crystal of MeaGlc and as=a, bs=2b, cs=2c for that of octyl 1-S-h-xylopyranoside. These diﬀractions mean that the crystals have larger cell axes, which are called superlattice, with more than two diﬀerent molecular conformations in the crystal. But those diﬀractions for superlattice are very weak and are diﬃcult to measure, and all of the conformations in the crystal are diﬃcult to solve. These superlattices suggest having a large regular structure but it is not clear for the detail structures. Information about the atomic thermal vibration is obtained via an x-ray structure analysis. Atomic vibration is expressed as a thermal ellipsoid whose shape is similar to an American football, as shown in Fig. 23, which means the domain of atomic probability is usually more than 50%. The larger ellipsoid denotes a larger atomic vibration and the longer axes of the ellipsoid mean a larger vector of vibration. The molecular structures of the glycolipids show a lower thermal vibration of the sugar moieties than that of the alkyl chains based on the observation of the thermal ellipsoid in the ﬁgures. This was expressed as average
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values of the thermal parameters for three axes of the ellipsoid plotted for each atomic numbering, as shown in Fig. 25. The sugar moieties show a lower thermal vibration at atoms with rigid hydrogen-bondings than the acyl chains adjacent to the van der Waals potential. The hydrogen-bonding distances of the methyl alkanoylglycosides related to the length of acyl chains and their average distances of those derivatives are shown in Figs. 26 and 27, respectively. The average hydrogen-bonding distance of MeaGals is shorter than those of MehGlcs. The hydrogen-bonding of H(O2) to O5 of MehGlcs is longer than O3 to H(O2) and O4 to H(O3) in Fig. 27. These suggest that a hydrogen-bonding including ring oxygen is weaker than that consisting only of hydroxyl groups. The hypothesis that the bonding energy is increased by the linkage of it is also adopted. The static potential and Lennard–Jones potential for the crystal packing of molecules are calculated with CHARMm [100]. The hydrogen-bonding energy is treated as the static potential of the sugar moieties. The static interaction between the sugar moieties of MeaGal is a lower energy value than that of MehGlc (Fig. 28). The increasing energy of the hydrogen-bonding formed by this linkage could not be reproduced by the bonding parameters in molecular mechanics, but it is reproduced by the stronger bonding energy values including shorter hydrogen-bonding distances with a longer linkage. In conclusion, the hydrogen-bonding force between the sugar moieties of MeaGal was stronger than that of MehGlc. The tightness of the packing of the acyl chain was estimated by the cross-sectional area, density, thermal parameter, and packing energy with molecular mechanics. The acyl chains of MeaGal have larger thermal vibrations or disorder structure than that of MeaGlc and MehGlc, because the thermal parameter of the chains in MeaGal have larger values than those in MeaGlc and MehGlc. The cross-sectional area of the acyl chain in MeaGal is larger



Figure 27 Average hydrogen-bonding distances with each type of linkage for MehGlc and MeaGal in crystals [94].
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Figure 28 The potential energies of a molecule in the crystals of MehGlc and MeaGal [94]. Reproduced by permission of the Royal Society of Chemistry.



than those in MeaGlc and MehGlc. The Lennard–Jones potentials of a methylene group, CH2, in the acyl chain calculated by molecular mechanics as listed in Table 9, show that the packing of the acyl chain of MeaGal is less than those of MehGlc because the former has a higher value than the latter. These results show a tighter packing of the acyl chain in MeaGlc and MehGlc than that in MeaGal. The eﬀect on the crystal structure and the melting temperature of the diﬀerence between the odd and even numbers of carbon atoms in the acyl chain is found to be the symmetrical position of the terminal methyl group of the chain, which cause the diﬀerent contact environment between the molecules. As a result, the arrangement of the
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acyl chains aﬀected by the terminal contact of the chain induces secondary eﬀect to change the packing of the hydrophobic moieties. Gradual change of the chain length caused the systematic change of the structures for each odd and even number of chains. The molecular structures of methyl alkanoylglycosides with an odd number of chain in crystal are shown in Fig. 29. The arrangement of the acyl chain shows obvious diﬀerence between the odd and even number of chains. The packing category of the acyl chain of MeaGal is deferent between odd and even chains, and the thermal parameters of the even number of acyl chain is larger than those of odd chain. The odd number of acyl chains in MehGlcs shows disorder structure with two conformations of the chains, and the derivatives of the odd-numbered chain have lower thermal stability of crystal than those of even derivatives. The acyl chains all have trans conformation for various lengths of the chains. Those chain shapes may be directly observed in the ﬁgures at a glance, but it is obvious that these are bent using the following analysis. X and Y axes are deﬁned as the same as a and b axes of the cell lattice, respectively. The Z axis is deﬁned as the perpendicular of the ab plane with direction to the positive space of Z coordinate. The XV and ZV axes are deﬁned with principal component analysis for the middle points of the CUC bonding in an acyl chain schematically shown in Fig. 30. The middle points of the CUC bondings are plotted for deﬁned XY, YZ, and XVZV planes, respectively, as shown in Fig. 30. Figures drawn for the acyl chains show obviously the bending of the acyl chains. A longer chain shows more winding and complex ﬁgure. The acyl chains are bent at the point of the connected region between the sugar and the acyl chain moieties, in contrast with less-bent chain near terminal. Thus, these windings of the chains are caused by the distortion between the packing domains of the sugar moieties and the acyl chains in the crystals. The larger tilt angles of the acyl chains of MehGlcs and MeaGals are shown for shorter chains in Fig. 31. The curvatures of the acyl chains systematically and gradually changed with the number of carbon atoms in the chains. The directions of the curve of the chains on the ZVXV plane and the curvature of those on XY and YZ planes of MeaGals are diﬀerent between the odd and even number of chains shown in Fig. 31. MehGlcs have diﬀerent curvatures and tilt angles between the derivatives with odd and even numbers of chains. These are caused by the symmetric diﬀerence between the odd and even chains shown in Fig. 32. In addition to the eﬀect to the acyl chains on each other, the terminal methyl group in the acyl chain aﬀects the packing of the sugar moieties. Reduced hydrogenbonding energy of the MehGlc with an odd number of chain was shown by the result from molecular mechanics calculation because the sugar moiety is pushed by the terminal methyl group and the hydrogen-bonding is stretched. The obvious odd and even eﬀect of the acyl chains of MehGlc was initiated and brought to an end. No observation of the stretching of the hydrogenbonding for MeaGal was explained by the rather strong
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Table 9 Lennard–Jones Potential of a Methylene Group in Acyl Chain [94]



Derivatives MeaGal MehGlc



Number of carbon atoms in acyl chain even odd even odd odd



conformer conformer



hydrogen-bonding by the inﬁnite linkage and weak contact by the terminal methyl group.



G. The Relations Between the Crystal Structure and Physicochemical Properties The characteristic properties of the glycolipids, the melting temperature, and the Kraﬀt point are an indicator of the solubility, and are aﬀected by the slight diﬀerence in the structure of the sugar moieties. The origin of these phenomena is the crystal structure. The strength of the hydrogen-bonding aﬀects the thermal stability of the crystal, and the rigid crystal with a stronger hydrogen-bonding shows a lower aqueous solubility and surface activity. Examples of the crystal structures of the alkanoylglycosides show that the crystal with stronger hydrogenbondings, like MeaGal, forms a highly thermally stable



Figure 29



Lennard–Jones potential of a methylene group in acyl chain [kJ/mol]



A B



5.99 6.38 6.67 7.24 7.14



crystal, while weaker hydrogen-bonding like MehGlc has a lower crystal stability, and MeaGlc, which does not have an eﬀective hydrogen-bonding, produces a more unstable crystal. The order of the Kraﬀt point for the same acyl chain length is as follows: MeaGal > MehGlc > MeaGlc The dissolving behavior of the surfactants in an aqueous solution shows the Kraﬀt point phenomena, as previously mentioned. The Kraﬀt point is the critical point of the three phases—solid, monomolecular dispersion, and micelle in an aqueous solution—and the value is shifted with the stability of these phases. The Kraﬀt point is reduced and the amphiphile becomes easy to dissolve in the case of the highly stable molecular diﬀusion in



Two conformers of MehGlc with an odd-numbered acyl chain in crystal [94].
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Figure 30 Deﬁned Cartesian coordinates for analysis of bending acyl chains.



aqueous solution, low cmc value, which means that it is easy to form a micelle, or the low stability of the crystal. When describing the glycolipids, its Kraﬀt point is increased with a more stabilized crystal with stronger hydrogen-bonding. The diﬀusive stability of a single molecule in an aqueous solution increased with the increasing hydrophilicity by increasing the number of hydroxyl groups or reducing the length of the hydrophobic chain. Its Kraﬀt point is considered to be reduced with the increasing number of hydroxyl groups and increased with the longer alkyl chain. However, the actual Kraﬀt point of the glycolipids is often higher with more hydroxyl groups, which induce strong hydrogen-bonding. The explanations for the solubility of the amphiphiles to increase suddenly above the Kraﬀt point are: (1) a crystalline amphiphile in aqueous solution suddenly melts at this point, and (2) the formed micelles promote dissolution. The hypothesis suggests that the Kraﬀt point is the melting temperature of amphiphiles in an aqueous environment, and melted amphiphiles become micelles [101]. This hypothesis suggests that an amphiphile with lower crystal melting point in an aqueous environment has a lower Kraﬀt point. Laughlin reported [32] that this relationship of the melting temperature and Kraﬀt point is simply consistent because nonamphiphilic organic compounds which do not have a cmc were also observed to suddenly dissolve above the melting temperature. The common view of both hypotheses is the stability of the crystalline phase in an aqueous environment. The Kraﬀt point of glycolipids obviously shows a diﬀerence between the amphiphiles with a slight structural modiﬁcation. There was no detailed study for the complex Kraﬀt point mechanism of glycolipids. Details of the crystal structures and the physicochemical properties in an aqueous solution and a solid state of the alkyl glycosides have been studied. Those compounds have characteristic properties in thermal transformation, which shows a polymorphism and thermotropic liquid crystals. Octyl a-D-glucopyranoside shows a complex phase transformation with rising temperature, three types



of crystals, a thermotropic liquid crystal, and liquid state [8]. A crystal structure in the polymorphism of just below the melting temperature is necessary to relate the structure and the melting temperature. However, the critical crystal state of octyl a-D-glucopyranoside has yet to be identiﬁed. Thus it is diﬃcult to discuss the relation between the structure and the melting temperature for these compounds. Methyl alkanoylglycosides only have a single crystal state through the thermal transformation, and show a crystal structure in an aqueous solution, same as that of a single crystal produced in an organic solvent. Thus the crystal structures of alkanoyl glycosides relate between the structures and the melting temperature or the Kraﬀt points. The Kraﬀt point mechanism of the glycolipids with hydrogen-bonding was clariﬁed by the systematic approach of this study about alkanoylglycosides.



IV. CONCLUSION Glycolipids show diﬀerent crystal structures between types of sugar moieties, which induce the characteristic physicochemical properties, aqueous solubility, or thermal stability related to the crystal. Hydrogen bonding is the most important factor for these phenomena. It is relevant not only for scientiﬁc research, but also for industrial applications in that the geometry of the sugar structure is the determining factor of the characteristics for the physicochemical properties of the glycolipids. The hydrogen-bondings between hydroxyl groups in a sugar moiety should have an important role in an aqueous environment. Naturally, hydration of the hydroxyl group has been discussed, but the function of the hydrogen-bonding to the assembly of glycolipid molecules in an aqueous condition is one of the most interesting points for researchers. At least, the hydrogen-bondings of sugar bundle between the molecules maintain the assembly in the crystal phase from the viewpoint of the crystal structure analysis of glycolipids.



Crystal Structures of Glycolipids



769



Figure 31 The plotting of the acyl chains of MeaGal for (i), (ii), and (iii), and those of MehGlc for (iv), (v), and (vi). The numbers in the ﬁgures pointed at the curves are the number of carbon atoms in acyl chain for each derivative a and b show the two conformers of the disorder structures [94]. Reproduced by permission of the Royal Society of Chemistry.
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Figure 32 The symmetric diﬀerence between the odd- and even-numbered acyl chains.



Selection of the sugar type is very important because it determines the nature of physicochemical properties. This property can be changed by the sugar moiety with a slightly diﬀerent geometric structure. Chemistry in glycolipids will be promoted with great progress as various types of oligosaccharides become available.
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33 Synthetic and Natural Polysaccharides with Anticoagulant Properties Fuming Zhang, Patrick G. Yoder, and Robert J. Linhardt University of Iowa, Iowa City, Iowa, U.S.A.



I. INTRODUCTION Anticoagulant polysaccharides have been of interest to the medical profession since discovery of heparin by McLean in 1916 [1]. Since that time considerable research has been directed at improving anticoagulant and antithrombotic properties of polysaccharides. Other compounds with structures similar to heparin have been studied as heparin substitutes. This chapter will discuss polysaccharides, both natural and synthetic, which have action on the hemostatic system.



A. Polysaccharides Polysaccharides are important molecules that are often neglected in most reviews of bioactive biopolymers. Other biopolymers such as proteins, DNA, and RNA have been highly publicized in both the scientiﬁc literature and the lay press. Polysaccharides have received little such promotion even though they are widely distributed throughout nature and have highly organized structure. These are important molecules involved throughout the body in signal transduction and cell adhesion. Polysaccharides are also widely distributed as constituents of foods found in most of our diets. These biodegradable molecules are also often utilized as gellants, thickeners, ﬁlm formers, ﬁllers, and delivery systems in pharmaceutical and cosmetic applications. Moreover, they are often derived from renewable sources and therefore serve the above purposes in a relatively costeﬀective fashion. Although often used as adjuncts in pharmaceutical applications, some polysaccharides are also used for their pharmacological action. The most notable pharmacologically active polysaccharide is heparin, which is used medicinally as an anticoagulant. Others polysaccharides with pharmacological activity are also



exploited as therapeutic agents [2]. Such compounds along with heparin will be discussed within this chapter.



B. Anticoagulants and Antithrombotics It is diﬃcult to understand the action of anticoagulants and antithrombotics without a basic understanding of the hemostatic system, therefore a brief overview will be provided here. When blood vessels are damaged, bleeding occurs and the formation of a hemostatic plaque is initiated. Platelets adhere to the perivascular collagen through platelet surface glycoproteins and adhesion proteins [3]. Platelet aggregation is also important to the hemostatic system, but the physiology and biochemistry surrounding platelet function is beyond the scope of this chapter. Of most importance is thrombin formation in the blood coagulation system. Blood coagulation is based on an intrinsic homeostasis and represents a balance of procoagulant and anticoagulant factors [3]. Thrombin (factor IIa) formation is essential to coagulation as it catalyzes the formation of an insoluble ﬁbrin clot, which occurs late in hemostasis [4]. Thrombin is formed through the sequential activation (Fig. 1) of coagulation factors normally circulating within plasma as zymogens (Table 1). Upon activation (i.e., factor II!factor IIa) a catalytic carboxy-terminal domain is exposed and the activated coagulation factor functions as a serine protease. Activation of coagulation occurs through two distinct pathways. The intrinsic pathway is initiated by collagen or contact with a charged surface. The extrinsic pathway begins with damage to vessel walls, causing the release of tissue factor [3]. These two pathways converge with the activation of factor X (factor X!factor Xa) and the cascade continues down a common pathway, resulting in thrombin (factor IIa) generation and eventually ﬁbrin (clot) formation (Fig. 1) [4]. 773
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Figure 1 Blood coagulation cascade.



The current consensus is that coagulation is predominantly initiated through the extrinsic pathway [3]. Several anticoagulant systems regulate the procoagulant pathways described above. The ﬁrst and most well known of these systems is the antithrombin III (ATIII) system. Antithrombin III is a circulating serine protease inhibitor (serpin) synthesized in the liver. Heparan sulfate,



Table 1 Coagulation Factors Pathway



Activity



Intinsic Factor XII Factor XI Factor IX Factor VIII



Contact factor Serine protease Serine protease Cofactor



Extrinsic Tissue factor Factor VII



Cofactor Serine protease



Common Factor X Factor V Prothrombin (factor II) Fibrinogen Factor XII



Serine protease Cofactor Serine protease Structural protein Fibrin network



having a structure closely related to heparin, residing on the surface of endothelial cells, forms a complex with ATIII. This complex interacts with coagulation factors IIa, IXa, Xa, and XIa rendering them inactive [3]. Heparin cofactor II (HCII) is another serpin capable of inhibiting thrombin after binding heparan sulfate or the structurally related polysaccharide, dermatan sulfate. Protein C and thrombomodulin are the main players in another anticoagulation system. Activation of protein C occurs when it is presented with thrombin and thrombomodulin (endothelial cofactor) on the endothelial cell surfaces. Active protein C together with protein S, a cofactor, causes the degradation of factors V and VIII. This system is believed to be a major anticoagulation pathway, based on data from studies of acquired and inherited coagulation defects [3]. Another anticoagulation system employs a protein called tissue factor pathway inhibitor (TFPI) as its major player. This system is a major inhibitor of the extrinsic pathway and studies suggest that its disruption is not compatible with life. TFPI (a protein bound to the endothelium) is capable of forming quaternary complexes with factors VIIa and Xa in the presence of calcium and phospholipids [3]. This quaternary complexation renders these factors inactive. New studies on hemostasis are reported daily and this brief review does not do justice to the immense complexity of this system. The human body requires consistent circulation of nutrients and oxygen to its tissues while maintaining a repair process capable of reversing the liquid
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nature of blood when needed. This feat is truly amazing and to this day is unreplicated by man.



II. NATURAL POLYSACCHARIDES WITH ANTICOAGULANT PROPERTIES A. Heparin and Low Molecular Weight Heparins 1. Heparin and Heparan Sulfate Background Heparin is derived from animal tissues and has been used widely as a clinical anticoagulant since 1935. It was discovered in 1916 by Jay McLean, a second-year medical student, working under the direction of physiologist William Howell at Johns Hopkins University [5]. An understanding of heparin’s structure developed gradually. In 1928, Howell correctly identiﬁed one of the sugars in heparin to be a uronic acid [6]. Early researchers showed that heparin also contained O-sulfo esters and N-sulfosubstituted glucosamine residues. By 1970, iduronic acid was demonstrated to be the major uronic acid component and a generalized structure of heparin could be drawn [7]. It is only in the past 20 years that the molecular mechanisms behind the anticoagulant/antithrombotic eﬀects were elucidated. With the discovery of the structure of the ATIII pentasaccharide binding site, portions of heparin’s ﬁne structure have been elucidated, and an improved understanding of its conformation [8–10] and interaction with proteins established [11–20]. A most important development in recent years has been the growing awareness of the ubiquitous distribution, structural diversity, and biological importance of heparan sulfate (HS). Formerly an unwanted by-product of heparin manufacture, HS is now recognized as a family of closely related yet distinct polysaccharide species. In fact, heparin is now considered by many as just another member of in the HS family [21]. Heparin is the most commonly used clinical anticoagulant. Over 33 metric tons of heparin is manufactured worldwide each year representing over 500 million doses [22]. For industrial-scale production, heparin is prepared by extraction from mammalian tissues that are rich in mast cells (i.e., porcine intestine, bovine lung). The extraction of



1 kg starting material followed by complex formation, fractionating precipitation, alkaline treatment, and bleaching results in only 150 mg heparin [23]. Heparin obtained from diﬀerent tissues and diﬀerent species diﬀer structurally (Table 2) [11]. In addition, individual manufacturers use diﬀerent methods of isolation and puriﬁcation. A multitude of diﬀerent commercial heparin products exists with some variations in their chemical and physiological properties [23]. Other species of mammals as well as birds, ﬁsh, and even invertebrates such as lobster and clams, which do not have a blood coagulation system, also contain heparin [22]. Structure Heparin is a polydisperse, highly sulfated, linear polysaccharide consisting of repeating units of 1!4-linked pyranosyluronic acid and 2-amino-2-deoxyglucopyranose (glucosamine) residues [24,25]. The uronic acid typically consists of 90% L-idopyranosyluronic acid (L-iduronic acid) and 10% D-glucopyranosyluronic acid (D-glucuronic acid). Heparin has the highest negative charge density of any known biological macromolecule. This is the result of its high content of negatively charged sulfo and carboxyl groups. Indeed, the average heparin disaccharide contains 2.7 sulfo groups. The most common structure occurring in heparin is the trisulfated disaccharide (Fig. 2). However, a number of structural variations of this disaccharide exist, leading to the microheterogeneity of heparin. The amino group of the glucosamine residue can be substituted with an acetyl or sulfo group or unsubstituted. The 3- and 6positions of the glucosamine residues can be either substituted with an O-sulfo group or unsubstituted. The uronic acid, which can be either L-iduronic or D-glucuronic acid, may also contain a 2-O-sulfo group. Glycosaminoglycan (GAG) heparin has a molecular weight range of 5–40 kDa, with an average molecular weight of f15 kDa and an average negative charge of approx. 75. This structural variability makes heparin extremely challenging molecule to characterize. Heparan sulfate is structurally related to heparin but is much less substituted with sulfo groups than heparin and has a more varied structure (or sequence). Like heparin, heparan sulfate is a repeating linear copolymer of uronic acid 1!4-linked to glucosamine (Fig. 2) [26]. While D-



Table 2 Heparins from Diﬀerent Species and Tissues Average number in one heparin chaina Species



Tissue



N-acetylated AT binding site



N-sulfonated AT binding site



Trisulfated disaccharide



Disulfated disaccharide



Porcine Bovine Bovine Ovine Hen Clam



Intestine Lung Intestine Intestine Intestine —



0.5 (0.3–0.7) 0.3 0.3 0.7 0.3 0.5



0.1 0.3 0.3 0.4 0.2 0.4



10 (10–15) 14 10 11 6.7 5.0



1.2 (1–2) 1.0 1.7 1.4 1.7 1.9



a



The numbers shown in parentheses indicate a range of values typically observed.
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Figure 2 Structure of heparin and heparan sulfate.



glucuronic acid predominates in heparan sulfate, it can contain substantial amounts of L-iduronic acid. Heparan sulfates generally contain only f1 sulfo group per disaccharide, but individual heparan sulfates may have higher content of O-sulfo groups. Heparan sulfate chains also often contain domains of extended sequences having low or high sulfation [27]. While heparan sulfate contains all of the structural variations found in heparin (and vice versa), the frequency of occurrence of the minor sequence variants is greater than in heparin, making heparan sulfate’s structure and sequence much more complex. Heparan sulfate chains are also polydisperse, but are generally longer than heparin chains, having average molecular weight (MWavg) of f30 kDa ranging from 5 to 50 kDa [28]. Heparan sulfate is biosynthesized, as a proteoglycan, through the same pathway as heparin; however, unlike heparin, the heparan sulfate GAG chain remains connected to core protein. The core protein of PG heparin and PG heparan sulfate are diﬀerent. Heparan sulfate PG is ubiquitously distributed on cell surfaces and is a common component of the extracellular matrix, whereas heparin is only found intracellularly in certain granule-containing cells [29,30]. There are two types of HS core proteins, the syndecans (an integral membrane protein) and the glypicans (a GPIanchored protein) [31,32]. Although structurally similar, heparin and heparan sulfate GAGs can often be structurally distinguished through their diﬀerent sensitivity toward a family of GAG-degrading, microbial enzymes, the heparin lyases [33]. Biosynthesis The biosynthesis of heparin and heparan sulfate and the regulatory mechanisms resulting in the placement of diﬀerent saccharide sequences in their structure are only partly understood (Fig. 3) [20]. Heparin and heparan sulfate are synthesized by (1) formation of a region linking



the HS chain to protein, (2) generation of the polysaccharide chain, and (3) enzymatic modiﬁcation of the chain to yield the speciﬁc saccharide sequences and structural organization that are responsible for protein binding [32]. Studies on heparin biosynthesis were performed in a mastocytoma cell culture system with radiolabeled metabolic precursors of heparin [34]. The core protein, serglycin, contains a high number of serine and glycine repeats and is primarily synthesized in the rough endoplasmic reticulum. The biosynthesis of the GAG chain predominantly takes place in the Golgi apparatus. The ﬁrst step in the pathway involves the attachment of a tetrasaccharide fragment to a serine residue in the core protein [35]. The sequence of this linkage-region tetrasaccharide is h-GlcAp(1!3)-h-Galp-(1!3)-h-Galp-(1!4)-h-Xylp-(1!Ser. There are four diﬀerent glycosyltransferases responsible for the synthesis of the linkage region [36]. Onto this neutral sugar linkage region the ﬁrst GlcNpAc residue or N-acetylgalactosamine (GalNpAc, in the biosynthesis of chondroitin sulfates) is added. This addition decides whether the chain will be either a glucosaminoglycan (heparin and heparan sulfate) or a galactosaminoglycan (chondroitin sulfate/dermatan sulfate). It has been suggested that peptide sequence motifs close to the linkageregion substituted serine residues act as a signal for the addition of a GlcNpAc residue, thus initiating heparin/ heparan sulfate formation [37,38]. After the ﬁrst residue has been added, alternating transfer of GlcAp and GlcNpAc residues from their corresponding UDP-sugar nucleotides to the nonreducing termini of growing chains forms the rest of the GAG chain. One enzyme (present in humans in two isoforms) has both GlcAp transferase and GlcNpAc transferase activities [39]. Approximately 300 sugar residues are added to the linear polysaccharide chain before its synthesis terminates [34]. As the chain elongates it also undergoes other modiﬁcation
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Figure 3 Pathway of heparin proteoglycan synthesis and its degradation to peptidoglycans and glycosaminoglycans. Protein synthesis takes place in the endoplasmic reticulum, linkage synthesis, chain elongation, and modiﬁcation take place in the Golgi, and proteolysis and glucuronidase digestion take place in the mast cell granules. Heparan sulfate is biosynthesized through a similar pathway but with reduced modiﬁcation of the GAG chain and little breakdown of the proteoglycan.



reactions [40]. Modiﬁcation of the polymer is initiated by N-deacetylation and N-sulfonation of the GlcNpAc residues by an N-deacetylase/N-sulfotransferase enzyme. Subsequent steps occur sequentially and either on or adjacent to the N-sulfoglucosamine (GlcNpS)-containing residue. A C-5 epimerase then catalyzes transformation of some of the D-glucuronic acid residues to L-iduronic acid residues [41]. This is followed by O-sulfonation of the iduronic acid residues at the C-2 position by an iduronosyl 2-O-sulfotransferase [42]. Studies have also shown that a very active glucuronosyl 2-O-sulfotransferase in mouse mastocytoma microsomal fractions is responsible for the O-sulfonation of GlcAp residues at the C-2 position [43,44]. The 2-Osulfonation of the uronic acid is followed by the action of glucosamine 6-O-sulfotransferase, which transfers an Osulfo group to the C-6 position of GlcNpAc and GlcNpS [41]. Finally a 3-O-sulfotransferase acts upon the polymer and modiﬁes certain GlcNpS6S residues [31]. The 3-Osulfonation is required for the anticoagulant activity of heparin, and the pentasaccharide sequence formed by the 3-O-sulfotransferase is the minimum structure required for binding antithrombin III. Anticoagulant Activity and Its Mechanism The anticoagulant activity of heparin is primarily mediated through its binding and regulation of a plasma serine proteinase inhibitor (serpin) antithrombin III



(ATIII). ATIII functions as the principal plasma inhibitor of most blood coagulation proteinases [45]. This serpin forms tight, irreversible, equimolar complexes with its target enzymes by formation of an ester between an arginine residue of its active center and the serine residue of the active center of the enzyme. This slow, time-, temperature-, and pH-dependent process is accelerated 2000-fold by heparin [46]. An essential component of the mechanism of heparin’s eﬀect is the binding of a lysine-rich region of ATIII to the highly speciﬁc ATIII-binding site in the heparin molecule (Fig. 4) [47]. This reversible, electrostatic interaction induces a conformational change in ATIII, which considerably reinforces its anticoagulant activity [23]. Another anticoagulant activity mechanism of heparin is mediated through heparin cofactor II (HCII), which is structurally similar to ATIII having a similar carboxyl terminal sequence but a distinctly diﬀerent amino terminal sequence [48]. The physiological role of HCII might be as reserve of thrombin inhibitor when the plasma concentration of ATIII becomes abnormally low [49]. Unlike ATIII, HCII can inhibit thrombin but no other coagulation proteases [46]. In addition to this unusual speciﬁcity, HCII also can be potentiated by dermatan sulfate in addition to heparin and heparan sulfate [50,51]. The mechanism by which HCII inhibits thrombin is similar to that proposed for ATIII [46].
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Figure 4 Mechanism of the rate-enhancing eﬀect of heparin (H) on thrombin (T) inhibition by ATIII.



Other Biological Activities The interaction of heparin with various proteins that play important roles in the regulation of normal physiological processes as well as disease states has led to an interest in using heparin in roles outside its normal application as an anticoagulant/antithrombotic agent. Randomized trials to study the eﬀectiveness of low molecular weight heparin (LMWH, MWavg f6000) as compared with unfractionated heparin (see Sec. II.A.2) (MWavg f12,000) in treating venous thromboembolism in cancer patients led to a surprising observation: that treatment with heparin may aﬀect survival of patients with malignancy [52,53]. Cancer patients who had been treated with LMWH for their thrombosis had a slightly improved 3-month survival as compared to cancer patients receiving unfractionated heparin. Heparin can potentially exert its activity at various stages in cancer progression and malignancyrelated processes. It can aﬀect cell proliferation, interfere with the adherence of cancer cells to vascular endothelium, regulate the immune system, and have both inhibitory and stimulatory eﬀects on angiogenesis [54]. There is recent evidence showing that heparin treatment reduces tumor metastasis in mice by inhibiting P-selectin-mediated interactions of platelets with carcinoma cell-surface mucin ligands [55].



its charge using anion exchange chromatography. Strong anion exchange (SAX) chromatography of heparin typically involves the use of a salt gradient [61]. Heparin fractions can be prepared with from two to three sulfo groups per disaccharide repeating unit [62]. Anticoagulant activities of fractionated heparin vary with degree of sulfonation (Table 3) [22] making this a useful technique to separate or enrich speciﬁc heparin fraction based on activities. Chemical sulfonation or desulfonation can also used to prepare oversulfated or undersulfated heparins with various activities (see Sec. III.A)



Problems in the Medical Applications of Heparin In clinical applications, heparin is administered intravenously (LMWH can be administered either intravenously or subcutaneously, improving its scope of therapeutic applications) during most extracorporeal procedures (where blood is removed from the body and passed through a device), such as kidney dialysis and membrane oxygenation, used in heart bypass procedures [56]. The use of these devices requires heparinization and can often lead to hemorrhagic complications. Systemic heparinization is also used in treatment of deep vein thrombosis and in a variety of other surgical procedures [57]. Heparin-induced thrombocytopenia (HIT), a complex process that results in loss of platelets, is currently recognized as one of the most catastrophic complications of heparin treatment [58,59].



Based on size Tetrasaccharides (MW 1200) Hexasaccharides (MW 1900) Octasaccharides (MW 2400) Decasaccharides (MW 2900) Dodecasaccharides (MW 3500) Tetradecasaccharides (MW 4100) Hexadecasaccharides (MW 4700) Octadecasaccharides (MW 5300) Eicosasaccharides (MW 5900) Heparin fraction (MW f4000) Heparin fraction (MW f5700) Heparin fraction (MW f14,500) Heparin fraction (MW f16,900) Heparin fraction (MW f25,300) Unfractionated heparin (MW f14,000)



Anticoagulant Activity of Fractionated Heparins Heparin can be fractionated, on the basis of size, using gel permeation chromatography (GPC) [60]. Both lowpressure and high-pressure GPC has been used to obtain heparin fractions of MWavg between 5000 and 40,000. Anticoagulant activities of fractionated heparin with different chain size are shown in Table 3 [22]. Being a sulfated polysaccharide, heparin can be fractionated on the basis of



Based on charge Heparin fraction Heparin fraction Heparin fraction charge) Heparin fraction Heparin fraction



2. Low Molecular Weight Heparin Background Low molecular weight heparins (also referred to as low molecular mass heparins (LMMHs)) are a group of hepaTable 3 Heparin Activities as a Function of Polymer Chain Length and Degree of Sulfonation or Charge Anti IIa activity (U/mg) ATIII



HCII



> dt > ; : 4p2 ctan p2  h 1 > UA where re is the radius of the emission region for droplets at the tip of the Taylor cone, c is the surface tension of the liquid, h is the liquid cone angle (for the classical Taylor cone model h = 49.3j), q is the density of the liquid, UT is the threshold voltage, UA is the applied voltage, and dV/dt is the ﬂow rate [21]. The combination of improved ion sampling eﬃciency and spray performance will result in a dramatic eﬀect on the performance of the ESI source.



B. Influence of (Ion-Pair Agent) on Chromatographic Performance In IP-RP-HPLC, retention of analytes is determined by several factors such as hydrophobicity of the stationary phase, charge, hydrophobicity and concentration of the amphiphile, ionic strength and dielectric constant of the mobile phase, and concentration of organic modiﬁer [22]. According to the electrostatic model, retention is eﬀected by the electrostatic interactions between the positive surface potential generated by the amphiphilic ions adsorbed at the stationary phase (alkylammonium ions, for instance) and the negative surface potential generated by the caroxylate/sulfate groups of the HS disaccharides and oligosaccharides. As a consequence of increasing the concentration of an organic modiﬁer such as methanol, amphiphilic ions are desorbed from the stationary phase, resulting in elution of the retained analytes. Tetrabutyl ammonium compounds are the most commonly used ion-pairing agents in IP-RP-HPLC [23,24]
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Figure 1 Ion-pairing agents studied in LC/MS analysis of HS disaccharides.



and tetrabutyl ammonium hydroxide reagent was used in LC/MS analysis of HS disaccharides [11]. At the outset, it was decided to study a panel of alkyl ammonium compounds (Fig. 1) along with tetrabutyl ammonium hydroxide as ion-pairing agents to determine how their concentration and structure would aﬀect LC/MS performance of HS fragments. The inﬂuence of tetrabutylammonium concentration in the eluent on retention and resolution of disaccharides is undertaken. Heparitinase acts by eliminative cleavage to produce these disaccharides with an unsaturated C4–C5 bond on the uronic acid residue (Fig. 2). To measure the retention times and resolution of disaccharides, a mixture containing six diﬀerent HS disaccharide standards was eluted with a stepwise gradient of 0–100% solvent B (see ‘‘Part II. Section A’’ for gradient details) containing 1, 3, and 5 mM tetraalkylammonium agent (Fig. 3). Retention time of some disaccharides increased with increasing concentration of the ion-pair reagent because of the higher surface potential at the stationary phase (Fig. 3). Resolution of disaccharides gradually improved with increasing ion-pairing reagent concentration as depicted in Fig. 3. Disaccharides 4 and 5 were poorly resolved at 1 mM concentration of ion-pairing agents, were partially resolved at 3 mM concentration, and were resolved fully at 5 mM concentration. These disaccharides, 4 and 5, contain two sulfate groups and diﬀer from each other with regard to the regiospeciﬁc positioning of sulfate groups. The peaks corresponding to disaccharides 2 and 3 have better baseline separation at higher concentrations of ion-pairing agents. Disaccharides 2 and 3 have a single sulfate group and occupy diﬀerent positions in the glucosamine residue. Although the retention time for disaccharides 1–3 increased to a small degree at three diﬀerent concentrations of the tetrabutylammonium agent under the same eluent/ solvent composition, disaccharides 4–6 were retained more tightly at higher concentrations, reﬂecting their stronger interaction with the stationary phase.



Figure 2 Structures of unsaturated HS disaccharides studied in capillary reversed-phase high-performance liquid chromatography using various ion-pairing agents.
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ESI generates a roughly constant ion current, an increase in the intensity from added acids will reduce the intensity of the analyte ions. Because ions of higher conductivity (such as chloride) will suppress the signal signiﬁcantly, acetate ions are preferred in the buﬀer composition used for LC/ MS. Therefore, acetic acid was used to protonate alkylamines, resulting in acetate as counterion.



C. Volatile Ion-Pairing Agents The eﬀect of a panel of volatile ion-pairing agents on retention and resolution of six disaccharides was investigated at the outset. These ion-pairing agents were listed in Fig. 1. Of all the ion-pairing agents tested, volatile triethylamine, notably, was most widely used in several HPLC-MS analyses of oligonucleotides, but its suitability as ion-pairing agent for HS analysis was never investigated [25]. Because 5 mM tetrabutylammonium ions provided the best chromato-



Figure 3 Capillary HPLC separation of unsaturated HS disaccharides using diﬀerent concentrations of tetrabutyl ammonium ion as ion-pairing agent:. (A) 1 mM TBA; (B) 3 mM TBA; and (C) 5 mM TBA. Peak labels correspond to disaccharides listed in Fig. 2.



A solution of neat dialkylamine or trialkylamine (Fig. 1) does not function as an ion-pair reagent for IP-RPHPLC due to the lack of a permanent positive charge on the amphiphile. Hence, an acidic compound such as acetic acid is usually added to the mobile phase to protonate the dialkylamine and trialkylamine. In general, acids of higher volatility should oﬀer better detectability for ESI-MS. The diﬀerent counterions in the ion-pair reagent had only a moderate eﬀect on retention times and chromatographic separation eﬃciency [25]. However, protonation of alkylamine with an acid has two major eﬀects on solution properties and hence mass spectra quality. First, the pH of the solution decreases, and, second, the conductivity of the solution increases. The addition of acids inﬂuences the charge state distribution of analytes, which can be explained on the basis of solution and gas-phase acid–base equilibria. The more acidic is the solution, the more likely that the acids will donate protons to analyte anions and reduce the charge states of analyte species. An increase in the alkylammonium acetate concentration, which is desirable to obtain better chromatographic performance, entailed a further decrease in signal intensity. Because



Figure 4 Chromatogram of HS disaccharides under diﬀerent ion-pairing agents: dibutyl ammonium acetate (DBAA), tributyl ammonium acetate (TBAA), and tripentyl ammonium acetate (TPAA).
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graphic resolution, it was decided to keep all the other ionpairing agents at the same concentration (5 mM) for the current study and their eﬀects on the resolution of disaccharides was investigated. Although dibutylammonium acetate (DBA) resolved less satisfactorily the critical disaccharides 4 and 5, it is important to note that all six disaccharides were eluted in less than 20 min while holding good overall resolution (Fig. 4). The resolution ability of tributylammonium acetate was nearly identical to that of dibutyl ammonium acetate, but it required greater than 60 min to elute all six disaccharides under the given set of conditions. Tripentylammonium acetate lengthens even further the HPLC run time and, in addition, disaccharides 4 and 5 containing two sulfate groups were hardly resolved (Fig. 4).



D. Coupling of Capillary IP-RP-HPLC with ESI-MS To render this chromatographic separation system amenable to ESI-MS, several factors that are related to the solution chemistry of the column eﬄuent to be electrosprayed have to be considered. A higher concentration of an ion-pairing reagent is not suitable for HPLC-ESI-MS because of the poor detectability of the eluted analytes by ESI-MS. Tetrabutyl ammonium ion and tetrapropyl ammonium ion, even at 1 mM concentration and at the expense of poor chromatographic separation eﬃciency, have suppressed the signal intensity in ESI-MS. The strong signal-suppressing eﬀect of tetra-alkylammonium ion was attributed to its nonvolatile nature (hence accumulation of counterions in the microdroplets) and thus results in lowering of the ionization eﬃciency of the dissolved HS saccharides. To ﬁnd the best compromise for the analysis of
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oligosaccharide by IP-RP-HPLC-ESI-MS, the inﬂuence of the following solution parameters on chromatographic and mass spectrometric performance was investigated independently using IP-RP-HPLC and ESI-MS before their direct coupling for LC/MS analysis: concentration of ion-pair reagent and structural features of ion-pair reagent. The disaccharides were analyzed using negative ESIMS under several diﬀerent ion-pairing reagents and concentrations. Tetrabutylammonium ion suppressed the signal of analytes at all concentrations, 1, 3, and 5 mM. Our eﬀorts to explore the tetrapropylammonium reagent also were futile. Because 5 mM tetraalkylammonium ion provided the best chromatographic performance, it was decided to keep the same concentration (5 mM) for the subsequent experiments with diﬀerent volatile ion-pairing agents: tributylammonium, tripentylammonium, triethylammonium, and dibutylammonium acetates. Dibutylammonium acetate, among many ion-pairing agents mentioned above, provided the better chromatographic resolution and also required a shorter time. Hence, dibutylammonium acetate was chosen for further LC/MS analysis of complex HS-like oligosaccharides.



E. Partial Digestion of Heparosan Polysaccharide Heparan sulfate can be broken down enzymatically into oligosaccharides. Three distinct types of lyases are known, with their unique substrate speciﬁcity [26,27]. These enzymes have been used to study the structure of heparan sulfate and to prepare heparan sulfate-derived/heparan sulfate-like oligosaccharides for the evaluation of biological activity. Flavobacterium heparinum heparitinase cleaves



Scheme 1 Preparation of HS-like oligosaccharides. Partial digestion of Heparosan polysaccharide using heparitinase I to prepare oligosaccharides for LC/MS analysis. HS-like oligosaccharides varied in size ranging from tetrasaccharide (n = 1) to tetracontasaccharide (n = 19).
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-4)-GlcNpAca(1–4)-GlcAph(1- linkages through an elimination reaction, yielding 4,5-unsaturated tetrasaccharides and higher oligosaccharides as ﬁnal products (Scheme 1). Heparosan, a high-molecular-weight linear polysaccharide, is a glycosaminoglycan found in the Escherichia coli K5 bacteria [28]. Heparosan was subjected to partial digestion with heparitinase, and analyzed by a newly developed method of high-resolution cHPLC coupled to ESI-MS.



F. LC/MS Analysis of HS-Like Oligosaccharides The analysis of HS precursor oligosaccharides, obtained from the partial digestion of heparosan polymer, by IP-RPHPLC coupled to ESI-MS was undertaken to determine the greater applicability of the developed methodology. With an eluent containing 5 mM dibutylammonium acetate and a stepwise gradient of solvent B, all oligosaccharides were separated. Adduction with alkali and alkaline earth metal ions has always been a major problem in negative ion ESIMS of oligosaccharides. Whereas on-line cation exchange enables the trapping of cations on a cation exchanger of relatively high aﬃnity for the cations, removal of cations during IP-RP-HPLC has to take place in the mobile phase through competition of an excess of dibutylammonium ions with alkali or alkaline earth metal cations for the negative charges at the sugar–carboxylate backbone. Total ion chromatogram of oligosaccharides, eluting from capillary HPLC, is shown in Fig. 5. The eluent was diverted from the mass spectrometer for 20 min at the ﬂow rate of 5 AL/ min because of the presence of buﬀer salts in the digestion buﬀer of 100 AL volume, and the mass spectra of resolved oligosaccharides are shown in Fig. 6. The bottom panel in Fig. 6 of a given pair of mass spectra of each oligosaccharide shows the expanded views of the signals for the most abundant charge state of each oligosaccharide ranging in size from DP 4 to DP 28. The charge state was calculated from the mass diﬀerence between two monoisotopic signals
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[M-nH]n and [(M-nH)+(1/n)]n. Because monoisotopic masses are not resolved very well for oligosaccharides from triacontasaccharides (DP = 30) to tetracontasaccharides (DP = 40), only average masses are obtained, as shown in Fig. 7. However, the average mass was suﬃcient for assignment of HS-like oligosaccharide compositions of 30-mers to 40-mers eluting from a C18 column. Table 1 summarizes the mass spectral results obtained for all the HS-like oligosaccharides. Oligosaccharide ions are detected as [M-nH]n ions with no adduction by the DBA cation. It is evident that adduction of oligosaccharides with calcium ions or other alkaline earth or alkali metal ions was eﬃciently reduced during IP-RP-HPLC with 5 mM dibutylammonium acetate as eluent. The intensities of the monosodium adducts were found to be negligible with respect to the total ion intensity of all charge states. The presence of small amounts of sodium and potassium adducts was highly advantageous at times for the determination of the charge state of a signal, especially when only one charge state could be observed due to charge state reduction with dibutylammonium acetate. Although excessive adduction is undesirable because the signal intensity is distributed among many species, resulting in a low signalto-noise ratio for the detected species, and particularly accurate mass determinations using the signals of higher charge states would be hampered because of the overlapping of adduct signals, cation adduction would be advantageous when it occurs in a controlled or limited manner. The doubly charged state was the most abundant for oligosaccharides up to decasaccharides, except tetrasaccharide, whereas triply charged molecular ion was observed as the most abundant charge state for each oligosaccharide ranging from DP = 12 to DP = 20. Quadruple charge state as the abundant charge state for oligosaccharides ranging from DP = 22 to DP = 34 and the abundant quintuplet charge state for oligosaccharides with DP =36, 38, and 40 were observed. The result obtained is signiﬁcant in that the



Figure 5 TIC from a capillary HPLC-ESI-TOF-MS analysis of a partially digested heparosan. The inset shows the expanded view of TIC representing oligosaccharides higher than triacontasaccharide.
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Figure 6 Electrospray spectra of the heparosan oligosaccharides ranging in size from tetrasaccharide (DP = 4) to octaicosaccharide (DP = 28). Top panel shows mass spectrum of each oligosaccharide; bottom panel shows the isotope cluster of parent oligosaccharide ion illustrating its resolution.
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Figure 6 Continued.



samples used were generated by HS lyases with no puriﬁcation step entering the LC/MS system.



G. Enzymatic Modification of Antithrombin III-Binding Pentasaccharide Heparin, more sulfated than HS glycosaminoglycan, is a widely used anticoagulant drug and elicits its eﬀect through speciﬁc binding with ATIII, which speciﬁcally recognizes the following structure: –GlcNS/Ac(6S)-GlcA-GlcNS(3S F 6S)-IdoA(2S)-GlcNS(6S)– contained within the polymer. ATIII binding to the above structure triggers a conformational change that results in the acceleration of biochemical cascade. A synthetic ATIII-binding pentasaccharide (pentasaccharide 2) is under clinical trials as an alternative anticoagulant to animal-derived heparin poly-



mer (Scheme 2) [29,30]. The detailed mass spectrometric studies were earlier carried out on pentasaccharide and its sequence [31,32]. Intensive biochemical and biophysical studies suggest that the 3-O-sulfate group of N-sulfoglucosamine residue C and the 6-O-sulfate group of nonreducing terminal glucosamine residue A are critical for binding to ATIII [33–36]. Indeed, we have recently demonstrated that heparan sulfate 3-O-sulfotransferase 1 (3OST-1) isoform catalyzes the rate-limiting biosynthetic reaction, leading to cellular production or cell-free generation of anticoagulant heparan sulfate besides other 6-OST sulfotransferases [17]. The 3-OST1 enzyme recognizes a speciﬁc precursor structure, corresponding to the antithrombin-binding site devoid of just the 3-O-sulfate (pentasaccharide III), and adds this rare substituent to complete the formation of anticoagulant heparan sulfate
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Figure 7 Electrospray mass spectra of oligosaccharides ranging in size from triacontasaccharide (DP = 30) to tetracontasaccharide (DP = 40).
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Table 1 Molecular Masses of HS-Like Oligosaccharides Produced by the Partial Digestion of Heparosan



dp 4 6 8 10



12



14 16 18 20 22 24 26 28 30 32 34 36 38 40



m/z



Observed charge state



0757.28 0378.14 0567.71 0757.28 0946.85 0630.90 1136.42 0757.29 1515.59 0883.67 1326.00 1010.05 0757.28 1136.44 0852.08 1262.82 0946.87 1389.19 1041.64 1515.23 1136.17 1231.20 1325.99 1421.54 1516.53 1611.41 1288.69 1706.14 1365.09 1440.34 1516.27



1 2 2 2 2 3 2 3 3 (dimer) 3 4 (dimer) 3 4 3 4 3 4 3 4 3 4 4 4 4 4 4 5 4 5 5 5



Mass (Da)a Calculated



Theoretical



0758.28 1137.42 1516.56



0758.22 1137.33 1516.45



1895.70



1895.56



2274.87



2274.67



2654.01



2653.78



3033.15



3032.89



3412.32



3412.00



3791.46



3791.11



4170.56



4170.23



4548.68 4928.80 5307.96 5690.16 6070.12 6449.64 6448.45 6828.56 6830.40 7206.70 7586.35



4549.34 4928.45 5307.56 5689.82 6069.14 6448.46 6827.78 7207.10 7586.42



a



Monoisotopic mass was calculated for oligosaccharides up to octaicosaccharide (DP = 28) and for triacontasaccharide and higher oligosaccharides up to tetracontasaccharide; only average mass was calculated due to the poor resolution of isotopic clusters of the parent ion.



[37]. In order to evaluate the biosynthetic pathway of anticoagulant HS, it is necessary to prepare and resolve anticoagulant pentasaccharide and its precursor structures to homogeneity. These pentasaccharides closely resemble each other and are highly charged, making them diﬃcult to be characterized. Pentasaccharide II was prepared by regioselective sulfation of pentasaccharide III using 3phosphoadenosine-5-phosphosulfate (PAPS) as a sulfate donor, catalyzed by baculovirus-cloned and expressed 3OST1 sulfotransferase. Pentasaccharide II was then treated with commercially available recombinant glucosamine-6sulfatase (EC 3.1.6.14), a lysosomal hydrolase enzyme whose deﬁciency was implicated in Sanﬁlippo D syndrome in humans, to selectively remove the 6-O-sulfate group from the terminal N-sulfoglucosamine residue at the nonreducing end (residue A), yielding pentasaccharide I [38]. Similarly, pentasaccharide IV was prepared from penta-



saccharide III by selective removal of the 6-O-sulfate group from the terminal glucosamine residue and then was treated with PAP34S, prepared by a slightly modiﬁed procedure, to regioselectively resulfate at the same 6-O-position of the terminal glucosamine residue at the nonreducing end to obtain pentasaccharide V (Scheme 2). We explored then the newly developed LC/MS system toward resolving these pentasaccharides.



H. LC/MS of Pentasaccharides Pentasaccharides II and III diﬀer from one another only by the presence (II) or absence (III) of a 3-O sulfate on the internal glucosamine residue C (Scheme 2). Pentasaccharide III diﬀers from pentasaccharide IV by the presence of the critical 6-O-sulfate on the nonreducing terminal glucosamine residue A. Thus, pentasaccharides II, III, and IV have eight, seven, and six sulfate groups, respectively. A mixture containing an equimolar amount of pentasaccharides II, III, and IV was prepared and injected into the cHPLC system. Figure 8 shows the TIC of pentasaccharide mix in which three peaks, A, B, and C, corresponding to three pentasaccharides, were resolved very well within a short time period of 10 min. Peaks A, B, and C were assigned to pentasaccharides IV, III, and II respectively, deduced from mass spectral values of each peak (Fig. 9). The doubly charged ions were observed as the most abundant ions along with triple and quadruple charge states as minor ions. Results are summarized in Table 2. This indicates that the least sulfated pentasaccharide IV elutes from the column ahead, whereas the most sulfated pentasaccharide II, containing intact ATIII-binding structure, elutes the last, and pentasaccharide III containing seven sulfate groups elutes between the least and the most sulfated pentasaccharide. Thus, these pentasaccharides can be resolvable by capillary reversed-phase columns based on degree of sulfation. Next, the ability of the LC/MS system to resolve pentasaccharides I and V was undertaken. Pentasaccharides I and V both contain the same number of sulfate groups—seven. However, they diﬀer from each other by sulfation pattern. Resolving such oligosaccharide mixtures would undoubtedly lead to greater conﬁdence about the homogeneity of any prepared sample for mass spectral analysis. Figure 10 shows the resolution of these pentasaccharides V and I, separated from each other by 0.6 min, corresponding to peaks A and B, respectively. Mass spectra of these pentasaccharides whose molecular weights diﬀer by 2 Da are shown in Fig. 11. The observed abundant molecular ion for pentasaccharide V was 842.71, corresponding to [M+2(DBA)-4H]2, and that for pentasaccharide I was 841.71, corresponding to [M+2(DBA)-4H]2. Although DBA adductions were not observed in triple and quadruple charge states except for pentasaccharide II, adductions with DBA were always observed for these pentasaccharides in the abundant double charge state. The results are summarized in Table 2. Note that these pentasaccharides, I and V, would have the same molec-



Scheme 2 Enzymatic synthesis of pentasaccharides. Enzymatic modiﬁcation of antithrombin-binding pentasaccharide variants. 6-OST1 selectively sulfates the 6-OH group at the nonreducing end (residue A), whereas 3-OST1 regioselectively sulfates the 3OH group of the middle sugar residue C. PAP34S was used in the preparation of pentasaccharide V for LC/MS analysis.
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II Figure 8 Total ion chromatogram from LC/ESI-MS analysis of pentasaccharides II, III, and IV having diﬀerent degrees of sulfation. Peaks A, B, and C correspond to pentasaccharides IV, III, and II, respectively.



III



IV



Vb



Observed m/z



Charge state



Quasi-molecular iona



474.70 777.13 788.13



3 2 2



841.71 375.81 544.47 544.47 881.80 355.81 474.75 777.22 841.81 335.80 448.09 672.64 737.24 356.27 475.37 778.12 842.70



2 4 3 3 2 4 3 2 2 4 3 2 2 4 3 2 2



[M 3H]3 [M+1(DBA)3H]2 [M+1(DBA) +Na4H]2 [M+2(DBA)4H]2 [M  4H]4 [M+1(DBA)4H]3 [M+1(DBA)4H]-3 [M+2(DBA)4H]2 [M  4H]4 [M 3H]3 [M+1(DBA)3H]2 [M+2(DBA)4H]2 [M  4H]4 [M 3H]3 [M 2H]2 [M+1(DBA)3H]2 [M  4H]4 [M 3H]3 [M+1(DBA)3H]2 [M+2(DBA)4H]2



a



All parent ions were observed in adduction with the ion-pairing agent, DBA. b Pentasaccharide V labeled with 34S containing sulfate as a mass spectral probe to distinguish it from pentasaccharide I in LC/MS characterization (see Figs. 10 and 11 for details).



ular weight if pentasaccharide V were otherwise sulfated using regular PAPS instead of PAP34S as a sulfate donor, catalyzed by heparan sulfate 6-O-sulfotransferase 1 (6OST1). Thus, our current studies demonstrated not only the ability of LC/MS to resolve HS oligosaccharides based on sulfation pattern but also the advantage of introducing 6-O 34SO4 group as a mass spectral probe to identify each peak corresponding to its respective pentasaccharide. A pair of HS-like oligosaccharides of composition (HexA-GlcN)m and (HexA-GlcN)2m containing unsaturated uronic acid at the nonreducing end has no



Figure 9 ESI mass spectrum of pentasaccharide IV (A), pentasaccharide III (B), and pentasaccharide II (C) having diﬀerent degrees of sulfation. Parent ion of pentasaccharide IV does not have adduction with ion-pairing agent (DBA). Both pentasaccharides III and II form adduction with DBA in the parent ion. Results are summarized in Table 2.



Figure 10 Total ion chromatograms of pentasaccharide V (peak A) and pentasaccharide I (peak B), having the same number of sulfate groups, were resolved based on sulfation pattern.
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Figure 11 Electrospray mass spectrum of pentasaccharide V (panel A) and pentasaccharide I (panel B). Pentasaccharide V contains the 6-O-34SO4 group as a mass spectral probe to be distinguished from its isomer pentasaccharide I and hence its molecular mass is 2 Da more. Isotope clusters of the parent ion of each compound are illustrated as insets in each panel. Results are summarized in Table 2.



mass diﬀerence between two oligosaccharides of single and double charge states. As m (the number of disaccharide units) increases, the complexity of the isotopic clusters also increases. So it is very important to resolve the oligosaccharides based on charge, size, and hydrophobic or sulfation pattern into as much homogeneity as possible before entering the mass spectrometry. It is also important to note that no fragmentation is observed under current LC/MS experimental conditions. This result has implications for the analysis of HS oligosaccharides of larger sizes by electrospray MS that would deﬁnitely lead to determine the alignment of critical functional groups necessary for elucidating structure– function relationships.



IV. CONCLUSIONS In this work, we have demonstrated the utility of IP-RPcapillary HPLC-ESI-TOF-MS for HS oligosaccharide analysis. Microcapillary HPLC columns with integrated electrospray emitters provide eﬃcient temporal separation and ionization of oligosaccharide species, whereas MS operation in external ion accumulation mode maintains chromatographic resolution during mass spectral acquisitions. It is concluded that solution parameters have opposite eﬀects on the performance of IP-RP-HPLC and negative ion ESI-MS. Therefore, a compromise has to be
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found to enable the eﬃcient on-line coupling of IP-HPLC to ESI-MS in the analysis of HS. Using capillary columns packed with C18 particles and gradients of methanol in 5 mM dibutylammonium acetate, HS precursor oligosaccharides up to at least tetracontasaccharide (40-mer) were separated. Alkali cation adduction in the separated oligosaccharides is eﬃciently reduced, allowing highly accurate mass determination. To date, these are the largest nonsulfated HS precursor oligosaccharides to be characterized by LC/MS. Finally, the current methodology was applied in characterizing biologically important ATIII-binding pentasaccharides and its precursors, which diﬀer from each other by sulfation pattern and/or degree of sulfation. All of these pentasaccharides were well resolved and characterized by LC/MS system with the use of 34SO4 as a mass spectral probe. Although the biological functions of heparan sulfate are well known over several decades, only a few heparan sulfate structures attributable to their functions are solved thus far. It is primarily due to the diﬃculties involved in isolating pure HS active oligosaccharides for characterization. Besides, several HS sequences may be well capable of binding to a given protein to exert a speciﬁc biological function or event [1,2]. In vitro modiﬁcation of HS inactive precursors lacking critical functional groups and converting them into HS active structures using 34SO4 or 33SO4 as stable isotopes, catalyzed by a speciﬁc cloned sulfotransferase, would allow one to position or align the critical functional groups necessary for biological functions. This newly developed methodology should assist the chemical synthesis of HS fragments of biological signiﬁcance in terms of puriﬁcation and rapid characterization, and thus expedite the synthesis of biologically signiﬁcant HS oligosaccharides. Our ﬁndings should undoubtedly pave the way in deciphering multiple functional arrangements, ascribed to many biological activities, which are predictably embedded in a single, large, chaotic, yet wellorganized, HS polysaccharide chain.
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I. INTRODUCTION In the case of proteins and DNA, the ability to rapidly and easily synthesize the fragments of these components facilitated the establishment of structure–function relationship of these molecules and generated necessary reagents that permitted the delineation of the biologic roles of these macromolecules. In the case of Heparan Sulfate (HS) and other carbohydrates, the total chemical synthesis of these components is challenging because of the following reasons: (1) orthogonal glycosylation conditions required for alpha- and beta-selective glycosidic linkage formation; (2) successful stereo inversion at C-5 of uronic acids; (3) diligent stepwise deprotection and regioselective sulfation; achieving selective discrimination between the 2- and 3-OH groups of uronic acid residues. On the other hand, a general enzymatic method for HS assembly would allow for the rapid synthesis of structures of interest to delineate structure–function relationships of this class of molecules. In addition, it would allow us to understand HS biosynthesis and determine how speciﬁc structures are assembled, and thus it might establish a ﬁrm foundation for the glycobiology of proteoglycans. Even enzyme-assisted synthesis is challenging because there are at least a dozen enzymes/isoforms involved in HS biosynthesis and this approach requires most of them to be available. In particular, the combination of enzymes needed to generate a particular bioactive HS structure is unknown. Ultimately, a synthetic strategy comprising of chemical and enzymatic methods based on the merits of each step would optimally expedite the synthesis of bioactive HS structures. To achieve this end, we examined the



* Reproduced with permission from American Chemical Society; J. Am. Chem. Soc., 125, 12424–12425, 2003.



potential of cell-free, in vitro chemoenzymatic synthesis of biologically active HS polysaccharide. Because anticoagulant HS biosynthesis and their biological functions are well characterized, we initiated our explorations of this new approach by carrying out the synthesis of HS like anticoagulant polysaccharide at the outset. Heparin, a strongly acidic, linear sulfated polysaccharide, is used in the prevention and treatment of thrombosis. Heparin was ﬁrst isolated from the liver from which it derives its name [1]. Heparin-like polysaccharides are shown to interact with numerous proteins and orchestrate many diﬀerent biologic functions [2]. A unique pentasaccharide domain present within heparin was found to bind to Antithrombin III (ATIII) in a highly speciﬁc manner to induce a conformational change that is suﬃcient to promote rapid inhibition of blood coagulation [3,4]. Sinay and coworkers pioneered the original chemical synthesis of the ATIII binding pentasaccharide and analogs [5,6]. Heparin-induced thrombocytopenia (HIT) is an immunologic disorder associated with heparin treatment [7]. HIT paradoxically increases thrombosis, which occurs in about 30% of the recognized HIT cases, and is a major cause of morbidity and mortality in patients undergoing treatment with heparin. It has been shown that HIT is induced by antibodies against PF4–heparin complex. The complex formation requires a 2-O sulfated iduronic acid residue [8]. Engineering new heparin that is unable to form heparin–PF4 complexes would be a major advance in anticoagulation therapy. There is also an increased concern for the potential spread of diseases of animal origin to humans, such as bovine encephalopathy, due to the use of animal-derived heparin. The abovementioned potential side eﬀects of animal-derived heparin prompted the chemical synthesis of heparin-based anticoagulants. Despite many advances made in chemical synthesis, this approach is cumbersome and time-consuming. The limitations of 811
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chemical approaches prompted us to undertake a rapid approach to synthesize a heparin-like anticoagulant with improved therapeutic characteristics using cloned enzymes in a relatively simple manner. We termed this engineered anticoagulant polysaccharide as ‘‘Mitrin’’ because of its origin at Massachusetts Institute of Technology (MIT) in analogy to Heparin whose origin is hepatic [1]. A nonsulfated N-acetyl heparosan polysaccharide 1 was isolated with an average molecular weight of 7000 Da from K5 Escherichia coli [9]. Polysaccharide 1 resembles the unmodiﬁed nascent HS chain. It is used as a starting material in the enzymatic synthesis of Mitrin. The ﬁrst step is the synthesis of N-sulfated polysaccharide 2 enriched with iduronic acid catalyzed by N-deacetylase-N-sulfotransferase (NDST) and C-5 epimerase (Scheme 1). These two initial modiﬁcations are the essential gateway for subsequent enzymatic modiﬁcations [10]. A single protein catalyzes both N-deacetylation and N-sulfation. These two reactions are tightly coupled in vivo, because free glucosamine residues are rarely found in HS and Heparin, although each activity can be separately studied in vitro. This enzyme exists as four isoforms in humans: NDST1, NDST2, NDST3, and NDST4 [11]. We utilized the NDST2 isoform to selectively N-deacetylate and N-sulfate glucosamine units [12]. This step was carried out in conjunction with HS C-5 epimerase to generate the iduronic acid-enriched polysaccharide 2 [13,14]. The stereochemical nature at C-5 carbon of uronic acid is reversed in this transformation (Scheme 1). Epimerization proceeds only when these residues are placed immediately adjacent to the reducing side of the glycosidic bond of the N-sulfated glucosamine residues, but it will not react with glucuronic acids that are O-sulfated, or that are adjacent to O-sulfated glucosamine residues or adjacent to the reducing side of the glycosidic bond of the N-acetylglu-



cosamine units, which clearly suggests that epimerization occurs immediately after N-deacetylation and N-sulfation, but before O-sulfation [10,14]. Therefore, our synthetic strategy was devised in such a manner that NDST2 and C5 epimerase are coupled to prepare in a single step predominately N-sulfated polysaccharide 2 containing a small percentage of unmodiﬁed GlcNAc residues in addition to both unmodiﬁed glucuronic acid residues and newly generated iduronic acid residues without 2-O sulfation. The second and ﬁnal step in the synthesis of anticoagulant Mitrin 3 was catalyzed by 6-O sulfotransferase (6-OST) and 3-O sulfotransferase (3-OST) (Scheme 1). There are three heparan sulfate 6-O sulfotransferase isoforms: 6-OST1, 6-OST2 (6-OST2a and 6-OST2b are two splice variants), and 6-OST3 [15]. It is known that all three isoforms sulfate completely desulfated N-sulfated (CDSNS)–heparin equally well [15]. However, N-sulfoheparosan was shown to be preferentially sulfated by these isoforms in the following order: 6-OST2 > 6-OST3 > 6OST1. Thus, in essence, we have utilized the 6-OST2a isoform to catalyze the 6-O sulfation of glucosamine units. The 6-O sulfation was coupled with 3-O sulfation, which is catalyzed by 3-OST1 sulfotransferase to generate Mitrin anticoagulant [16]. There are as many as six isoforms of heparan sulfate 3-O sulfotransferases: 3-OST1, 3-OST2, 3OST3 (3-OST3a and 3-OST3b are two variants), 3-OST4, 3-OST5, and 3-OST6 [17,18]. It was demonstrated earlier that 3-OST1 is primarily involved in generating anticoagulant heparan sulfate [19]. It was also shown that 3-OST1 generally acts on glucosamine units ﬂanked by the reducing side of GlcA and the nonreducing side of IdoA2S to generate ATIII binding structures containing GlcA– GlcNS3S and GlcA–GlcNS3S6S [19–21]. Because 6-O sulfation and 3-O sulfation are not coupled to generate anticoagulant structures in vivo, it was anticipated that



Scheme 1 Enzymatic synthesis of Mitrin anticoagulants.
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coupling both modiﬁcations in vitro would dramatically shorten the time required for Mitrin synthesis. Mitrin was successfully prepared from polysaccharide 2 by using 3-OST1 and 6-OST2a sulfotransferases. The ﬁnal step was also carried out in the presence of radioactive PAP35S to prepare the radiolabeled Mitrin in order to test its ability to bind to ATIII by gel mobility shift assay [22]. The synthesized Mitrin polysaccharide 3 was found to bind to ATIII. In the presence of ATIII, Mitrin binds speciﬁcally to ATIII and hence its mobility is retarded, whereas in the absence of ATIII, Mitrin migrates more rapidly (Fig. 1). A greater percentage of Mitrin binds to ATIII as compared to in vitro modiﬁed commercial heparin. This result is conﬁrmed by a heparin-dependent factor Xa inhibition assay (Fig. 2). The speciﬁc activity of Mitrin is approximately 4–5 times that of commercial heparin. Finally, Mitrin was cleaved by heparitinases I, II, and III for structural analysis by capillary liquid chromatography coupled to electrospray ionization mass spectrometry (LC/MS) [23]. The LC/MS analysis showed one major trisulfated disaccharide containing 3-O sulfated glucosamine unit, DU-GlcNS3S6S, corresponding to molecular ion 576.0 [M-1H] 1 and two other minor disaccharides, DU-GlcNS and DU-GlcNS6S, corresponding to molecular ion 416.1 and 496.1 [M-1H] 1, respectively. It was demonstrated earlier by us that absence of 2-O sulfation could signiﬁcantly increase the number of 3-O sulfation sites within the polymer which may account for the presence of 3-O sulfate containing trisulfated disaccharide as a major component [21]. The LC/MS analysis also conﬁrmed the presence of many tetrasaccharides, which are resistant to any further cleavage by heparitinases,



Figure 1 Gel shift analysis of polysaccharide 3. PAP35Sradiolabeled Mitrin (10,000 counts) was reacted with 5 Ag ATIII. Complex formation was analyzed by nondenaturing gel electrophoresis (4% polyacrylamide). The mobility of radiolabeled Mitrin was compared with and without ATIII.
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Figure 2 Biological activity of Mitrin. Human factor Xa was incubated with antithrombin III in the presence of Mitrin (polysaccharide 3) or commercial heparin or polysaccharide 2 as a negative control. The percentage of inhibition of thrombin activity was calculated from three experiments performed in triplicate.



because of the presence of 3-O sulfate groups. These 3-O sulfate containing tetrasaccharides are: DU-GlcNAc6S– GlcA–GlcNS3S6S with molecular ion 517.0 [M-2H] 2, DU-GlcNAc6S–GlcA–GlcNS3S with molecular ion 477.1 [M-2H] 2, and DU-GlcNS6S–GlcA–GlcNS3S6S with molecular ion 536.0 [M-2H] 2. This result demonstrates that Mitrin consists of multiple ATIII-binding sites within the polymer and explains why Mitrin has greater ability to inhibit factor Xa. Because Mitrin is free of 2-O sulfated iduronic acid residues, we expect that it will have a reduced ability to bind to PF4 which should decrease its ability to cause HIT, and at the same time, increase its anticoagulant activity against the platelet-rich thrombi present on the arterial side of the circulation. It seems likely that Mitrin will be relatively more resistant to be cleaved by endogenous heparanases because it lacks 2-O sulfated iduronic acid, and hence it could exhibit longer in vivo half-life [24]. Furthermore, this engineered polysaccharide would be free of animal-derived pathogens. Molecular weight of Mitrin can be tailored at any stage during this two-step synthesis by standard chemical or enzymatic cleavage techniques that have been utilized in similar fashion to produce low molecular weight heparin. Engineered Mitrin with the desired pharmacological properties is predicted to emerge as a replacement drug for the animal-derived low molecular weight heparins that are currently in use. We acknowledge that the use of regenerating PAPS system would substantially reduce the cost of producing Mitrin in large scales. This approach permits us to develop the model synthetic schemes for designing the polysaccharides with speciﬁc biologic functions and altering their structures to avoid detrimental side eﬀects. In addition, we have been able to synthesize multiple biologic sites within the polymer, which increases the potency of Mitrin and may permit the polysaccharides to act on in discreet regions of the body. Next, we chose to synthesize, evaluate, and characterize the ATIII-binding pentasaccharide, because we recognize that the synthesis of the ﬁrst bioactive oligosaccharide would prove the feasibility of this approach to synthesize
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any oligosaccharide [25]. The ATIII-binding pentasaccharide was chosen because more is known about this product than any other oligosaccharide. This includes not only the structure of the oligosaccharide but also functionally important residues within the oligosaccharide. For example, binding of synthesized pentasaccharide to ATIII, as visualized by gel shift assay, demonstrated that 3-O and 6-O sulfate groups were correctly placed within the synthesized product [22]. Furthermore, the use of stable isotopes and LC/MS permitted us to monitor the generation of the ﬁnal product and the conﬁrmation of its structure and purity [23]. None of this type of structural and molecular data is available for any other bioactive oligosaccharides. We envision that the next step in this ﬁeld will require the production of an oligosaccharide library (by using this enzymatic assembly approach). Generalization of our approach to oligosaccharide of structures diﬀerent from that of ATIII-binding pentasaccharide can be carried out by minor alterations in our enzymatic synthetic method, which include changes in the order of the addition of enzymes or the use of diﬀerent isoforms or the use of exo-catabolic enzymes along with glycosyl transferases to remodel oligosaccharides from the nonreducing end. These latter enzymes are all cloned, expressed, and characterized. In addition, EXT polymerase could be employed to synthesize the starting E. coli K5 polysaccharide or oligosaccharide. Thus our approach can be generalized to allow oligosaccharides of virtually any size or structure to be synthesized. The ready availability of these structures should permit us to identify ligand proteins, which recognize speciﬁc HS structures, and to use these ligand proteins to further our understanding of various biological systems. This library can then be used to deﬁne critical biological groups on the oligosaccharides, which interact with their target ligands other than ATIII. In this fashion, structural knowledge can be developed which will eventually rival the ATIII pentasaccharide system. This foundation of knowledge is required before other oligosaccharides can be evaluated with regard to their structures and functions.



II. MATERIALS AND METHODS HS precursor polysaccharide was prepared from E. coli K5 strain [9]. Heparan Sulfate C-5 epimerase, 3-OST1, 6-OST2a, and NDST2 sulfotransferases were all cloned and expressed in baculovirus system [12,13,15–17]. The radioactive PAP35S was prepared as reported earlier, whereas PAPS was purchased from Calbiochem. All chemicals were purchased from Sigma. ATIII and Factor Xa were from Haematologic Technologies Inc. Chromogenic substrate S-2765 was from Chromogenix. Heparitinase I, II, and III were obtained from Seikagagu. APS kinase was a generous gift from Professor I. H. Segel (Univ. of California, Davis).



A. LC-MS Analysis An ultimate capillary HPLC workstation (Dionex) was used for microseparation. UltiChrom software was used in
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data acquisition and analysis. A gradient elution was performed, using a binary solvent system composed of water (eluent A) and 70% aqueous methanol (eluent B), both containing 8 mM acetic acid and 5 mM dibutylamine as an ion-pairing agent. Alternatively isocratic elution with 0% B and followed by 40% B was carried out to determine the total disaccharide composition. HPLC separations were performed on a 0.3250 mm C18 silica column. The ﬂow rate was set at 5 Al min 1. Mass spectra were acquired on a Mariner BioSpectrometry Workstation ESI time-ofﬂight mass spectrometer (PerSeptive Biosystems). In the negative-ion mode, nitrogen was used as a desolvation gas as well as a nebulizer. Conditions for ESI-MS were as follows: nebulizer ﬂow 0.75 l/min, nozzle temperature 140jC, drying gas (N2) ﬂow 1.2 l/min, spray tip potential 2.8 kV, nozzle potential 70 V, and skimmer potential 12 V. Negative ion spectra were generated by scanning the range of m/z 40–2000.



B. Expression of Heparan Sulfate Sulfotransferases and Epimerase All of the HS biosynthetic enzymes were expressed and puriﬁed in baculovirus system as described in our earlier work [19,21]. In brief, a donor plasmid for the preparation of recombinant baculovirus expressing a soluble form of the epimerase was constructed in pFastBac HT plasmid modiﬁed by the insertion of honeybee mellitin signal peptide ahead of the histidine tag. HS biosynthetic enzyme recombinant baculovirus was prepared by using the donor and the Bac-to-Bac baculovirus expression system (Life Technologies) according to the manufacturer’s protocol, except that recombinant bacmid DNA was puriﬁed using an endotoxin-free plasmid puriﬁcation kit (Qiagen) and transfection of Sf9 cells was scaled up to employ f15 Ag of bacmid DNA and f2.5107 exponentially growing cells in four 100-mm dishes and ampliﬁed twice. The resulting high-titer viral stock was stored in aliquots (0.75 mL) suﬃcient to infect f3108 cells, as determined by Western blotting of medium from infected cells using (his)4 antibody (Qiagen). Infected cells were plated and incubated at 26jC for 90–96 h. The pooled medium was subjected to further puriﬁcation to obtain pure enzymes.



C. Preparation of [35S]PAPS PAPS was prepared following the modiﬁed procedure of Renosto and Segel using a yeast extract [22]. Brieﬂy, the yeast extract (15 mg) was dialyzed against 10 mM Tris– HCl, pH 7.4, with 1 mM EDTA and then mixed with 5 mL of 120 mM Tris–HCl, pH 8.5, 36 mM MgCl2, 16 mM ATP, and 2 mCi Na235SO4. The reaction mixture was incubated at 37jC for 1 h, heated at 100jC for 2 min, and spun at 10,000g for 10 min. The supernatant was charged to a 1 mL-bed DEAE–Sephacel column equilibrated with 10 mM triethylammonium carbonate, pH 8.15. The column was washed with 3 mL of 250 mM triethylammonium carbonate, pH 8.15, and eluted with 400 mM triethylammonium carbonate, pH 8.15. The eluted product was dried, recon-
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stituted in 500 Al of 30 mM KH2PO4, and ﬁltered through a Whatman Partisil 5 SAX anion exchange HPLC column (0.4625 cm). The matrix was washed for 30 min at a ﬂow rate of 0.8 mL/min with a linear gradient of 30–400 mM KH2PO4 at 24jC, and [35S]PAPS was eluted over 30 min at a ﬂow rate of 0.8 mL/min with 400 mM KH2PO4 at 24jC. The radiolabeled product (61 Ci/mmol) was neutralized with 10 N NaOH and diluted 100-fold with H2O and then charged to a 1-mL bed DEAE–Sephacel column equilibrated with 10 mM triethylammonium carbonate, pH 8.15, and the column was washed and eluted as described above. The radiolabeled puriﬁed product was dried, dissolved in H2O, and stored at 80jC. In a similar manner, as mentioned above, PAPS with other stable isotopes were prepared.



D. Production and Purification of K5 Polysaccharide 1 E. coli K5 bacterial cells were grown, as reported earlier with slight modiﬁcation, overnight in 1 L of growth media containing following ingredients: casaminoacids (20 g), yeast extract (10 g), NaH2PO4 (4.8 g), KH2PO4 (4.2 g), K2HPO4 (5.3 g), MgCl2 (0.5 g), glucose (2 g), FeSO4 (20 mg). The bacterial culture was adjusted to pH 6 with acetic acid, solid protease (200 mg/l) was added and maintained at 37jC for 24 h. Insoluble material was removed by centrifugation at 3000 rpm. The supernatant was diluted with an equal volume of double distilled water and applied to a DEAE–Sephacel column (50 mL) that was previously equilibrated with washing buﬀer, 0.2 M NaCl in 20 mM sodium acetate (pH 6). The column was washed with 20 bed volumes of washing buﬀer and K5 polysaccharide was eluted then with 0.5 M NaCl in 20 mM sodium acetate containing 0.01% TRX-100 (pH 6). The eluate was adjusted to 1 M NaCl with solid sodium chloride and then 4 volumes of cold ethanol was added and left overnight at 4jC to precipitate N-acetyl heparosan, which was obtained by centrifugation at 3000 rpm for 30 min, subsequently vacuum-dried. The isolated polysaccharide 1 (Scheme 1) was digested with heparitinases and analyzed by LC/MS. The m/z of 378 corresponding to [M-1H]1 and m/z of 757 [M-1H]1 were observed for disaccharide and tetrasaccharide molecular ions, respectively.



E. Enzymatic Modification with Recombinant Enzymes: NDST2, C5 Epimerase, 6-OST2a, and 3-OST1 The labeling 2 buﬀer contains 50 mM MES (pH 7.0), 1% (W/V) Triton X-100, 5 mM MgCl2, 5 mM MnCl2, 2.5 mM CaCl2, 0.075 mg/mL protamine chloride, 1.5 mg/mL BSA or 25 mM HEPES, 40 mM CaCl2, pH 6.5. For a 2500Al reaction, the following were assembled: polysaccharide (ﬁnal concentration was 0.1 mM equivalent of unmodiﬁed disaccharide), 1250 Al of 2 buﬀer, sulfotransferase or epimerase, [35S]PAPS (1.0107 cpm), or [32S]PAPS (ﬁnal concentration of 20 AM), and water was added to make volume 2.5 mL. The reaction was incubated at 37jC for 12 h and then subjected to further puriﬁcation.
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F. Purification of Polysaccharides The reaction mixture, after termination of the reaction, was diluted to 5 mL with 0.25 M NaCl, 20 mM NaAc, 0.01% TX-100, pH 6.0, and then 1 mg of glycogen was added to minimize nonspeciﬁc interaction of polysaccharides with the column matrix. The diluted reaction mixture was loaded on 0.1 mL of DEAE–Sephacel column, pre-equilibrated with 2 mL of washing buﬀer containing 0.25 M NaCl, 20 mM NaAc, 0.01% TX-100, pH 6.0. The column was washed with 20 column volumes of washing buﬀer and the polysaccharide was eluted from the column with 2 mL of 1 M NaCl in 20 mM NaAc, pH 6.0. Absolute ethanol (8 mL) and 1 mg of glycogen were added to 2 mL of eluent in a 50-mL disposable polystyrene tube and incubated at 4jC overnight to facilitate the precipitation of polysaccharides (Scheme 1). The precipitate was obtained by centrifuging in a RC3B centrifuge for 15 min at 3000 rpm. The obtained pellet was washed with 1 mL of 70% ethanol twice, and ﬁnally dissolved in 200 Al of double-distilled water for subsequent characterization.



G. Gel Mobility Shift Assay The heparin–ATIII binding buﬀer contained 12% glycerol, 20 mM Tris–HCl (pH 7.9), 100 mM KCl, 1 mM EDTA, and 1 mM DTT. For a typical 20-Al binding reaction, radiolabeled polysaccharide (f10,000 cpm) was mixed with AT-III (5 Ag) in the binding buﬀer. The reaction mixture was incubated at room temperature (23jC) for 20 min and then subsequently applied to a 4.5% native polyacrylamide gel (with 0.1% of bis-acrylamide). The gel buﬀer was 10 mM Tris (pH 7.4) and 1 mM EDTA, and the electrophoresis buﬀer was 40 mM Tris (pH 8.0), 40 mM acetic acid, 1 mM EDTA. The gel was run at 6 V/cm for 1–2 h with an SE 250 Mighty Small II gel apparatus (Hoefer Scientiﬁc Instruments). After electrophoresis, the gel was transferred to 3 MM paper and dried under vacuum. The dried gel was autoradiographed by a PhosphorImager 445SI (Molecular Dynamics). The image was analyzed with NIH Image 1.60 and the band intensities were evaluated.



H. Factor Xa Assay Human factor Xa (10.4 mg/mL 50% glycerol, 820 units/ mg) was used for assay. Factor Xa was diluted 1:200 with PBS containing 1 mg of bovine serum albumin (4 and 15 units/mL, respectively). ATIII (2.5 mg/mL) was diluted 1:200 to give a 2107 M stock solution. The chromogenic substrate S-2765 was from Chromogenix and the stock solution of 1 mM with 1 mg/mL Polybrene in water was prepared. Heparin (174 international units/mg; Sigma) was used as a standard. Mitrin was used for factor Xa (10 ng). The protocol involved adding 25 Al of ATIII (2107 M) to 25 Al of a serial dilution of heparin standards or Mitrin in Tris–EDTA (50 mM Tris, 7.5 mM EDTA, and 175 mM NaCl (pH 8.4)) buﬀer. The reaction was incubated at 37jC for 75 sec. Factor Xa (25 Al, 4 units/mL) was added. After incubating at 37jC for 195 sec, 25 Al of S-2765 was added.
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The absorbance at 405 nm was read every minute for 10 min using a Beckman UV spectrometer. 14.
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I. INTRODUCTION Every day, thousands of people unexpectedly suﬀer the loss or malfunction of organs or tissues due to accidents or various diseases. Together, the medical costs related to these problems are estimated to exceed $40 billion per year in the United States. To treat these people, a variety of surgical procedures combined with medical treatments have been developed to date. These include transplantation of patients or other donors’ tissues or organs (e.g., liver), implantation of artiﬁcial prosthesis (e.g., hip joints), and utilization of extracorporeal support devices (e.g., kidney dialysis). While saving countless lives and improving the lives of millions, these treatments are still associated with several problems. For example, transplanting a patient’s healthy tissue to another part of the body (e.g., from rib to reconstruct the face) to treat a defect may cause various complications, including morbidity of the donor site [1]. Transplantation of tissues or organs from one individual to another (allotransplantation) is limited by the extreme shortage of donated tissues [2], the immunological response to the transplants, and the possibility of transmission of infectious diseases [3]. Utilizing xenografts from animals is extremely limited due to hyperacute rejection of the animal tissues [4], infection, and the possible introduction of new diseases into humans. The long-term implantation of nondegradable synthetic materials into the body can lead to inﬂammation around the implants and eventual mechanical failure of the materials, requiring resurgery. A recently emerged approach to replace the structure and function of lost tissues, while circumventing the complications of current therapies, is to regrow or engineer these structures using combination of materials, bioactive molecules, and cells [2,5]. This tissue engineering concept is classiﬁed into three approaches: conduction (Fig. 1a), induction (Fig. 1b), and cell transplantation (Fig. 1c) [6]. In conduction approaches, biodegradable materials are surgically implanted at the site of the damaged tissues to



create a space into which cells in the neighboring tissue can migrate. These cells can then regenerate the tissue, while the material degrades. This approach is used clinically in dentistry (guided tissue regeneration) and orthopedics (guided bone regeneration), but success in this approach is not always consistent, nor predictable [7,8]. To more speciﬁcally guide the regeneration of the desired tissue via stimulating speciﬁc cell populations, various bioactive molecules have been delivered to the tissue defect site to stimulate the target cells and induce regeneration by these cells (induction) [9]. The molecules may be released out of a material carrier in a sustained manner to provide long-term stimulation of the cells in the tissues neighboring the materials. Finally, in place of bioactive molecules, tissuespeciﬁc cells or stem cells may be transplanted to the desired site, using an appropriate vehicle to grow the desired tissue (cell transplantation). The transplanted cells are typically ﬁrst harvested from a small biopsy of tissue from the patient or a donor, and expanded to a desired number in vitro. The desired tissue or organ structure can develop via the proliferation and diﬀerentiation of the transplanted cells and interacting host cells. Induction and cell transplantation approaches have been widely utilized in recreating various tissues, including the artery [10], capillary blood vessels [11], skin, cartilage [12], bone [13], bladder [14], liver [15], ligament [16], nerve [17], intestine [18], heart valve [19], and tendon [20]. Some tissue engineering products have already been commercialized under the approval of the Food and Drug Administration (FDA). Carticel R, autologous chondrocyte transplantation, and ApligrafR, living skin equivalents, are examples of these new therapies [21]. In virtually all tissue engineering approaches, an exogenous three-dimensional polymer matrix is critical to the success of the approach. The material should perform as a vehicle to transport the cells and bioactive molecules to the desired sites in the body, a synthetic extracellular matrix (ECM) to regulate the function of cells, and a template to 817
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Figure 1 Approaches in tissue engineering, (a) conduction to promote the migration of host cells by providing a space with biodegradable materials, (b) induction to stimulate target cells by releasing bioactive molecules from the biodegradable materials, (c) cell transplantation of desired cell populations in biodegradable materials to drive growth of new tissue. (From Ref. 6.)



guide the growth of new tissues. For this purpose, a variety of biodegradable synthetic or naturally derived polymers have been employed to date [22]. For example, synthetic polyesters [e.g., poly(glycolic acid)] have found utility due to their FDA approval in a number of medical applications [23]. The materials utilized in tissue engineering can be processed into various physical forms, including a nonwoven mesh or ﬁbrils, porous scaﬀolds, and hydrogels. Cells are seeded onto the nonwoven or porous scaﬀold followed by implantation (Fig. 2). Alternatively, if a hydrogel is the desired form, the cells are often mixed with polymer solutions prior to gelling, followed by injection into the body. Hydrogels are an appealing form for biomaterials used in tissue engineering because they completely surround cells and may be injected into a patient using minimally invasive surgical procedures. In addition, as hydrogels are mainly composed of water, they have a structural similarity to the normal ECMs of tissues and often exhibit good biocompatibility. These advantageous features have made hydrogels attractive as biomaterials to carry cells and bioactive molecules [24]. Various types of hydrogel-forming polymers, including polysaccharides (i.e., alginate, chitosan, hyaluronic acid, agarose), poly(acrylic acid), poly(vinyl alcohol), poly(ethylene glycol) and its copolymers, and polypeptides (e.g., collagen and gelatin) have been investigated [25]. Hydrogels based on naturally occurring polymers (e.g., polysaccharides) have many advantageous features, including low toxicity and good



biocompatibility [26]. The chemical structures of polysaccharides are similar to the bioactive glycosaminoglycan (GAG) molecules (e.g., heparin sulfate, chondroitin sulfate, hyaluronan) present in the ECM of mammalian tissues [27]. Furthermore, polysaccharides are readily accessible at low cost. This chapter will focus on polysaccharide-based hydrogels as tissue engineering matrices, and alginate, chitosan, hyaluronic acid, and agarose hydrogels, in particular, will be reviewed.



II. DESIGN OF HYDROGELS FOR TISSUE ENGINEERING To achieve the desired performance from hydrogels in tissue engineering applications, the chemical and physical properties of hydrogels should meet the following design criteria: 1. Good biocompatibility is essential, since it determines the degree of foreign body response by host cells (e.g., lymphocytes) and will aﬀect the viability of cells immobilized in the material. 2. The rheological properties of pregelled solutions and gelation kinetics should be readily controlled to allow ﬂexibility in their use. This is especially critical when one desires an injectable gel. 3. Hydrogels should be readily fabricated into various structures (e.g., nanoporous or micro-
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Figure 2 Schematic illustration of methods to transplant cells via material carriers; Cells are mixed with a polymer solution which has a capacity to form a hydrogel, followed by the delivery of mixture via injection. Alternatively, cells are seeded onto macroporous solid materials, followed by delivery via implantation. (From Ref. 25.)



porous scaﬀolds), depending on the speciﬁc application. For example, micron-sized gel particles are favorable for delivering pregelled matrices via injection. The pore size will regulate diﬀusion through the gels and migration of cells into the gels. 4. A wide range of mechanical properties (i.e., elastic modulus, ultimate strength, ultimate strain at break under compressive, shear, and tensile deformation) should be available. Once hydrogels are placed at a desired site in the body, they must maintain their structural integrity in the face of mechanical deformation exerted by neighboring tissues and the contractional forces of cells within the gels [28]. In addition, they must act as a template to direct new tissue growth. Therefore, broad ranges of mechanical properties are considered beneﬁcial, as diﬀerent sites in the body may have diﬀerent loading conditions. In addition, the stiﬀness of the gel may directly aﬀect the adhesion and gene expression of interacting cells [29]. 5. Hydrogels used as synthetic ECMs should have speciﬁc interactions with cells to elicit an appropriate function from the cells [30]. These interactions may involve adhesion of cells to the



material or release of cell-interacting molecules from the gel. 6. Hydrogels should undergo degradation in a controllable and predictable manner. As newly developed tissues propagate through the gels, the gel should degrade to provide a space for new tissue formation. It is important to match the degradation rate of the gel to the growth rate of new tissues, which may vary with the speciﬁc tissue being engineered. Degradation of gels also prevents chronic foreign body responses.



III. POLYSACCHARIDE-BASED HYDROGELS In general, polysaccharides are composed of saccharide rings having diﬀerent functional groups and conformations. These monomeric residues are connected to form alternating or block copolymers. The diﬀerences in chemical structure and conformation of the residues result in diﬀerent gelation mechanisms, degradation behaviors, and interactions with cells. The cell interaction ability of polysaccharide gels is often manipulated by the coupling of small synthetic cell adhesion ligands to the polymers or immobilization of growth factors within the gel. This
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section reviews various polysaccharide-based hydrogels utilized, to date, in tissue engineering, and chemical and physical modiﬁcations developed to enhance their roles in tissue regeneration.



A. Alginate Hydrogels Alginate and its derivatives have been widely utilized in humans (e.g., food additives, dental impression materials, drug delivery vehicles [31]) in the past due to their biocompatibility and low toxicity. Hydrogels are formed from alginate via cross-linking for use as cell immobilization matrices [32] and wound dressings [33]. PolyMem R wound dressing is one alginate-based material approved as a safe material by the FDA. The physical properties of alginate hydrogels, including mechanical properties, are readily controlled with modiﬁcation of the chemical structure of the sugar residues and use of various cross-linking molecules. In addition, interactions of cells with this material are often modiﬁed via conjugation of small bioactive molecules. These materials have recently been utilized to engineer cartilage, bone, liver, muscle, blood vessels, and nerve tissue. For these purposes, tissue-speciﬁc cells and speciﬁc growth factors were frequently immobilized in the gels either separately or together. 1. Alginate Alginates harvested from sea brown algae are anionic block copolymers consisting of 1,4-linked h-D-mannuronic (M) acid residues and 1,4-linked a-L-guluronic (G) acid residues, which have diﬀerent conformations (Fig. 3). The sugar residues are organized into blocks of –GGG–, – MMM–, or alternating –MGMG– copolymers, which have diﬀerent magnitudes of chain ﬂexibility [34]. The proportion of these three diﬀerent blocks, length of each block, and overall molecular weights of the polymer chains are dependent on their natural sources. However, they also can be further modiﬁed via chemical or radiation treatments [35]. 2. Preparation of Hydrogels and Control of Mechanical Properties Alginates readily form hydrogels via a preferential binding of certain divalent cations (i.e., Ca2+, Sr2+, Ba2+) to G blocks containing more than 20 monomers [36]. This crosslinking structure has been described using an egg-box



Figure 4 Selective ionic cross-linking (e.g., Ca2+) between guluronic (G) acid residues on adjacent polymer chains of alginate is responsible for the formation of ionically crosslinked hydrogels.



model (Fig. 4). The mechanical properties and porosities of the gels are generally determined from the types of binding cations and their concentrations, proportions of G acid residues, and their block length [37,38]. However, only a limited range of mechanical properties is available from ionically cross-linked gels. The range of mechanical properties available from alginate hydrogels can be broadened with several approaches. First, utilization of other gelation modes, which result from covalently modifying alginate molecules, or reinforcing the gels with other molecules to form polyelectrolyte complexes can lead to a wide range of available properties [37,39]. Alginate molecules can be covalently cross-linked using various di- or multiamines or hydrazidecontaining cross-linking molecules. Typically, carboxylic groups on alginate molecules are activated by N-hydroxysulfosuccinimide (sulfo-NHS) and 1-ethyl-3-[3-(dimethylamino)propyl] carbodiimide (EDC) in this approach (Fig. 5). Ethylenediamine [40], L-lysine, poly(ethylene glycol) diamine, and adipic acid dihydrazides have been used as cross-linkers (Fig. 6) [41]. As the length of G acid units and their proportions in alginate are not critical in the formation of covalently cross-linked hydrogels, formation of hydrogels is possible at much lower concentrations of alginate and cross-linking components. Alginate can also be cross-linked by gamma cross-linking reactions between alginate chains having grafted acrylate or allyl groups. Another approach to modify the mechanical properties of hydrogels is to use a combination of high and low molecular weight (MW) alginates, as this allows a higher loading of alginate in the gel (Fig. 7) [42]. For example,



Figure 3 Molecular structure of alginate molecules, G: a-L-guluronic acid, M: h-D-mannuronic acid.



Polysaccharide-Based Hydrogels in Tissue Engineering



821



Figure 5 Formation of covalently cross-linked alginate hydrogels with carbodiimide reagents [EDC:1-(3-ethyl)-3-[3(dimethylamino)prophyl] carbodiimide, Sulfo-NHS: N-hydroxysulfosuccinimide]. Sulfo-NHS and EDC activate carboxylic groups in alginate molecules, leading to a reaction with amine groups in cross-linking molecules (H2N-R-NH2). R can be a variety of structures, as shown in Figure 6.



hydrogels prepared from a mixture of high-MW (f3  105 g/mol) and low-MW (f6  104 g/mol) alginates demonstrates a continuous increase in the elastic moduli with total solids concentration. This is accomplished with minimal increases in the viscosity of the pregelled solution. In contrast, increasing the solids concentration of gels formed solely with high-MW alginate leads to a reduction in the elastic moduli at intermediate solids concentration, likely due to poor mixing of the high-viscosity pregelled solution with the gelling cation. Alginate gels may also be reinforced by the formation of complexes with polycations such as poly-L-lysine, poly(ethyleneimine), and chitosan [37,43–45]. If these polymers coat the outside of the alginate gel, the porosity and structural stability of gels are also altered. This approach has been used to modulate the release of drug molecules encapsulated in alginate beads [46]. In addition, the formation of complex layers enhances the resistance of gels to ion-exchange, thus increasing the lifetime of the gels [37]. 3. Controlling Degradation of Alginate Hydrogels Unmodiﬁed alginate is not believed to undergo enzymatic or hydrolytic degradation in the body. Rather, ionically cross-linked hydrogels undergo an ion exchange process, which results in, ﬁrst, the release of cross-linking cations, and second, the uncross-linked alginate chains. This process occurs in an unpredictable and uncontrollable manner [47].



Variations in the gel cross-linking mechanism or structure of alginate itself have been pursued to regulate gel degradation. Hydrogels prepared by covalent crosslinking or photo cross-linking are typically more resistant to structural disintegration than ionically cross-linked gels. Alternatively, partial oxidation of alginate molecules can introduce acetal groups labile to hydrolysis, which leads to chain scission of alginate molecules over time (Fig. 8). Alginates with chains smaller than the renal clearance of the kidney [48] can also be covalently cross-linked with molecules that form or contain degradable linkages. For example, hydrogels prepared from fully oxidized poly(aldehyde guluronates), via cross-linking with adipic acid dihydrazide (AAD), demonstrated a degradation proﬁle regulated by the extent of cross-linking. Interestingly, the mechanical properties and degradation rates of these gels can be decoupled once the cross-linking density exceeds a critical point where dangling cross-linking molecules are introduced into the system. These molecules retard the degradation of hydrogels due to re-cross-linking (Fig. 9) [49,50]. 4. Controlling the Cell and Tissue Interactions of Alginate Hydrogels Adhesion of cells to a material can be regulated to induce a change in cell function, such as proliferation, migration, diﬀerentiation, and apoptosis [51]. However, cells do not



Figure 6 Cross-linking molecules utilized to form covalently cross-linked hydrogels, (a) L-lysine, (b) adipic acid dihydrazide, and (c) poly(ethylene glycol)diamine.
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Figure 7 Decoupling the eﬀects of solid concentration on pre-and postgel properties of alginate, (a) the viscosity (D) of pre-gelled solutions and (b) shear modulus (G) of post-hydrogels was varied by the concentration of alginates in the solution used to form the gel; decreasing the weight fraction of high-molecular weight alginate as a function of the total solids [W(H)] limits the increase in viscosity of pregelled solutions upon increasing the total alginate concentration, while it does not interfere with the increase in the shear modulus.



directly bind to alginates, and the negatively charged alginate hydrogels discourage the adsorption of proteins mediating cell adhesion. To incorporate speciﬁc cell interaction ability into alginate hydrogels and regulate cell function and tissue development, numerous sugar- or amino acid-based small molecules have been covalently coupled to alginate (Fig. 10a) [52,53]. Speciﬁcally, alginate hydrogel surfaces modiﬁed with small synthetic peptides lead to enhanced adhesion, proliferation, and diﬀerentiation of several cell types, including C2C12 skeletal myoblasts, chondrocytes, osteoblasts, and preadipocytes (Fig. 11) [54–58]. The biological response of cells to the material can be controlled with the density of peptides in the gel, length of spacers connecting the oligopeptides to the gel, and the physical properties of the gels [54]. Bioactive carbohydrates (e.g., galactose derivatives) containing ethylenediamine as a spacer were also covalently grafted to alginate molecules utilizing carbodiimide chemistry (Fig. 10b). Galactose derivatives are recognized by receptors on liver cells [59], and galactosylated alginate gels improved the viability, adhesion, and spheroid formation by liver cells encapsulated in the gels, depending on the degree of substitution by the bioactive carbohydrates [60]. Bioactive hyaluronates can also be utilized to infer bioactivity into alginate gels [61,62].



Figure 8 Alginates can be oxidized with sodium periodate to induce acetal groups in the main chain that are labile to hydrolysis.



5. Processing of Alginate Hydrogels Alginate hydrogels can be fabricated into in situ forming injectable gels, nanoporous microbeads, and microporous constructs, depending on the speciﬁc application. Microporous hydrogels [63] can be formed via several processes to provide signiﬁcant control of the total porosity and pore size distribution [64]. Gel beads have been the most widely



Figure 9 Decoupling the mechanical properties and degradation properties of oxidized poly(aldehyde guluronate) hydrogels cross-linked with AAD. The t1/2 indicates the time when the elastic modulus becomes one-half of its initial value. Gels were incubated in Dulbecco’s modiﬁed Eagle’s medium (DMEM) at 37jC and monitored over time (from Ref. 50. Copyright 2000 American Chemical Society).
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Figure 10 Modiﬁcations of alginate to induce cell interaction ability. (a) Conjugation of Arg-Gly-Asp (RGD)-containing oligopeptides, and (b) conjugation of galactose derivatives having ethylenediamine as chain extender. In both cases, conjugation is achieved following the activation of carboxylic groups in alginate sugar residues with sulfo-NHS and EDC.



used alginate gel form due to their ease of formation. They can be prepared by extruding droplets of sodium alginate solution particles into a CaCl2 solution [35]. Smaller and more homogeneous alginate hydrogel particles can be prepared by using a water/oil emulsion, followed by an internal gelation [65]. These various techniques can be



combined to form gels with a variety of shapes, sizes, and pore sizes and structures. 6. Alginate Hydrogels as Tissue Engineering Matrices For a successful use of alginate hydrogels, which do not have cell interaction ability and biodegradability, it may be



Figure 11 Cell adhesion to alginate gels can be controlled by coupling cell adhesion peptides, (a) no adhesion of myoblasts is observed to unmodiﬁed alginate hydrogels, (b) while signiﬁcant adhesion and spreading of cells is observed on RGD-modiﬁed alginate hydrogels (from Ref 53 Copyright 1999 Elsevier Sciences).
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critical to provide hydrogels with both the ability to interact with speciﬁc cells and the capacity to degrade. Alginate hydrogels have been utilized to regenerate cartilage, bone, nerve, and liver tissues via conjugation of oligopeptides to mimic adhesion ligands, incorporation of bioactive molecules for subsequent release, and modiﬁcation to control their degradation. The gels also have been utilized as stimulatory–responsive carriers of growth factors to promote growth of blood vessels. It has been thought that alginate may invoke a signiﬁcant inﬂammatory response, depending on its composition [66]. Recently, newly developed puriﬁcation techniques suggest these concerns may have arisen due to contaminants, not the alginate itself. Reduction of endotoxin levels via treatment with weak acids, citrate, and ethanol led to no demonstrable mitogen-induced foreign body reaction, even upon the implantation of M acid residue-rich alginates, which have been hypothesized to stimulate more foreign body response than high G acid-content alginates [67].



to their function in this application. Grafting RGD-containing oligopeptides to alginate molecules increased the diﬀerentiation of bone-forming cells in alginate gels, and resulted in an enhanced formation of bone tissue following gel/bone precursor cell implantation [57]. Strikingly, cotransplantation of bone and cartilage-forming cells in RGD-modiﬁed alginate hydrogels led to the development of structures that structurally and functionally resembled normal growth plates (Fig. 12) [77]. Accelerating the degradation of RGD-modiﬁed alginate-derived gels has also been reported to contribute to the formation of mineralized bone tissue [78]. To stimulate the growth of bone, naturally derived or synthetic peptides mimicking the function of bone morphogenic proteins (BMPs) have also been incorporated into alginate gels. BMP-2-derived oligopeptides have been covalently coupled to alginate to control their availability, as simply dispersing the oligopeptides would likely result in a rapid diﬀusion out of the gels [79].



Regeneration of Cartilage One of the ﬁrst applications of alginate hydrogels in tissue engineering was to engineer cartilage tissue in vivo to serve as a bulking tissue in the treatment of vesicoureteral reﬂux (reﬂux of ﬂuid from bladder to kidney) via a minimally invasive surgical procedure [68]. Autologous chondrocytes harvested from auricular (ear) cartilage were loaded into alginate hydrogels, and the mixture subsequently injected. Cartilaginous tissues formed at the injection site [69]. Recently, chondrocyte–hydrogel mixtures injected into patients with vesicoureteral reﬂux led to a successful clinical outcome in the majority of patients [70,71]. Chondrocyte-including alginate hydrogels have also been used in animal studies to prepare facial implants with complex shapes [72]. An injection molding process was developed to allow complex structures to be readily prepared in this latter study. Alginate hydrogels have also been used to transplant chondrocytes and regenerate new tissues resembling the human ear and to repair defects in knee joints [73]. A major issue with the use of alginate in cartilage engineering is the resultant phenotype (function) of the chondrocytes in the gel. Some studies have reported the expression of type I collagen by the cells and formation of ﬁbrous tissue. These undesirable features have raised concern on the long-term stability of engineered cartilage [74]. However, incorporation of appropriate adhesion factors, growth factors [e.g., transforming growth factors (TGF)-h-2 or insulin-like GF], or components of the natural extracellular matrix (e.g., elastin, ﬁbrin, hyaluronic acid) into the gels may allow one to manipulate the cell function and tissue formation [75,76]. For example, inclusion of Arginine-Gelysin Aspartic Acid (RGD) peptides enhances chondrocyte proliferation and accelerates cartilage formation [58].



Development of Capillary Blood Vessels Development of an appropriate network of blood vessels is critical to the creation of large tissues, as they require large amounts of oxygen and other nutrients. New blood vessel formation may also be important in the repair of damaged blood vessels. In general, the formation of new blood vessels is driven by the action of various growth factors, including vascular endothelial growth factor (VEGF) [80]. One approach to control the process of new blood vessel formation is to immobilize these factors in alginate gels. Following injection at the desired site, the alginate allows for a sustained release of the factor at that site. Encapsulation of bFGF and VEGF in alginate beads has led to its sustained release, while maintaining its biological function [81–83]. The release rate of the factors from the gels may also be ampliﬁed by externally applied mechanical stimulation, such as compression to the gel matrices [84]. This approach has been used to enhance



Regeneration of Bone Alginate has been used to regenerate bone tissue, and optimization of the cellular interaction ability and degradation behavior of alginate hydrogels has greatly contributed



Figure 12 Cotransplanting osteoblasts and chondrocytes in RGD-modiﬁed alginate hydrogels leads to formation of growthlike plate structures at the interface between the cartilagenous (A) and bony regions (B), which is similar to that seen in the developing long bones.
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blood vessel formation in ischemic tissues, and has been found to be critically dependent on the interaction of the factor with the alginate. Thus, activated release of VEGF by repetitive compression conducted on a regular basis has been found to accelerate the formation of blood vessels, compared with gels which did not experience the stimulation (Fig. 13) [85]. Regeneration of Nerve and Liver Alginate gels with microporous structures have also been used to regenerate nerves and liver. A macroporous gel structure has been reported to guide regeneration of nerves in the spine of various animal models [86,87]. The growth of neurites could further be enhanced when the gels were supplemented with Schwann cells [88]. Covalently connecting galactose moieties to alginate gels could enhance the adhesion of hepatocytes, leading to improvements in the viability of the cells and their clustering to form spheroids [62].



B. Chitosan Hydrogels Chitosan and its derivatives have been used in various biomedical applications, including drug delivery and cell transplantation. It has also been used as a diet food to prevent the absorbance of fat into the body, wound dressing, and contact lens material. It is attractive for these applications due to its good biocompatibility, low toxicity, and structural similarity to GAG molecules naturally existing in the human body [89–93]. Chitosan solutions readily form hydrogels by adjustments of the pH or cross-linking with various functional molecules. The material properties of these gels are controlled with modiﬁcation of the molecular structure of chitosan, use of a variety of cross-linking molecules, and formation of an interpenetrating network with other polymers. Nonspeciﬁc interactions with cells, which may induce a severe foreign body response, may be modulated with incorporation of speciﬁc bioactive mole-



Figure 14 Structure of chitosan; D: acetyl-D-glucosamine.



D-glucosamine,



A: N-



cules. Hydrogels processed into microspheres and porous scaﬀolds have been investigated for use in the regeneration of cartilage, bone, liver, and nerve tissues. In addition, chitosan gels have been used as a coating material for tracheal prosthesis, since they support the growth of respiratory epithelial cells [94]. 1. Chitosan Chitosan is attained by deacetylating chitin, which is a naturally occurring polysaccharide typically isolated from arthropod exoskeletons. It is generally composed of D-glucosamine residues and N-acetyl-D-glucosamine residues having varying degrees of deacetylation (Fig. 14). It is generally soluble in acidic pH but insoluble in physiological pH. Varying the degree of deacetylation aﬀects the crystallinity and crystal structure of the chains and the solubility of the polymer chains in water [95]. The solubility in water can also be improved by attaching hydrophilic groups to chitosan molecules (e.g., glycol chitosan, N-carboxymethyl chitosan, Fig. 15). In the same context, the solubility of chitosan in organic solvents is enhanced by alkylation, carboxyalkylation, and acylation [96–98]. Chitosan undergoes degradation in physiological environments by a variety of enzymes, including chitosanase and



Figure 13 Blood vessel growth is enhanced by compressive stimulation-controlled release of VEGF from alginate hydrogels implanted into the muscle tissue of mice at the site of femoral artery ligation. (a) A low density of vessels was observed (arrows point to blood vessels) when mechanical stimulation was not applied, and (b) a much higher density was observed when mechanical stimulation was applied to the VEGF-containing gel (from Ref. 85 Copyright 2000 Macmillan Magazine Ltd).
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Figure 15 Structures of chitosans modifed to enhance water solubility. (a) Glycol chitosan and (b) a-carboxymethyl chitosan.



lysozyme, which selectively attack the acetylated residues. Increasing the degree of deacetylation has been reported to enhance the biocompatibility of this polymer [99]. 2. Preparation of Hydrogels and Control of Mechanical Properties Chitosan hydrogels have been prepared by utilizing physical interactions between the polymer chains, ionic or chemical cross-linking with reactive cross-linking molecules, and photo cross-linking. Strong physical interactions between chains can be induced by changes in pH, temperature, or grafting of hydrophobic molecules. Increasing the pH reduces the solubility of partially deacetylated chitosan in water, leading to the formation of pHdependent hydrogels. In addition, this ready control over the charge density of chitosan molecules by varying pH can lead to gels that release negatively charged macromolecules, like DNA, in a controlled manner [100,101]. Attaching hydrophobic molecules (e.g., palmitic acid-containing moieties) to water-soluble glycol chitosan also enhances hydrophobic interactions between polymer molecules, leading to gel formation (Fig. 16a). Positively charged amine groups in chitosan electrostatically interact with anions (e.g., sulfate, oxalate, mo-



lybdate, or phosphate) or polyanions (e.g., dextran sulfate, carboxymethylcellulose, or polyphosphoric acid) to form gels [102–104]. Alternatively, chitosan can form gels via chemical cross-linking with various functional molecules including glutaraldehyde, carbohydrate scleroglucandialdehyde, ethylenediaminetetraacetic acid (Fig 16b), and genipin [105,106]. However, the use of cross-linking molecules having aldehyde groups may deteriorate the biocompatibility of materials. Grafting azides to chitosan molecules allows in situ gel formation via UV irradiation (Fig. 16c) [107]. The mechanical properties of chitosan hydrogels may be dependent on the degree of deacetylation or other covalent modiﬁcation, types of cross-linking molecules, and concentration of polymers, although there has not been a systematic study on the mechanical properties of chitosan hydrogels. Varying the substitution degree by deacetylation may aﬀect the crystallinity, which is an important factor to attain high stiﬀness from a material [108]. The properties of chitosan hydrogels can also be modiﬁed by forming semi-interpenetrating networks (IPNs) of chitosan with speciﬁc polymers, or grafting these polymers to chitosan. Variables that have been manipulated with these approaches include the crystallinity, response to temperature, swelling ratio, and mechanical



Figure 16 Molecules used to form cross-linked chitosan hydrogels. (a) Palmitic acid N-hydroxysuccimide ester for physical cross-linking. (b) Ethylenediamine tetraacetic acid for chemical cross-linking. (c) P-azidebenzoic acid for photo cross-linking.
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properties. IPNs are prepared by blending speciﬁc polymers [e.g., poly(acrylic acid), poly(ethylene oxide)] with chitosan solutions or suspensions, followed by gelation. Alternatively, monomers or macromers can be used in the formation of IPN, via simultaneous or stepwise polymerization of these molecules and gelation of chitosan [109]. Strong electrostatic attractions or hydrogen bonding present in IPN structures tend to reduce crystallinity while increasing the swelling ratio of the gels and their mechanical properties [110]. Grafting of reactive monomers to chitosan followed by polymerization also can be exploited to alter the properties of hydrogels [110,111]. For example, grafting poly(acrylic acid) or poly(lactic acid-co-glycolic acid) (PLGA) to chitosan has been demonstrated to control the swelling ratio of chitosan hydrogels in a reﬁned manner, depending on the degree of grafting. When PLGA is grafted to chitosan molecules, the proportion of lactic acid/glycolic acid in the copolymer also inﬂuences the properties of the hydrogels. 3. Control of Degradation Properties A variety of approaches have been developed to control the degradation of chitosan hydrogels. Chitosan molecules undergo an enzymatic degradation, and this enzymatic digestion tends to slow with increases in the crystallinity of the polymers. Therefore, increasing the degree of deacetylation to 50% accelerates the degradation rate [112–115]. However, fully deacetylating (up to 97%) induces the formation of a new crystalline structure, which does not degrade. In addition, modifying chitosan molecules via acylation makes them more labile to enzymatic degradation [116]. Formation of hydrogels via chemical crosslinking, in contrast, increases the resistance to degradation [117]. Forming IPN structures with xanthan or chondroitin sulfate also decreases the degradation rate [118,119]. 4. Modiﬁcation of Biological Activity Mammalian cells strongly interact with chitosan, perhaps due to the N-acetylglucosamine groups in the chitosan molecules. This may make the chemical structure of chito-
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san similar to the bioactive polysaccharide molecules present in the normal extracellular matrix of mammalian tissues. However, the interactions between chitosan molecules and cells tend to be nonspeciﬁc [120]. Formation of ﬁbrous tissues after an inﬂammatory response would likely inhibit tissue formation, and plain chitosan-based gels may not be desirable for tissue engineering. Various modiﬁcations of chitosan molecules or incorporation of speciﬁc bioactive molecules into the gels have been performed to mediate the speciﬁc interactions of cells with these materials. Since the inﬂammatory responses to these materials may be related to the N-acetylglucosamine residues in chitosan molecules, chitosan has been deacetylated to reduce the degree of biological response [121]. Alternatively, chitosan has been modiﬁed with GAG molecules present in extracellular matrices via an electrostatic immobilization process to accomplish the same goal [122]. In addition, various proteins including collagen, gelatin, and albumin [123], RGD-containing oligopeptides, and sugar residues such as galactose and fructose have been conjugated to chitosan molecules [124–126]. Hydrogels prepared from mixtures of chitosan and polypyrrolidone have been reported to support the growth of endothelial cells while restricting the growth of ﬁbroblasts [127]. 5. Processing of Chitosan Gels Chitosan hydrogels can be processed into beads and porous scaﬀolds. Gel beads are prepared by dropping solutions of chitosan and cross-linking molecules into NaOH solutions, followed by cross-linking [128]. Smaller hydrogel particles can be prepared by forming a water/oil emulsion, followed by an ionotropic gelation process [129]. Porous hydrogels are prepared via freeze-drying of previously formed gels [130]. The porosity can be adjusted in this latter form by varying the solids concentration and the freezing conditions to alter the size of ice crystals formed during the freezing process. The resultant structure is less stiﬀ than nonporous gels but more extendible [130]. To produce three-dimensional porous scaﬀolds in a reﬁned manner, a microfabrication technique utilizing a robotic dispensing system has been developed (Fig. 17) [131].



Figure 17 Chitosan gel prepared by a robotic dispensing system. (a) Overview of scaﬀold just after dispensing pregelled solutions, and (b) top view (Scanning Electron Microscopy) of the chitosan scaﬀold after freeze-dying (from Ref 131, Copyright 2002 Elsevier Science).
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6. Applications of Chitosan Hydrogels in Tissue Engineering To utilize chitosan hydrogels (which interact with cells in a nonselective manner and degrade in a physiological environment) in tissue engineering it may be essential to induce speciﬁc interactions with target cells and optimize degradation rates of hydrogels. Chitosan hydrogels have been utilized to engineer cartilage, bone, and nerve tissues via supplementation with growth factors or glycosaminoglycan molecules. In particular, the combined use of chitosan hydrogels with bioactive inorganic particles or synthetic polymers has been widely attempted to optimize the properties of these hydrogels for tissue engineering. Regeneration of Cartilage Chitosan solutions containing chondrocytes have been injected into the articular cartilage of rats to regenerate cartilage [132], and chitosan coupled with BMP-7 has been shown to enhance the repair of lesions in particular cartilage [133]. In this latter treatment, BMP-7 was proposed to contribute to the proliferation of the chondrocytes, while the chitosan was proposed to partially heal the surface of the cartilage. However, chitosan can induce the growth of ﬁbrous tissues, leading to concerns regarding the structure and function of new tissues [132]. To enhance cartilage formation, chondroitin sulfate, a GAG molecule found in cartilage, has been immobilized in the chitosan gel matrix in an eﬀort to more closely mimic normal cartilage extracellular matrix [122,133,134]. These GAG–chitosan matrices have been reported to enhance the proliferation of cells. Regeneration of Bone Chitosan has been recently reported to direct the diﬀerentiation of osteoprogenitor cells and support the adhesion of human osteoblasts and expression of type I collagen by the cells [135]. These ﬁndings suggest that chitosan may be a desirable material for bone regeneration [136]. To enhance the osteoconductivity of chitosan gels and mechanically reinforce the gels, chitosan has been blended with bioactive inorganic particles, such as hydroxyapatite [137] or calcium phosphates, which induce the formation of apatites [138–140]. These composites were usually processed to provide an in situ forming injectable gel or porous scaﬀold. Porous chitosan–ceramic composites exhibited an enhanced compressive modulus and yield strength, potentially allowing the use of these composites under load-bearing conditions. In addition, cells within composites demonstrated high expression of bone-speciﬁc genes and deposition of mineralized phases, in vitro. Alternatively, speciﬁc growth factors [e.g., BMP-7, platelet-derived growth factor (PDGF)] have been immobilized in chitosan gels to enhance the osteoinductivity of the chitosan. Release of the growth factors was mainly controlled by the degradation rate of the gels, and regeneration of bone tissues in defect sites was demonstrated with these materials [141,142]. Regeneration of Nerve and Liver Unmodiﬁed chitosan molecules readily promote adhesion of hepatocytes and neural cells, suggesting they may
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have utility in regenerating tissues containing these cell types [143,144]. Further enhancements have been achieved by the conjugation of bioactive molecules (e.g., carbohydrates, proteins) to chitosan molecules, or by immobilization of growth factors with the gels. Fructose and galactose, for example, which are known to mediate the adhesion and proliferation of hepatocytes, have been conjugated to chitosan molecules. The liver-speciﬁc function of the cells was maintained in these matrices. In addition, galactosylated chitosan–graft–dextran complexes with plasmid DNA, and these complexes may be used to genetically modify hepatocytes [145,146]. The liver is highly vascularized, and incorporation of endothelial cell growth factor to stimulate neovascularization has been shown to improve the viability of hepatocytes within the gels [147]. Blending chitosan gels with collagen similarly enhanced the attachments of chromaﬃn cells to the gels and the subsequent viability of the cells [123]. Chitosan gels coated with poly(lysine) or chitosan–poly(lysine) mixture have also been reported as promising materials for the repair of damaged neural tissues [145,148].



C. Hyaluronic Acid Hydrogels Hyaluronic acid (also named hyaluronate and hyaluronan) present in the normal ECM has found applications in biomedical engineering due to its intrinsic cell interaction ability. Hyaluronic acid has been used in a number of tissue engineering applications, including the treatment of osteoarthritis [149–151]. Hyaluronic acid hydrogels formed via cross-linking with a variety of functional molecules have been utilized to recreate cartilage, bone, and skin. 1. Hyaluronic Acid Hyaluronic acid is one of the proteoglycans normally present in synovial joint ﬂuids and the ECM of mammalian tissues [152]. It is composed of N-acetyl-D-glucosamine units and D-glucuronic acid units connected in an alternating manner (Fig. 18). This molecule is typically isolated from rooster comb. It undergoes degradation in the presence of hyaluronidase, which is found in cells and serum [153]. However, hyaluronic acid obtained from animals



Figure 18 Chemical structure of hyaluronic acid; G: glucuronic acid, A: N-acetyl-D-gucosamine.



D-
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may induce an inﬂammatory response in humans [154,155]. Therefore, a thorough puriﬁcation process may be required. Nonanimal-derived hyaluronic acid (Restlanek), produced by isolating this molecule from cultural streptococci bacteria, has been investigated to bypass this issue [156,157]. 2. Preparation and Control of Physical Properties of Hyaluronic Acid Hydrogels Hyaluronic acid solutions form hydrogels due to inter- and intramolecular interactions, chemical cross-linking, and photo cross-linking. In solution, hyaluronic acid and its oligosaccharides show extensive intramolecular hydrogen bonding as well as secondary (helical) and tertiary interactions [158]. Therefore, annealing hyaluronic solutions at appropriate temperatures can lead to gel formation [159]. The temperatures required to induce the sol–gel transition can be reduced by grafting poly(N-isopropylacrylamide) to hyaluronic acid molecules [160]. Various hydrazide-containing molecules having multiarms [161], glycididylethercontaining molecules [162], carbodiimides [163], and divinylsulfone [164], have also been utilized to prepare covalently cross-linked hydrogels (Fig. 19). Novel polymerization techniques allow one to readily alter the number of reactive hydrazides in the hydrazide-type cross-linking molecules [165]. Alternatively, dihydrazides can be attached
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to glucuronic residues in hyaluronate molecules as a pendant group, allowing cross-linking with sulfosuccinimidecontaining molecules of varying spacer length and ﬂexibility (Fig. 19) [166,167]. Attaching photosensitive molecules, including cinnamate or thymine groups, to hyaluronic acid allows for the formation of hydrogels via photo cross-linking. Hyaluronic acid can also be processed to create in situ forming gels and porous scaﬀolds. By utilizing various cross-linkers as a spacer, hydrogels can be used as carriers of drugs, proteins, and peptides [168]. Porous structures can also be formed by a freeze-drying process [166]. In general, the mechanical properties and water uptake of hyaluronic acid gels are regulated by the cross-linking mechanism and properties of the cross-linking molecules. Degradation of hyaluronic hydrogels is typically regulated by enzymatic degradation of the hyaluronic acid backbone. Chemical cross-linking has been reported to be eﬀective in decreasing the degradation rate [163]. The degradation rate of chemically cross-linked hydrogels does not appear to be aﬀected by the cross-linking density [165], but is aﬀected by the type of cross-linkers [161]. 3. Applications of Hyaluronic Acid Hydrogels in Tissue Engineering The main applications of hyaluronic acid hydrogels in tissue engineering have been in the regeneration of cartilage



Figure 19 Cross-linking molecules used to form hyaluronate hydrogels. (a) 3,3V-Dithiobis(propanic dihydrazide), (b) polyethylene glycol bis(succinimidyl propionate), (c) polyhydrazides, (d) 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide, and (e) 3,3V-dithiobis(sulfosuccinimidylpropionate).
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and bone. Porous hyaluronic acid scaﬀolds transplanted into osteochondral defects led to bony ﬁlling of the defects and growth of hyaline cartilage on the surface [169,170]. Supplementing hydrogels with insulin-like growth factor-1 and BMP-2 have been reported to promote cartilage formation, while supplementing the gels with transforming growth factor-h and BMP-2 may enhance bone formation [167]. Encapsulating chondrocytes in hyaluronic acid gels leads to the formation of a structure containing aggrecan and large proteoglycans, having similar viscoelastic properties as native cartilage [171]. In addition, hyaluronic acid may prevent dediﬀerentiation of chondrocytes to ﬁbroblast-like cells and thus be speciﬁcally useful in these applications [171,172]. Hyaluronic acid hydrogels have also been used as facial intradermal implants to augment wrinkles and bulk lips [173], and as an artiﬁcial skin [174]. Typical cross-linked hydrogels have limited mechanical properties and fast degradation rates, invoking concerns as to the maintenance of the structural integrity of the gels for a desired time [169]. Modiﬁed hyaluronan benzyl ester processed into micro perforated ﬁlms (HYAFFR 11) has been reported to extend the time to undergo structural disintegration [175–178]. This material appears to have an enhanced eﬀectiveness in the treatment of burns and chronic ulcers [175–177], and also maintains the capacity to support the regeneration of cartilage [178].



D. Agarose Hydrogels Agarose is a fraction of agar harvested from marine red macroalgae that can be gelled. It is an alternating copolymer of h-D-galactopyranosyl units and 3,6 anhydro a-Lgalactopyranosyl units (Fig. 20). Agarose forms hydrogels via intermolecular aggregations prompted by thermal changes [179]. The properties of agar hydrogels, including mechanical properties, degradation rates, and cell interaction ability, can be controlled with modiﬁcation of the molecular structure, gelation conditions, and mixing with various synthetic polymers. Due to its biocompatibility, it has generally been used as a cell immobilization matrix, drug delivery vehicle, or dental impression material [180,181]. In addition, agarose gels have been used in analyzing DNA molecules and proteins via electrophoresis [182]. Agarose hydrogels processed to form beads and



Figure 20 Chemical structure of agarose.



porous scaﬀolds have been utilized in attempts to regenerate cartilage and nerve. 1. Formation of Agarose Hydrogels Although agarose molecules behave as stiﬀ coils in solution, decreasing the temperature results in aggregation of molecules having a double helix conformation, leading to formation of thermoreversible hydrogels [183]. Puriﬁed agarose has a lower sol–gel transition temperature (f30jC) than agar (f40jC). In addition, the gels have a much higher melting temperature (f90jC) than the critical temperature to form gels upon cooling. The mechanical properties and pore structure of hydrogels are determined by the solids concentration, molecular weight, and thermal history of the materials [179,184]. In particular, a low solids concentration results in soft hydrogels having large pores, facilitating the inﬁltration of cells [185]. Upon mixing with cells, agarose solutions can be processed into spherical beads by pumping the mixture of agarose and cells dropwise into cold hydrophobic solutions. To prevent the protrusion of cells out of gel beads, gels have been reinforced by poly(styrene sulfonic acid) or carboxymethyl cellulose [186]. To improve the adhesion of cells to these gels, synthetic oligopeptides (e.g., Tyr-Ile-Gly-Ser-Arg, YIGSR) have been covalently attached to agarose molecules. This conjugation can be conducted with a photocoupling agent (e.g., 1,1-carbonyldiimidazole) or thermocoupling agents (e.g., benzophenone) [187]. 2. Applications of Agarose Hydrogels in Tissue Engineering Agarose hydrogels have been utilized to encapsulate islets of Langerhans, which are used to form bioartiﬁcial pancreas [186,188]. Encapsulating the cells in agarose gels may prolong the function of the cells following transplantation, even without the use of immunosuppressing drugs [188]. Agarose hydrogels have also been utilized as a culture system for chondrocytes to induce a rediﬀerentiation of the cells to a chondrocytic phenotype [189,190]. However, agarose gels may not be ideal materials to use under loadbearing conditions due to their limited mechanical properties [191]. Therefore, encapsulating a mixture of agarose gels and chondrocytes within biodegradable poly(glycolic acid-co-lactic acid) scaﬀolds has been performed to enhance the structural stability and degradation properties of the composite structure [192]. Agarose gels have also been used by several groups to promote nerve regeneration. The absence of cell adhesion ligands in pure agarose gels may lead to a low viability of encapsulated cells [193], and laminin-derived oligopeptides (e.g., CDPYISGSR) have been incorporated into agarose gels to promote cell adhesion. The presence of these oligopeptides has been shown to support outgrowth of neurites from dorsal root ganglia into these gels (Fig. 21) [194]. Alternatively, immobilizing chitosan molecules in the agarose gel matrices can also enhance the outgrowth of neurites, likely due to the positive charge of the chitosan molecules [185]. The outgrowth rate of neurites in this
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Figure 21 Outgrowth of neurites from dorsal root ganglia (DRG) cultured for 6 days on (a) plain agarose gels, or (b) CDPGYIGSR-containing agarose gels. A signiﬁcant increase in neurite outgrowth was achieved with peptide coupling (from Ref 194, Copyright 1997 John Wiley & Sons Inc.).



latter system was inversely related to the stiﬀness of gels, which can be altered by the solids concentration [195].



IV. FUTURE PERSPECTIVES In this chapter, we described the use of polysaccharidebased hydrogels as tissue engineering matrices. In general, hydrogels exhibit good biocompatibility, and these gels can be delivered into patients using injection processes, which avoid open surgical procedures. Each hydrogel discussed



has diﬀerent gelation mechanisms, mechanical properties, degradation behavior, and biological activity, depending on the chemical structures of the polysaccharide chains, how they are induced to form a gel, and their physical form. To satisfy the varied design criteria for the large number of diﬀerent applications of these materials, physical and biological properties of these materials are often altered via chemical modiﬁcation of their molecular structure, use of biocompatible cross-linking molecules, immobilization of adhesion or growth factors in the gels, and control of the pore structure.



Figure 22 Enzymatic polymerization of (a) artiﬁcial chitin; chitinase promotes a ring-opening polyaddition of a chitobiose oxazoline derivative, and (b) artiﬁcial hyaluronic acid; hyaluronidase activates the oxazoline derivatives in gulucuronic acid h(1!3) 2-acetoamido-2-deoxy-D-glucose dissacharide via protonation, followed by polymerization with 4-hydroxyl groups in gulucuronic acid of another disacharide.
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Hydrogels formed from naturally derived polysaccharides have many advantageous features for use in tissue engineering, but any given hydrogel also has some disadvantageous features, including batch-to-batch variations and limited mechanical properties. The molecular weights and proportion of various residues in the polymers may vary with the source of the polymers, resulting in variations in the properties of hydrogels. The limited modiﬁcation of molecular structure achieved to date may not achieve a suﬃcient range of mechanical properties for all desired applications. In particular, polysaccharide-based hydrogels are regarded as brittle materials, and may fail under dynamic loading environments that require high toughness and resistance to fatigue [196,197]. Clearly, one cannot satisfy the design criteria for all of the varied tissue engineering applications with a single type of materials. Rather, we propose that a variety of materials will ﬁnd utility in this ﬁeld. Recreation of complex tissues composed of diﬀerent cell types adds further complexity. Hybridization and complex formation between diﬀerent polysaccharides, or polysaccharides and synthetic polymers, may allow one to optimize the properties of materials for diﬀering uses. To enhance the reproducibility of polysaccharidebased hydrogel properties, polysaccharides have been harvested from a biosynthesis of bacteria, instead of obtaining them from the natural source. In the case of alginate, mannuronic acid residues can be produced from the bacteria Pseudomonas. Diﬀerent proportions of guluronic acid residues can then be introduced by genes encoding for diﬀerent epimerases [198,199]. Utilizing this approach, alginates having a higher fraction of guluronic acid residues than the naturally derived alginates could be achieved [38]. Hyaluronic acid could also be cultivated from the bacteria Streptococcus zooepidemicus [200]. Coupled with enhanced reproducibility, this approach may allow mass production at a low cost while avoiding the ultrapuriﬁcation required when this material is isolated from animal tissues. Another exciting approach to enhancing the material properties of hydrogels is the synthesis of polysaccharides via an enzymatic polymerization [201]. This method utilizes enzymatic catalysis to synthesize the novel polymers, which cannot be prepared with a conventional chemical catalysis. Adopting appropriate donor molecules, acceptor molecules, and enzymes (e.g., hyaluronidase, chitinase) leads to the desired polymeric structure, including hyaluronan and chitin (Fig. 22) [202,203]. This technique thus may be able to synthesize naturally occurring polysaccharides, including those present in mammalian ECMs. Furthermore, this synthetic technique allows the synthesis of unnatural polysaccharides, such as alternating methylated cellulose or cellulose–xylan hybrid polysaccharides (Fig. 23). The recent development of various artiﬁcial enzymes may provide further ﬂexibility to alter the molecular structure of hybrid polysaccharides. In summary, a large number of studies to date clearly indicate naturally derived polysaccharide gels have great utility in tissue engineering. These studies broaden the range of applications for these materials, and an intensive
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Figure 23 Unnatural polysaccharides synthesized by enzymatic polymerization. (a) Alternatively methylated cellulose; cellulase catalyzes the polymerization of 6-O-methyl-hcellobiosyl ﬂuoride. (b) Cellulose–xylan hybrid polysaccharides; xylase catalyzes the polymerization of h-xylopyranosylglucopyranosyl ﬂuoride.



cooperation and communication between people working in diverse research ﬁelds (e.g., chemists, material scientists, biologists, and clinicians) will be critical to realize the full potential of these materials.
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I. INTRODUCTION Naturally occurring polysaccharides and oligosaccharides are recently getting an increase of attention because of their important roles in speciﬁc biological recognitions. However, because polysaccharides in nature have complex structure, it is diﬃcult to elucidate the relationship between their structures and biological activities. Therefore we have presented many papers on the synthesis of polysaccharides having deﬁned structures by the ring-opening polymerization of anhydrosugar derivatives and examined the structure and biological activity relationship [1,2]. Especially, we found that curdlan sulfate had potent anti-HIV and low blood anticoagulant activities [3,4]. Curdlan is a naturally occurring polysaccharide having linear 1,3-h-linked glucopyranose structure and is produced by a bacterial strain, Alcaligenes faecalis var. myxogenes 10C3. Curdlan was sulfated with piperidine-N-sulfonic acid in dimethyl sulfoxide (DMSO) to give curdlan sulfates having several molecular weights and diﬀerent sulfur contents. We found that curdlan sulfate with a sulfur content of 14.4% completely inhibited the infection of HIV in the concentration of as low as 3.3 Ag/mL and low cytotoxicity. This was one of the most potent anti-HIV polysaccharides. The Phase I/II clinical trial was carried out in the United States [5–7]. In general, 1,3-h-glucan has strong antitumor activity; lentinan, produced by the fungus Lentinus edodes, and schizophyllan, isolated from Schizophyllan commune, were used clinically against cancer in Japan [8]. Interestingly, 1,3-a-glucans were recently reported to induce IL-12 in vivo by the interaction of immune cells such as NK and NKT cells to decrease the size of cancer. The anticancer mechanism was reported. A new biological activity of chitin and chitosan has been reported, and the clinical application of chitin was also presented.



In this review, recent developments in the study of biological polysaccharides and oligosaccharides are presented. Synthetic polysaccharides with biological activities will be not presented in detail here; details may be found in the author’s recent report [1] and many other exact reviews [9–13].



II. ANTITUMOR ACTIVITY OF 1,3-h h -GLUCAN A. Lentinan as a Potent Antitumor Polysaccharide Lentinan is a naturally occurring polysaccharide in mushroom, from L. edodes Sing., and has 1,3-h-glucopyranosidic structure with two 1,6-h-D-glucopyranosidic branches every ﬁve glucose units in the main chain. In 1969, Chihara found for the ﬁrst time the strong antitumor activity of lentinan [14,15], and in 1985 lentinan was approved as an antitumor drug against stomach cancer in Japan [8]. In the structure and biological activity relationship, the highorder structure with a right-handed triple helix and micelle formation as well as 1,3-h-D-glucopyranosidic structure are considered to play important roles in the strong antitumor activity (Fig. 1). Schizophyllan isolated from a mushroom S. commune has similar structure to lentinan, 1,3-h-D-glucan having a 1,6-h-D-glucopyranosidic branch in every three glucose units in the main chain and also has strong antitumor activity [16]. In general, the polysaccharides in the mushroom have a 1,3-h-D-glucopyranosidic structure, which is highly ordered and gave strong antitumor activity. However, in 1998, Norisue reported a diﬀerent structure of polysaccharide from 1,3-h-D-glucan—the water-insoluble polysaccharide as a major extract in the fruiting body of Ganoderma lucidum, 839
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Figure 1 Structure of lentinan.



called lingzhi in China, had 1,3-a-D-glucopyranosidic structure [17]. The extract has been used in China and Japan as a Chinese medicine for cancer. Mizuno found water-soluble and -insoluble polysaccharides in the same mushroom. The structure of water-soluble polysaccharide was 1,3-h- D -glucan with 1,6-h- D -linked glucose side chains; this was concluded to be responsible for the antitumor activity of G. lucidum [18,19]. The strong antitumor activity of a pharmaceutical composition comprising activated hemicellulose was reported [20]. Activated hemicellulose compound is a known biologically active substance obtained by enzyme treatments of plant ﬁber existing in the cell wall of fungal mycelia and a mixture of some polysaccharides and peptidoglycan, proteoglucan, lectin, and nucleic acid. The activated hemicellulose compound induced interleukin-12 (IL12) in vivo and is used clinically as a strong antitumor drug without dangerous side eﬀects for the treatment of cancer. We reported that a new polysaccharide was found in the extracts of the activated hemicellulose and the structure was determined by chemical and spectroscopic methods, indicating that the polysaccharide had 1,3-h-D-glucan having a single 1,6-h-D-glucopyranosidic branch in every 10– 12 units. Another polysaccharide having 1,4-a-D-glucopyranosidic structure such as amylopectin was also found. In addition, it was revealed that 1,3-h-D-glucan inhibited the multiplication of Sarcoma 180 and Lewis lung cancer in rat and had the ability to produce interleukin-12 (IL-12) in vivo [21] (Fig. 2).



Figure 2 Structure of a new 1,3-h-D-glucan.



III. INTERLEUKIN-12 PRODUCTION BY 1,3-aD-GLUCOSIDIC OLIGOSACCHARIDE The results of many immunological studies so far revealed the two eﬀective cells against cancer: The ﬁrst is cytotoxic T-lymphocyte (CTL) activated by 1,3-h-glucan immunomodulators, such as lentinan, schizophyllan, PSK (Corioolus), and OK-432 (Streptococcal). By the activation of immunological system, the cytokines and interleukins of TNF-a, interferon-g (IFN-g), and IL-12 are released [22] and then the CTL is activated to attack cancer cells. The second is the natural killer T-cell (NKT cell), which is called the 4th lymphocyte in addition to T, B, and NK cells. The NKT cell is activated by 1,3-a-glucans such as nigerooligosaccharides, a mixture of nigerose, nigerosyl glucose, and nigerosyl maltose. The NKT cell has two glycoproteins as receptors on the surface of cells: these are the T cell receptor (TCR, Va24Vb11), which binds to a a-galactosylceramide, and the NK cell receptor (NKR-P1, CD3CD161), which recognized 1,3-a oligosaccharides to activate the NKT cell. Yagita (Kinki University Hospital Institute of Immunotherapy for Cancer, Japan) found for the ﬁrst time that the NKR-P1 was stimulated by 1,3-a oligosaccharides to produce IL-12 [23]. Nigerooligosaccharide having 1,3-a-D-glucopyranosidic structure was produced by Acremonium sp. S4G13 [24] and has been manufactured industrially as a sweetener (Fig. 3). In 1994, interactions of the oligosaccharides on the target cell surface with NKR-P1 were crucial both for target cell recognition and for delivery of stimulatory of inhibitory signals linked to the NK cytolytic machinery, suggesting that purging of tumor cells in vivo may be a therapeutic possibility [25]. Several speciﬁc biological activities of nigerooligosaccharides were reported. Mitogen-induced



Figure 3 Structure of nigerose.
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proliferation of splenocytes from normal mice was augmented in a dose-dependent manner by nigerose. Nigerooligosaccharides enhanced IL-12 and IFN-g production by normal splenocytes in the presence of the potent IL-12 inducer, heat-killed Lactobacillus plantarum L-137, in vitro. These results suggest that nigerooligosaccharides may exert immunopotentiating activity through the activation of IL-12-dependent T helper 1 (Th1)-like immune response [26]. Recently, the results of augmentation of natural killer activity by nigerooligosaccharides appeared in in vitro and in vivo studies. In vitro treatment of hepatic mononuclear cells (MNC) from normal mice with 1 mg/mL nigerooligosaccharides for 17 hr enhanced their cytotoxicity against YAC-1 cells. NK activity of hepatic MNC was also enhanced in mice injected intraperitoneally with 0.4 mg of nigerooligosaccharides. Drinking of 1% nigerooligosaccharides signiﬁcantly improved the survival curve of mice intravenously inoculated with EL-4 cells [27]. In 2000, Yagita showed for the ﬁrst time the high clinical eﬀects of nigerooligosaccharides on several human cancers [22]. In addition, liver injury because of sequential activation of NK and NKT cells by carrageenan was reported [28]. Carrageenan is a high molecular weight polysaccharide and is widely used as a food additive for the solidiﬁcation of plant oils. A time-kinetic study showed sequential activation of NK and NKT cells in the liver. NK and NKT cytotoxicities were augmented. The in vivo elimination of NK cells reduced the liver injury induced by carrageenan. Direct binding of carrageenan onto NK cells was also demonstrated, and the binding induced a subsequent production of IFN-g. Not only phagocytic cells but also primitive lymphocytes subsets might be important targets for the acute toxicity of carrageenan.



IV. CHITIN AND CHITOSAN, NEW BIOLOGICAL ACTIVITIES Chitin and chitosan are the second most plentiful natural polymers next to cellulose and draw much attention because of their high biocompatibility. The structure consist of 2-acetoamide-2-deoxy-h-D-glucose for chitin and 2-amino-2-deoxy-h-D-glucose for chitosan through 1,4-h glycoside linkage (Fig. 4). Many reports have been published on the acceleration of wound healing by chitin and chitosan. Polymorphonuclear (PMN) migration is one of the important steps in wound healing, and defects in PMN



Figure 4 Structure of chitin and chitosan.
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migration not only delay wound healing but also aggravate infection. However, it has not been clear whether chitin and chitosan induce arachidonic acid products (AAPs) such as leukotriene B4 (LTB4), which promote PMN migration and upregulation of endothelial leukocyte adhesion molecule expression. The eﬀects of chitin and chitosan on the release of AAPs were investigated by Minami (Tottori University, Japan) [29]. Supernatants of canine PMN cell suspensions incubated with chitin and chitosan contained a LTB4 concentration high enough to induce canine PMN migration in vitro. The supernatants also contained the same concentration of prostaglandin E2 (PGE2) as that normally found in the peripheral blood of dogs. Intraperitoneal administration of chitosan to dogs induced peritoneal exudative ﬂuid (PEF); however, this is not true for chitin. These results suggested that chitin and chitosan stimulated canine PMNs to release LTB4 in vitro and that chitosan induced PEF that contained enough LTB4 to enhance canine PMN migration in vitro. Many speciﬁc biological activities of chitin and chitosan were reported by Minami: eﬀects on granulation tissue in cats [30], on canine PMN cells [31], on canine gastrointestinal tract [32], on migrations of ﬁbroblasts [33], on vascular endothelium [33], on complement [34], on analgesic [35], on enhanced healing of cartilaginous injuries [36], and on a mice model of acute respiratory distress syndrome (ARDS) [37]. The chemical modiﬁcation of chitin at the Nposition for avoiding intermolecular and intramolecular hydrogen linkages was carried out to become water-soluble, ﬁlm-forming materials. Dung (NCST of Vietnam) [38] reported that some new derivatives including N-carboxymethyl, N-carboxylbutyl, and 5-methyl pyrolidinone chitosans have been investigated to form membrane having wound-healing activity in vivo. More than 200 clinical trials in Vietnam have been treated positively for deep burn, trauma, ulcer, and orthopedic patients, including 14 serious cases that have been saved.



V. STRUCTURE–ANTI-HIV ACTIVITY RELATIONSHIP OF SULFATED POLYSACCHARIDES A. Anti-HIV Activity of Sulfated Polysaccharides The year 1987 was a commemorative year for the discovery of polysaccharides having anti-HIV activity and several papers appeared. The ﬁrst report on anti-HIV activity of natural polysaccharides was reported by Nakashima and Yamamoto in 1987 [39,40]. An aqueous extract from the marine red alga Schizymenia paciﬁca has been tested in a cell-free system for its eﬀect on reverse transcriptase (RT) from avian retrovirus and mammalian retrovirus. The extract inhibited the RT from both retroviruses. This paper described no information on the structure of the new inhibitor against RT. However, the authors presumed that this inhibitor is a polysaccharide. In the next paper in the same year, this inhibitor was revealed to be a sulfated
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polysaccharide, E-carrageenan, having a molecular weight of around 2 million and composed of galactose and 3,6anhydrogalactose having degree of sulfation of 20%. It was found that the sulfated polysaccharide inhibited selectively HIV RT and replication in vitro. Chondroitin, dermatan, and keratan sulfates and heparin also inhibited the RT of avian mycloblastosis virus [41]. In addition, we found in 1987 that the synthetic polysaccharides dextran, xylofuran, and ribofuranan sulfates completely prevented HIV-induced cytophathic eﬀects (CPE) at concentrations of less than 10 and 100 Ag/mL [42]. This is the ﬁrst report on the



synthetic polysaccharides having potent anti-HIV activity. The nonsulfated polysaccharides did not prevent them at any concentration tested (Fig. 5). The anti-HIV eﬀect of these polysaccharides was conﬁrmed by measuring HIVspeciﬁc antigen expression in infected MT-4 cell, which is a human T4-positive cell line carrying human T-cell lymphotropic virus type-I, HTLV-1, and sensitive to HIV. Dextran sulfate was also found to have inhibitory eﬀects on RT activity and to possibly possess anti-HIV activity (Fig. 6). The inhibitory eﬀects in vitro of the virus infection to T cells were demonstrated.



Figure 5 Anti-HIV activity of sulfated polysaccharides.
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Figure 6 Photograph of anti-HIV activity of sulfated polysaccharides.



Drugs are classiﬁed into four groups: (1) vaccines, (2) inhibitors of reverse transcriptase, (3) fusion inhibitors of the virus to T cells, and (4) protease inhibitors. Azidothymidine (AZT), dideoxyinosine (DDI), and dideoxycytidine (DDC) belonging to the nucleoside drugs classiﬁed under (2) and some protease inhibitors (4) have been used clinically. During the search for AIDS drugs among existing drugs and chemicals, we attracted attention to ribopolysaccharides as potent anti-HIV polysaccharides. Because D-ribose is a component of the gene and is a constituent of vitamin B2 and some antibiotics. Benzylated 1,4-anhydroribose, 1,4-anhydro-2,3-di-O-benzyl-a-D -ribopyranose (ADBR), was synthesized and underwent ring-opening polymerization with Lewis acid catalysts such as boron triﬂuoride etherate and phosphorus pentaﬂuoride to give the corresponding 1,5-a furanosidic polysaccharide, (1!5)-a-D-ribofuranan, after removal of the protective benzyl groups into hydroxyl groups [43]. The ring-opening polymerization of 1,4-anhydro-2,3-O-benzylidene-a-Dribopyranose (ABRP) with antimony pentachloride as a catalyst gave a stereoregular 1,4-h pyranosidic polymer, 2,3-di-O-benzylidene-(1!4)-h-D-ribopyranan having a cellulose-type polymer backbone. After debenzylidenation, (1!4)-h-D-ribopyranan was obtained [44]. After sulfation, we examined the relationship between structure of polysaccharides and biological activities such as antiHIV and blood anticoagulant activities [45,46].



B. Relationship Between Structure and Biological Activities of Ribopolysaccharides First of all, the structure–biological activity relationship of sulfated ribofuranan and ribopyranan was examined and the result is shown in Table 1. Curdlan sulfate (3.3 Ag/mL for complete inhibitory concentration of HIV or 0.1 Ag/mL for 50% protective concentration of HIV infection to MT-4 cell, EC50) and



dextran sulfate (20.6 unit/mg) were used as standards for anti-HIV and blood anticoagulant activities, respectively. Both sulfated ribofuranan having M n = 17  103 and ribopyranan having M n = 14  103 had high anti-HIV activity of 3.3 Ag/mL as a complete inhibitory eﬀect on the replication of HIV on MT-4 cell in vitro and 0.3 Ag/mL as EC50. Furthermore, sulfated branched ribofuranan and ribopyranan having 23 mol% of glucose branch also showed potent anti-HIV activity. The activity increased with an increase in the proportion of branches, suggesting that the introduction of branches lead to an increase in the proportion of sulfate groups in the polysaccharides. The blood anticoagulant activity is an important biological activity of sulfated polysaccharides, and heparin and dextran sulfate were used clinically during operation. The blood anticoagulant activity in vitro was determined by using bovine plasma according to the United States Pharmacopoeia [47]. It was found that sulfated ribofuranan had higher anticoagulant activity, 56 unit/mg, than that of sulfated ribofuranan (29 unit/mg), probably because of the high activity of ribofuranan, which may be due to the ﬂexibility of the main chain [48]. These results suggest that (1) both furanan- and pyranan-type polysaccharides had potent anti-HIV activity, and especially, (2) the furanantype polysaccharides and branches in polysaccharides were contributed to high blood anticoagulant activity. However, the high blood anticoagulant activity is a side eﬀect for the anti-HIV activity. Therefore we investigated sulfated polysaccharides having high anti-HIV activity and low blood anticoagulant activity.



C. Relationship Between Molecular Weights and Biological Activities of Ribopolysaccharides The relationship between molecular weights and anti-HIV and blood anticoagulant activities were examined by sulfated ribofuranans and alkyl ribofuranans having molecu-
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1 2 3 4



Mn (103)



EC50 (Ag/ml)



CC50 (Ag/ml)



AA (unit/mg)



17 12 17 12



3.3a 0.3 0.5 0.9



>1000 783 >1000 >1000



56 55 29 47



a



EC100 = minimum eﬀective concentration of curdlan sulfate (CS) for complete inhibition of HIV infection. Std EC50 = 0.43 mg/ml (cs); AA = 22.7 unit/mg (DS); CC50 = 50% cytotoxic concentration.



lar weights of Mn = 3  103–17  103. As shown in Table 2, sulfated ribofuranan having a high molecular weight of Mn = 23  103 had both high anti-HIV of EC100 = 3.3 Ag/ mL (EC50 = 0.1 Ag/mL) and blood anticoagulant activities of 56 unit/mg, respectively. The activities decreased with decrease in molecular weights. Sulfated ribofuranan having Mn = 6  103exhibited low anti-HIV (EC50 = 68.6 Ag/mL) and blood anticoagulant (14 unit/mg) activities. However, sulfated octadecyl ribofuranans having M n = 6  103 and M n = 3  103 had a high anti-HIV activity of EC50 = 0.6 and 2.5 Ag/mL, respectively. The blood anticoagulant activity decreased with decrease in molecular weights. The enhancement of anti-HIV activity by binding of the alkyl groups might be ascribed to the formation of a hydrophilic–



hydrophobic structure by which the sulfated alkyl oligosaccharide molecules are easily oriented and aggregated. The atmosphere near HIV might be changed to hydrophilic and then HIV reduced the infectivity to MT-4 cell [49].



D. Relationship Between Degree of Sulfation and Biological Activities of Ribopolysaccharides To examine the relationship between degree of sulfation and anti-HIV activity, sulfated polydeoxyriboses were synthesized by the ring-opening polymerization of 1,4anhydro-deoxyribose derivatives [50]. The copolymerization of the deoxyribose monomers and 1,4-anhydro-2,3-di-



Table 2 Molecular Weight and Biological Activity Relationship of Sulfated Ribopolysaccharide



1 2 3 4 5 a



Mn ( 103)



EC50 (Ag/ml)



CC50 (Ag/ml)



AA (unit/mg)



17 9 6 6 3



3.3a 0.6 68.6 0.6 2.5



>1000 >1000 >1000 >1000 >1000



56 17 14 11 7



EC100 = minimum eﬀective concentration of curdlan sulfate (CS) for complete inhibition of HIV infection. Std EC50 = 0.43 mg/ml (CS); AA = 22.7 unit/mg (DS); CC50 = 50% cytotoxic concentration.
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Table 3 Degree of Sulfation and Biological Activity Relationship of Sulfated Ribopolysaccharide Mn ( 103) 1 2 3



5.8 6.4 20



EC50 (Ag/ml)



CC50 (Ag/ml)



AA (unit/mg)



>1000 16.6 0.6



561 715 >1000



2 17 18



Std EC50 = 0.43 mg/ml (CS); AA = 22.7 unit/mg (DS); CC50 = 50% cytotoxic concentration.



O-tert-butyldimethylsilyl-a-D-ribopyranose (ADSR) were carried out to give copolysaccharides having various ratio of the deoxymonomeric unit after deprotection. After sulfation, we examined the relationship between degree of sulfation and anti-HIV and blood anticoagulant activities as shown in Table 3. It was found that both sulfated 2- and 3-deoxy ribofuranans having degree of sulfation of 1 (S content, 10.64%) had no anti-HIV activity. The anti-HIV activity increased with a decrease of the proportion of the deoxy unit (= an increase of degree of sulfation) to give an EC50 as high as 0.6 Ag/mL, suggesting that the number of sulfate groups in the polysaccharides is important for the high anti-HIV activity. The sulfated deoxyribofuranan having high anti-HIV activity, with EC50 = 0.6 Ag/mL, had relative low blood anticoagulant activity, 17 unit/mg, compared to that of sulfated ribofuranan (56 unit/mg) as shown in Table 1.



E. Curdlan Sulfate Having High Anti-HIV and Low Blood Anticoagulant Activities We found that sulfated ribofuranan and ribopyranan had both potent anti-HIV and high blood anticoagulant activities. The anticoagulant activity is an important biological activity for sulfated polysaccharides; for example, heparin is used to avoid blood coagulation during surgery. However, in using AIDS drug, the anticoagulant activity of sulfated polysaccharides is a serious side eﬀect. Therefore



we carried out the synthesis of sulfated polysaccharides having both potent anti-HIV activity and low blood anticoagulant activity. Curdlan is a naturally occurring linear polysaccharide from A. faecalis var. myxogenes 10C3 strain and is made up of chains of 1,3-h linked D-glucose units [51]. Curdlan was sulfated by piperidine-N-sulfonic acid in dimethyl sulfoxide to give curdlan sulfates with several molecular sizes and diﬀerent sulfur contents [3] (Fig. 7). We found that curdlan sulfate with a sulfur content of 14.4% completely inhibited the infection of HIV in the concentration as low as 3.3 Ag/ mL. Curdlan sulfate is one of the most potent anti-HIV polysaccharides and is used as a standard for the anti-HIV activity (Table 4). The blood anticoagulant activity was less than 10 unit/mg compared to the standard dextran sulfate (Meito Sangyo, NC-1032, 20.6 unit/mg). The high resolution nuclear magnetic resonance (NMR) analysis including COSY and RELAYED-COSY experiments revealed that for curdlan sulfate with 1.6 sulfate groups per glucose unit (DS), the sulfate group was introduced to the C6, C4, and C2 positions in the glucose unit in the proportion of f100%, f5%, and f40%, respectively. Furthermore, the therapeutical availability of curdlan sulfates was examined [4]. Cytotoxic activity of curdlan sulfate on uninfected MT-4 cells has not been observed at a concentration of up to 5000 Ag/mL, suggesting that curdlan sulfates had low cytotoxicity. In the animal model in vivo, the LD50 of curdlan sulfate in intravenous injection was found to be around 2000 mg/kg, employing mice and rats, and neither death nor hemorrhage was observed in consecutive administration of curdlan sulfate for 2 weeks at doses of 50 mg/kg/day in Sprague–Dawley rats. The total dosage required per day is calculated to be approximately 160–470 mg/day/man, i.e., 3.2–9.4 mg/kg/day. On the other hand, we assayed HIV infectivity in the curdlansulfate-depleted cell culture following cocultivation of HIV-infected MT-4 cell, MT-4 cell, and curdlan sulfate at cultivation times of 24, 48, 72, or 168 hr under the cell number ratio of (MT-4/HIV)/(MT-4) of 0.002 or 0.5. The antigen expression of HIV on the cell surface in curdlansulfate-depleted cell culture completely disappeared 12 days after cocultivation of MT-4/HIV, MT-4, and curdlan sulfate for 168 hr, at 5 Ag/mL concentration of curdlan sulfate in (MT-4/HIV)/(MT-4) of 0.5. The half-life of curdlan sulfate in plasma was found to vary depending on its molecular weights, i.e., 60 min for Mw of 7  104 and 180 min for 17  104, by employing a rat model. The experimental results on the LD50 by intravenous injection administration, the anticoagulant activity, the antigenicity,



Figure 7 Structure of curdlan sulfate.
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Table 4 Anti-HIV Activity of Curdlan Sulfate No. 1 2 3 4 5 6 7 8 9



S content



DS



5.6 8.9 12.1 12.1 12.5 13.6 14.1 14.4 14.7



0.35 6.8 1.1 1.1 1.3 1.4 1.6 1.6 1.6



Mn



8.1 11.8 15.7 3.4 2.1 4.6 2.0



[a]D25



EC100a



1.7 3.8 2.3 0.8 1.9 0.1 1.5



Not eﬀective 1000 10 3.3 3.3 3.3 3.3 3.3 3.3



a Minimum eﬀective concentration of curdlan sulfate for complete inhibition of HIV infection.



and the half-life suggested that it would be worthwhile to investigate curdlan sulfate in AIDS clinical research with further toxicological examinations. Kozbor et al. (Allegheny University of the Health Sciences, U.S.A.) showed that T cell tropic HIV is over 10-fold more sensitive to neutralization by curdlan sulfate than macrophage tropic HIV, which possessed a relatively less-charged amino acid composition in the V3 sequence [52]. In addition, they synthesized the monomeric and oligomeric gp120 mutants and examined the interaction of curdlan sulfate with the V2-, V3-, and CD4-binding domains on the gp120. The presence and the amino acid composition of the V3 loop appeared to determine the extent of interaction of curdlan sulfate with the V2- and CD4-binding regions on native gp120 monomers. The positive charge of V3 in the oligomeric gp120 had higher eﬀective interaction with curdlan sulfate than that in the monomeric gp120, suggesting that the curdlan-sulfateinduced masking of V3 on oligomeric gp120 appears to be associated with the anti-HIV activity of curdlan sulfate in vitro [53]. Taking into account the interaction mechanism of heparin with antithronbin III, a coagulant protein, ionic interactions play an important role in the interaction between negatively charged polysaccharide heparin and positively charged lysine residues in antithronbin III. HIV infects T cell by binding of the envelope glycoproteins gp120 on HIV and CD4 on T cell. According to the secondary structure of HIV envelope glycoprotein gp120, a helical portion containing several basic amino acids such as lysine and arginine were found in the amino acid residues 506 through 518 in the a6 helical region, Thr-Lys+-AlaLys+-Arg+-Arg+-Val-Val-Gln-Arg+-Glu-Arg+-Lys+. Negatively charged sulfate groups of sulfated polysaccharides might interact with the positively charged regions. By these interactions probably causing conformational change in the gp120, sulfated polysaccharides seems to inhibit binding of HIV gp120 to CD4 receptor of T cells [54]. A model system for the interaction was constructed using curdlan sulfate and poly-L-lysine.HBr to assimilate the a6 helix of gp120. Uryu reported the oligomeric nature of both species by using 1H and 13C NMR [55].



After mixing of the two compounds in aqueous solutions, a gel formed in the sample tube. The gel isolated was found to be primarily composed of curdlan sulfate and poly-Llysine, having excluded most of the sodium and bromide ions. Nuclear magnetic resonance analysis revealed a single species that is quite diﬀerent from either of the two original species. The extent of gelling was aﬀected by pH, molecular weight of poly-L-lysine, temperature, and absolute concentration. Maximal gelling was attained at pH 4.0–8.4, molecular weight of 10  103, and temperature of 37jC. These results suggest that curdlan sulfate can bind strongly with poly-L-lysine by the ionic interactions in such way as to produce a polyion complex with a conformation distinct from either of the two original compounds. This interaction may help explain the observed inhibition of HIV and other viruses by curdlan sulfate. Furthermore, to elucidate the inhibitory mechanism of curdlan sulfate on HIV, Uryu also reported that a partial sequence in gp120 was synthesized and measured the interaction with curdlan sulfate by NMR [56]. The sequence consisted of a dimer of the sequence from 506 to 518, which is one of putative reaction sites for sulfated polysaccharides. When curdlan sulfate and the dimeric sequence were mixed in appropriate molar ratios, gel-like materials were formed. The 1H NMR spectra revealed the formation of interpolymeric ionic interactions between negatively charged curdlan sulfate and the positively charged dimeric sequence. For a V3 region peptide sequence, amino acid residue 309–331, the mixing of curdlan sulfate with the V3 peptide did not provide gels, but yielded precipitates that aﬀorded no structural information by the solution NMR.



VI. SPECIFIC BIOLOGICAL ACTIVITY OF LACQUER (URUSHI) POLYSACCHARIDES Lacquer, which originated in Asia, is the only natural product that is polymerized by an enzyme, laccase, to give a beautiful coating surface [57]. In the sap of lacquer tree, there are three major components: urushiols (3- or 4alkenyl catechol derivatives), laccase, and polysaccharides. Oshima and Kumanotani revealed the partial structure of a Chinese lacquer polysaccharide by the chemical methods such as sugar analysis, methylation analysis, and Smith degradation to aﬀord a branched 1,3-h-galactopyranan having 4-O-methyl glucuronic acid in the terminal of complex branches [58]. We reported the structural characterization of a Chinese lacquer polysaccharide in the sap of Chinese lacquer tree by high-resolution NMR spectroscopy [59]. Lacquer is an interesting natural product not only as a coating material but also as a biologically active material. The speciﬁc biological activities, e.g., blood coagulation, and antitumor, anti-HIV, and anticoagulant activities, of a Chinese lacquer polysaccharide, a branched acidic polysaccharide, before and after sulfation was investigated [60]. The lacquer polysaccharide at the concentration of 0.016 mg/mL was found to shorten the coagulation time of bovine plasma more than 1 min by
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Figure 8 Coagulant activity of urushi polysaccharide.



comparison with that of a blank, 5 min and 25 sec, suggesting that the lacquer polysaccharide had a bloodcoagulating activity. The linear acidic polysaccharides, sodium hyarulonate and alginate, delayed the coagulation time (Fig. 8). Because branched 1,3-h-glucans have potent antitumor activity as mentioned above, the lacquer poly-



Figure 9



saccharides were assayed for antitumor activity by using Sarcoma 180 tumor in rat. Results are shown in Fig. 9. In this assay system, after 35 days of transplantation, the weights of tumor in rat without any polysaccharides increased to 20 g. When lentinan (1 mg/kg) was provided to the rats by an intraperitoneal injection (i.p.), the tumor



Antitumor activity of urushi polysaccharide.
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disappeared after 35 days of the transplantation. However, lentinan had no antitumor eﬀects when orally administered (p.o.). For the natural lacquer polysaccharide, we found that the weights of tumor decreased to 10, 11, and 13 g by 50 and 5 mg/kg oral administration (p.o.), and 1 mg/kg intraperitoneal injection (i.p.), respectively. In particular, it was interesting that the oral administration of the lacquer polysaccharide eﬀectively decreased the weights of tumor, although lentinan did not inhibit the growth of tumor. After sulfation, sulfated lacquer polysaccharides had potent anti-HIV activity represented by the 50% protecting concentration (EC50) around 0.5 Ag/mL and lower blood anticoagulant activity than that of standard dextran sulfate. These results suggested that the lacquer polysaccharides have speciﬁc biological activities by their acidic branched structure. The lacquer polysaccharides are expected to be candidate anti-HIV drugs from naturally occurring and reproductive sources. Recently, we investigated the structure of Asian urushi polysaccharides by NMR and GPC measurements [61]. We revealed that the structures of polysaccharides in China and Japan, Taiwan and Vietnam, Myanmar and Cambodia were similar, and that the polysaccharides in Myanmar and Cambodia had larger proportions of L-arabinose and L-rhamnose than those in other Asian lacquer polysaccharides (Fig. 10). In general, it was previously reported that the Chinese lacquer polysaccharide had two fractions in the



Figure 11



Figure 10



NMR spectra of Asian urushi polysaccharides.



The GPC proﬁles of the polysaccharide.



GPC proﬁle having molecular weights of M n = 93  103 and 29  103 in the proportion of 25:75 mol%, respectively [58,59]. The Asian lacquer polysaccharides also had two molecular weight fractions; however, the shape and proportion in the GPC proﬁles were diﬀerent from each other. We estimated that the polysaccharides in lacquer tree had originally one fraction having high molecular weights. After collection, the polysaccharides were gradually degraded to lower molecular weights during the storage of the sap with contacting air. Therefore, we directly collected the sap of lacquer tree in the Aizu lacquer ﬁeld of Fukushima prefecture, Japan, and isolated the polysaccharide from the sap immediately, after 3 and 21 days, and after 7 years. Fig. 11 shows the GPC proﬁles of the polysaccharide isolated (A) immediately (within 1 min), (B) after 3 days, (C) after 21 days, and (D) after 7 years. In Fig. 11A, it was shown that the polysaccharide isolated immediately after collection was revealed to have one fraction having a molecular weight of Mn = 67  103. The polysaccharide isolated after 3 days was separated into two fractions with Mn = 67  103 and Mn = 23  103 in the proportion of 75:25, respectively (Fig. 11B). The proportion of the fractions was further changed into 25:75 in the polysaccharide isolated after 21 days of collection (Fig. 11C). After 7 years (Fig. 11D), it
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was found that the proportion was not changed anymore. Therefore it was found that the lacquer polysaccharide originally had one molecular weight fraction having the high molecular weight in the lacquer tree. The molecular weight gradually decreased with an elapse of keeping time after collection. After more than 21 days, the proportion of the molecular weights did not change and was kept for at least 7 years without changing. After collection, the sap was fermented and the bubbles of carbon dioxide was gushed out to change the pH. Degradation might proceed by the diﬀerence of the keeping conditions of the sap. In addition, the polysaccharides in the two molecular weight fractions had the same structure, because the NMR spectra, which corresponded to those in Fig. 11, were not changed, although the degree of degradation was diﬀerent.
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VII. CONCLUSIONS Naturally occurring polysaccharides are interesting not only in their structures but also in their speciﬁc biological activities. However, because natural polysaccharides have complex structures, it is diﬃcult to elucidate the relationship between structures and biological activities. The ring-opening polymerization of anhydrosugar derivatives is the best method to prepare stereoregular polysaccharides having deﬁned structures and having controlled molecular weights. The biological activities of synthetic polysaccharides with deﬁned structures might describe the relationship between structures and biological activities. To solve the diﬃcult problems, we have continued the investigation of both natural and synthetic polysaccharides.



13.



ACKNOWLEDGMENTS



14.



The author is particularly indebted to Professor Toshiyuki Uryu of Teikyo University of Science for his many useful discussions and suggestions on the works described here. The author would like to thank Professor Tetsuo Miyakoshi of Meiji University for his valuable discussions; and Professor Naoki Yamamoto of Tokyo Medical and Dental University, and Professor Hideki Nakashima of St. Marianna University, Mr. Yutaro Kaneko and Toru Mimura of Ajinomoto Co. Ltd., for their valuable discussions and for their help with biological activities. The results presented in our papers have been acquired through collaboration with a number of students and postdoctoral researchers. The author would also like to thank the people whose names are cited in the references.



REFERENCES 1. 2. 3.



Yoshida, T. Synthesis of polysaccharides having speciﬁc biological activities. Prog. Polym. Sci. 2001, 26, 379–441. Uryu, T. Artiﬁcial polysaccharides and their biological activities. Prog. Polym. Sci. 1993, 18, 717–761. Yoshida, T.; Hatanaka, K.; Uryu, T.; Kaneko, Y.; Suzuki, E.; Miyano, H.; Mimura, T.; Yoshida, O.; Yamamoto, N.



8. 9. 10. 11. 12.



15.



16. 17.



18.



19.



20. 21.



Synthesis and structural analysis of curdlan sulfonate with a potent inhibitory eﬀect in vitro of AIDS virus infection. Macromolecules 1990, 23, 3717–3721. Kaneko, Y.; Yoshida, O.; Nakagawa, R.; Yoshida, T.; Date, M.; Ogihara, S.; Shioya, S.; Matsuzawa, Y.; Nagashima, N.; Irie, Y.; Mimura, T.; Shinkai, H.; Yasuda, N.; Matsuzaki, K.; Uryu, T.; Yamamoto, N. Inhibitory of HIV-1 infectivity with curdlan sulfate in vitro. Biochem. Pharmacol. 1990, 39, 797–799. Gordon, M.; Guralnik, M.; Kaneko, Y.; Mimura, T.; Baker, M.; Lang, T. A phase I study of curdlan sulfonate an HIV inhibitor. Tolerance, pharmacokinetics and eﬀects on coagulation and on CD4 lymphocytes. J. Med. 1994, 25, 163–179. Gordon, M.; Guralnik, M.; Kaneko, Y.; Mimura, T.; Goodgame, J.; Lang, W. Further clinical studies of curdlan sulfate—an anti-HIV agent. J. Med. 1995, 26, 97–131. Gordon, M.; Deeks, S.; Marzo, C.D.; Goodgame, J.; Guralnik, M.; Lang, W.; Mimura, T.; Pearce, D.; Kaneko, Y. Curdlan sulfate in a 21-day intravenous tolerance study in human immunodeﬁciency virus (HIV. and cytomegalovirus (CMV. infected patients: indication of anti-CMV activity with low toxicity. J. Med. 1997, 28, 108–128. Kaneko, Y.; Yamamoto, N.; Uryu, T. Biological action of polysaccharides and those derivatives against cancer and AIDS. Immunother. Prosp. Infect. Dis. 1990, 109–119. Uryu, T. Polysaccharides. In Models of Biopolymers by Ring-Opening Polymerization; Penczek, S., Ed.; CRC Press: Boca Raton, FL, 1990; 133–233. Schuerch, C. The chemical synthesis and properties of polysaccharides of biomediated interest. Adv. Polym. Sci. 1972, 10, 173–194. Schuerch, C. Synthesis and polymerization of anhydro sugars. Adv. Polym. Sci. 1981, 39, 157–212. Okada, M. Ring-opening polymerization of bicyclic and spiro compounds. Reactivities and polymerization mechanisms. Adv. Polym. Sci. 1992, 102, 1–46. Hatanaka, K. Chemical synthesis of polysaccharides. In Polysaccharides in Medical Applications; Dumitriu, S., Ed.; Marcel Dekker, Inc.: New York, 1996; 3–20. Chihara, G.; Maeda, Y.; Hamuro, J.; Sasaki, T.; Fukuoka, F. Inhibition of mouse sarcoma 180 by the polysaccharides from Lentinus edodes (Berk) Sing. Nature 1969, 222, 687– 689. Chihara, G.; Hamuro, J.; Maeda, Y.; Arai, Y.; Fukuoka, F. Fractionation and puriﬁcation of the polysaccharides with marked antitumor activity, especially lentinan, from Lentinus edodes (Berk) Sing. an edible mushroom. Cancer Res. 1970, 30, 2776–2781. Komatsu, N.; Okubo, S. Host-mediated antitumor action of Schizophyllan, a glucan produced by Schizophyllum commun. Gann 1969, 60, 137–144. Chen, J.; Zhou, J.; Zhang, L.; Nakamura, Y.; Norisue, T. Chemical structure of the water-insoluble polysaccharide isolated from the fruiting body of Ganoderma iucidum. Polym. J. 1998, 30, 838–842. Mizuno, T.; Suzuki, E.; Maki, K.; Tamaki, H. Fractionation, chemical modiﬁcation, and antitumor activity of water insoluble polysaccharides of the fruiting body of Ganoderma iucidum. Nippon Nogei Kagaku Kaishi 1985, 59, 1143–1151. Mizuno, T.; Osawa, K.; Hagiwara, N.; Kuboyama, R. Fractionation and characterization of antitumor polysaccharides from Maitake, Grifola frondosa. Agric. Biol. Chem. 1986, 50, 1679–1688. Yagita, A. Interleukin 12 inducer and medical composition, U.S. Patent: 6238660, 1997. Yoshida, T.; Saeki, W. Structure and antitumor activity of



850



22. 23. 24. 25.



26.



27.



28.



29.



30. 31.



32.



33.



34. 35. 36.



37.



38. 39.



Yoshida polysaccharides from Basidiomycetes. Proceedings of International Symposium on Polymer Modiﬁcation and Composites (ISPMC’2000), Beijing, China, 2000, September . Arase, H.; Arase, N.; Saito, T. Interferon g production by natural killer (NK. cells and NK1.1+ T cells upon NKR p1 cross linking. J. Exp. Med. 1996, 183, 2391–2396. Yagita, A. The diﬀerences role of T cell and NK cell receptor in activities of NKT cell. Rinsho Men’eki 2002, 37, 10–19. Konishi, Y.; Shindo, K. Production of Nigerose, Nigerosyl Glucose, Nigerosyl Maltose by Acremonium sp. S4G13. Biosci. Biotechnol. Biochem. 1997, 61, 439–442. Bezouska, K.; Yuen, C.; O’Brien, J.; Childs, R.A.; Chai, W.; Lawson, A.M.; Drbal, K.; Fiserova, A.; Pospisil, M.; Feizi, T. Oligosaccharide ligands for NKR P1 protein activate NK cells and cytotoxicity. Nature 1994, 372, 150–157. Murosaki, S.; Muroyama, K.; Yamamoto, Y.; Kusaka, H.; Liu, T.; Yoshikai, Y. Immunopotentiating activity of nigerooligosaccharides for the T helper 1 like immune response in mice. Biosci. Biotechnol. Biochem. 1999, 63, 373–378. Murosaki, S.; Muroyama, K.; Yamamoto, Y.; Liu, T.; Yoshikai, Y. Nigerooligosaccharides augments natural killer activity of hepatic mononuclear cells in mice. Int. Immunopharmacol. 2002, 2, 151–159. Abe, T.; Kawamura, H.; Kawabe, S.; Watanabe, H.; Geiyo, F.; Abo, T. Liver injury due to sequential activation of natural killer cells and natural killer T cells by carrageenan. J. Hepatol. 2002, 36, 614–623. Usami, Y.; Okamoto, Y.; Takayama, T.; Shigemasa, Y.; Minami, S. Chitin and chitosan stimulate canine polymorphonuclear cells to release leukotriene B4 and prostaglandin E2. Polym. Adv. Technol. 1998, 9, 517–522. Kojima, K.; Okamoto, Y.; Miyatake, K.; Kitamura, Y.; Minami, S. Collagen typing of granulation tissue induced by chitin and chitosan. Carbohydr. Polym. 1998, 37, 109–113. Usami, Y.; Okamoto, Y.; Takayama, T.; Shigemasa, Y.; Minami, S. Eﬀect of N acetyl D glucosamine and D glucosamine oligomers on canine polymorphonuclear cells in vitro. Carbohydr. Polym. 1998, 37, 137–141. Okamoto, Y.; Nose, M.; Miyatake, K.; Sekine, J.; Oura, R.; Shigemasa, Y.; Minami, S. Physical changes of chitin and chitosan in canine gastrointestinal tract. Carbohydr. Polym. 2001, 44, 211–215. Okamoto, Y.; Watanabe, M.; Miyatake, K.; Morimoto, M.; Shigemasa, Y.; Minami, S. Eﬀects of chitin/chitosan and their oligomers/monomers on migrations of ﬁbroblasts and vascular endothelium. Biomaterials 2002, 23, 1975– 1979. Minami, S.; Suzuki, H.; Okamoto, Y.; Fujinaga, T.; Shigemasa, Y. Chitin and chitosan activate complement via the alternative pathway. Carbohydr. Polym. 1998, 36, 151–155. Okamoto, Y.; Kawakami, K.; Miyatake, K.; Morimoto, M.; Shigemasa, Y.; Minami, S. Analgesic eﬀects of chitin and chitosan. Carbohydr. Polym. 2002, 49, 249–252. Tamaki, Y.; Miyatake, K.; Okamoto, Y.; Takamori, Y.; Sakamoto, H.; Minami, S. Enhanced healing of cartilaginous injuries by glucosamine hydrochloride. Carbohydr. Polym. 2002, 48, 369–378. Khanal, D.R.; Okamoto, Y.; Miyatake, K.; Shinobu, T.; Shigemasa, Y.; Tokura, S.; Minami, S. Protective eﬀects of phosphated chitin (p chitin) in a mice model of acute respiratory distress syndrome (ARDS). Carbohydr. Polym. 2001, 44, 99–106. Dumg, P.L.; Dong, N.T.; Mai, P.T.; Son, L.T.; Thanh, N.K.; Kinh, C.D. Biomaterials based on chitin and its homologs. Adv. Nat. Sci. 2000, 1, 95–106. Nakashima, H.; Kido, Y.; Kobayashi, N.; Motoki, Y.; Neushul, M.; Yamamoto, N. Antiretroviral activity in a



40.



41. 42.



43.



44.



45.



46.



47. 48.



49.



50.



51. 52.



53.



marine red alga: reverse transcriptase inhibition by an aqueous extract of Schizymenia paciﬁca. J. Cancer Res. Clin. Oncol. 1987, 113, 413–416. Nakashima, H.; Kido, Y.; Kobayashi, N.; Motoki, Y.; Neushul, M.; Yamamoto, N. Puriﬁcation and characterization of an avian myeloblastosis and human immunodeﬁciency virus reverse transcriptase inhibitor, sulfated polysaccharides extracted from sea algae. Antimicrob. Agents Chemother. 1987, 31, 1524–1528. Diringer, H. Japan Kokai Tokkyo Koho, 1987-215529. Nakashima, H.; Yoshida, O.; Tochikura, T.; Yoshida, T.; Mimura, T.; Kido, Y.; Motoki, Y.; Kaneko, Y.; Uryu, T.; Yamamoto, N. Sulfation of polysaccharides generates potent and selective inhibitors of human immunodeﬁciency virus infection and replication in vitro. Jpn. J. Cancer Res. (Gann) 1987, 78, 1164–1168. Uryu, T.; Kitano, K.; Ito, K.; Yamanouchi, J.; Matsuzaki, K. Selective ring-opening polymerization of 1,4-anhydro-aD-ribopyranose derivative and synthesis of stereoregular (1!4)-h-D-ribopyranan. Macromolecules 1981, 14, 1–9. Uryu, T.; Yamanouchi, J.; Kato, T.; Higichi, S.; Matsuzaki, K. Selective ring-opening polymerization of di-Omethylated and di-O-benzylated 1,4-anhydro-h-D-ribopyranoses and structure proof of synthetic cellulose-type polysaccharide (1!4)-h-D-ribopyranan and (1!5)-a-Dribofuranan. J. Am. Chem. Soc. 1983, 105, 6865–6871. Yoshida, T.; Wu, C.; Song, L.; Uryu, T.; Kaneko, Y.; Mimura, T.; Nakashima, H.; Yamamoto, N. Synthesis of cellulose-type polyriboses and their branched sulfates with anti-AIDS virus activity by selective ring-opening copolymerization of 1,4-anhydro-a-D-ribopyranose derivatives. Macromolecules 1994, 27, 4422–4428. Yoshida, T.; Katayama, Y.; Inoue, S.; Uryu, T. Synthesis of branched ribofuranans and their sulfates with strong anti-AIDS virus activity by selective ring-opening copolymerization of 1,4-anhydro-a-D-ribopyranose derivatives. Macromolecules 1992, 25, 4051–4057. U. S. Pharmacopoeia National Formulary, USP XXI, 1985; 480–483. Hatanaka, K.; Yoshida, T.; Miyahara, S.; Sato, T.; Ono, F.; Uryu, T.; Kuzuhara, H. Synthesis of new heparinoids with high anticoagulant activity. J. Med. Chem. 1987, 30, 810–814. Choi, Y.; Yoshida, T.; Mimura, T.; Kaneko, Y.; Nakashima, H.; Yamamoto, N.; Uryu, T. Synthesis of sulfated octadecyl ribo-oligosaccharides with potent anti-AIDS virus activity by ring-opening polymerization of a 1,4anhydroribose derivative. Carbohydr. Res. 1996, 282, 113– 123. Choi, Y.; Kang, B.; Lu, R.; Osawa, M.; Hattori, K.; Yoshida, T.; Mimura, T.; Kaneko, Y.; Nakashima, H.; Yamamoto, N.; Uryu, T. Synthesis of sulfated deoxyribofuranans having selective anti-AIDS virus activity by ring-opening copolymerization of 1,4-anhydro ribose derivatives. Polym. J. 1997, 29, 374–379. Harada, T.; Harada, A. Curdlan and Succinoglycan. In Polysaccharides in Medical Application; Dumitriu, S., Ed.; Marcel Dekker: New York, 1996, 21–58. Jagodzinski, P.; Wiaderkiewicz, R.; Kurzawski, G.; Kloczewiak, M.; Nakashima, H.; Hyjek, E.; Yamamoto, N.; Uryu, T.; Kaneko, Y.; Posner, M.R.; Kozbor, D. Mechanism of the inhibitory eﬀect of curdlan sulfate on HIV-1 infection in vitro. Virology 1994, 202, 735–745. Jagodzinski, P.; Wustner, J.; Kmieciak, D.; Wasik, T.J.; Fertala, A.; Sieron, A.L.; Takahashi, M.; Tsiji, T.; Mimura, T.; Fung, M.S.; Gorny, M.K.; Kloczewiak, M.; Kaneko, Y.; Koznor, D. Role of the V2, V3, and CD4-binding domains of gp120 in curdlan sulfonate neutralization sensi-



Synthetic and Natural Polysaccharides tivity of HIV-1 during infection of T lymphocytes. Virology 1996, 226, 217–227. 54. Uryu, T.; Ikushima, N.; Katsuraya, K.; Shoji, T.; Takahashi, N.; Yoshida, T.; Kanno, K.; Murakami, T.; Nakashima, H.; Yamamoto, N. Sulfated alkyl oligosaccharides with potent inhibitory eﬀects on human immunodeﬁciency virus infection. Biochem. Pharmacol. 1992, 43, 2385–2392. 55. Jeon, K.; Katsuraya, K.; Kaneko, Y.; Mimura, T.; Uryu, T. Studies on interaction mechanism of sulfonated polysaccharides as an AIDS drug by NMR. Macromolecules 1997, 30, 1997–2001. 56. Jeon, K.; Katsuraya, K.; Inazu, T.; Kaneko, Y.; Mimura, T.; Uryu, T. NMR spectroscopic detection of interactions between a HIV protein sequence and a highly anti-HIV active curdlan sulfate. J. Am. Chem. Soc. 2000, 122, 12536– 12541.



851 57. 58. 59. 60.



61.



Kumanotani, J. Urushi (oriental lacquer) a natural aesthetic durable and future promising coating. Prog. Org. Coat. 1995, 26, 163–195. Oshima, R.; Kumanotani, J. Structural studies of plant gum from sap of the lac tree, Rhus vermicifera. Carbohydr. Res. 1984, 127, 43–57. Lu, R.; Yoshida, T.; Uryu, T. Structural analysis of polysaccharides in Chinese lacquer by NMR spectroscopy. Sen’i Gakkaishi 1999, 55, 47–56. Lu, R.; Yoshida, T.; Nakashima, H.; Premanathan, M.; Aragaki, R.; Mimura, T.; Kaneko, Y.; Yamamoto, N.; Miyakoshi, T.; Uryu, T. Speciﬁc biological activities of Chinese lacquer polysaccharides. Carbohydr. Polym. 2000, 43, 47–54. Lu, R.; Yoshida, T. Speciﬁc structure and molecular weight changing of Asian lacquer polysaccharides. Carbohydr. Polym. 2003, 54, 419–424.



38 Medical Foods and Fructooligosaccharides Bryan W. Wolf, JoMay Chow, and Keith A. Garleb Abbott Laboratories, Columbus, Ohio, U.S.A.



Short-chain fructooligosaccharides (scFOS) consist of two to four fructose molecules linked by (2!1)-h glycosidic bonds and carry a single D-glucosyl molecule at the nonreducing end of the chain linked (1!2)-a as in sucrose. Because of their low molecular weight, scFOS are not quantiﬁed as total dietary ﬁber. However, this attribute makes them compatible with liquid medical foods, many of which are fed to patients through a tube. Most sources of dietary ﬁber are not compatible with liquid medical foods: insoluble ﬁbers tend to settle and can block the feeding tube, whereas soluble ﬁbers increase product viscosity making it diﬃcult to administer through an enteral tube. Short-chain fructooligosaccharides have many dietary-ﬁber-like physiological eﬀects. Medical rationales for their use include normalizing bowel function, maintaining large bowel integrity, restoring colonization resistance, altering the route of nitrogen excretion, and improving mineral absorption. Overall, compatibility with liquid products and numerous physiological beneﬁts to the patient justify the use of scFOS in medical foods.



I. INTRODUCTION Numerous health beneﬁts are associated with the consumption of dietary ﬁber. Dietary ﬁber may provide bulk to the stool, decrease intestinal transit time (e.g., relieve constipation), attenuate glycemic response, improve cholesterol and lipid metabolism, and reduce the risk of colon cancer. The Life Sciences Research Oﬃce, Federation of American Societies for Experimental Biology [1] recommends that we consume between 20 and 35 g of total dietary ﬁber daily of which 70–75% should be insoluble and 25–30% soluble. Most individuals can meet this recommendation by incorporating whole grains, fruits, and vegetables into their diet. However, certain individuals must use a medical food to meet their dietary needs. A



medical food is deﬁned by the Food and Drug Administration [2] as ‘‘a food that is formulated to be consumed or administered enterally under the supervision of a physician and is intended for the speciﬁc dietary management of a disease or condition for which distinctive nutritional requirements, based on recognized scientiﬁc principles, are established by medical evaluation.’’ Medical foods are typically liquid; patients may require that the product be administered via an enteral feeding tube. The internal diameter of an enteral feeding tube, for obvious reasons, is small. If a medical food is fed without the aid of a pump, its viscosity must be kept below 100 mPa sec (i.e., 100 cP). Unfortunately, dietary ﬁber, particularly soluble dietary ﬁber, has a tendency to increase the viscosity of liquid medical foods. Also, insoluble ﬁbers settle to the bottom of the container, increasing the risk of tube clogging. Hence it was imperative that sources of ﬁber or ﬁber-like material be identiﬁed that provided physiological beneﬁts but did not compromise the physical stability and feeding characteristics of the medical food. The fact that these people are tube-fed should not work to their nutritional detriment. Nondigestible oligosaccharides are soluble and fermentable and represent an ideal source of dietary ﬁber for use in medical foods. An oligosaccharide is a carbohydrate consisting of a small number, from 2 to 10, of monosaccharides [3]. Oligosaccharides can be divided into two broad categories: digestible and nondigestible. Many types of nondigestible oligosaccharides are produced commercially from various sources of food materials (Table 1). Most of these oligosaccharides are reducing sugars, thus making them susceptible to the formation of Maillard products during liquid product manufacturing. The Maillard reaction includes all reactions involved when an aldehyde (or ketone) and an amino group are heated together [7]. This nonenzymatic browning reaction forms linkages that are not hydrolyzed during digestion, resulting in the loss of 853
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Table 1 Nondigestible Oligosaccharides Oligosaccharide Short-chain fructooligosaccharides Hydrolyzed inulina Xylooligosaccharides Soybean oligosaccharides Galactooligosaccharidesb Lactulose a b



Source/origin



Reducing sugar



Sucrose



No



Inulin Xylan Soybeans Lactose Lactose



Yes Yes No Yes Yes



Also referred to as oligofructose [4,5]. Also referred to as transgalactosylated oligosaccharides [6].



amino acid availability. Any oligosaccharide that contains reducing sugars would be susceptible to the formation of Maillard products with free a-NH2 groups and especially the q-NH2 group of lysine. Short-chain fructooligosaccharides (scFOS) occur naturally and have been isolated from foodstuﬀs such as



onions, wheat, barley, bananas, tomatoes, garlic, and artichokes [8–11]; (see Tables 2 and 3). The isolation and development of scFOS was ﬁrst reported in the Japanese literature in 1983 [12 cited from 13]. Although scFOS can be extracted from a variety of plants, they can also be produced by adding Aspergillus niger fructosyltransferase (h-fructosyltransferase) to sucrose [14]. Short-chain fructooligosaccharides (e.g., neosugar, Nutraﬂorak, MeioligoR, ActilightR) consists of the following oligosaccharides: 1-kestose, nystose, and 1F-h-fructofuranosyl nystose (1-kestotriose, 1,1-kestotetraose, and 1,1,1kestopentaose, respectively). These oligosaccharides consist of two to four fructose molecules linked by (2!1)-h glycosidic bonds and carry a single D-glucosyl molecule at the nonreducing end of the chain linked (1!2)-a as in sucrose (Fig. 1). Short-chain fructooligosaccharides are nonreducing sugars and will not undergo the Maillard reaction. The Ross Products Division of Abbott Laboratories incorporates scFOS into several medical foods. The application of scFOS to medical foods as a fermentable dietary ﬁber is discussed below.



Table 2 Fructooligosaccharide Composition of Fruits mg/g of DM



mg/g as is



Ingredient



GFa2



GFb3



GFc4



Totald



GF2



GF3



GF4



Total



Apple, Red Delicious Apple, Golden Delicious Apple, Granny Smith Apple, Jonagold Apple, Rome Banana Banana, green Banana, red Banana, ripe Blackberry Blueberry Cantaloupe Gooseberry Grapes, black Grapes, Thompson Muskmelon Orange, navel Peach Pear, Bosc Pear, d’Anjou Plantain Plum, red Raspberry, red Rhubarb Strawberry Watermelon



0.6 0.2 0.5 0.4 0.3 5.9 3.1 1.8 8.6 0.0 0.2 0.3 0.6 0.5 0.0 0.3 1.7 3.5 0.8 0.3 1.1 1.8 1.4 0.3 tr 2.8



0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.1 0.0 tre 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.1 0.0 0.0 0.0



0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.3 1.2 0.0 0.4 0.2 0.6 0.0 0.9 1.1 0.0 0.0 1.1 0.0 0.0 0.0 0.0 0.0 0.1



0.6 0.2 0.5 0.4 0.3 6.0 3.1 1.8 10.9 1.2 0.3 0.7 0.8 1.1 0.0 1.2 2.8 3.5 0.8 1.4 1.1 2.0 1.5 0.3 tr 3.0



0.1 0.0 0.1 0.1 0.0 1.4 0.7 0.5 1.6 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.2 0.4 0.1 0.0 0.4 0.2 0.2 0.0 tr 0.2



0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 tr 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0



0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 0.2 0.0 0.0 0.0 0.1 0.0 0.1 0.1 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0



1.1 0.0 0.0 0.1 0.0 1.4 0.7 0.5 2.0 0.2 0.0 0.0 0.1 0.2 0.0 0.1 0.3 0.4 0.1 0.2 0.4 0.2 0.2 0.0 tr 0.2



a



1-Kestose. Nystose. c F 1 -h-Fructofuranosylnystose. d Total fructoooligosaccharide. e tr, Sr2þ > Cd2þ > Ca2þ > Zn2þ > Co2þ > Ni2þ More recently, Ouwerx et al. [184] reported the Young’s modulus of alginate gel, which decreased in a slightly diﬀerent cation order: Cd2þ > Ba2þ > Cu2þ > Ca2þ > Ni2þ > Co2þ > Mn2þ
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Table 3 Comparison of Young’s Moduli of Various Polysaccharide Gels Gel material 2% Ca-alginate 5% PVA-SbQ/2% Ca-alginate 2% Agar 2% Carrageenan 1.5% Alginate 1.5% Alginate 0.5% Agarose 1.0% Agarose 0.5% Agarose/0.5% guar gum 1.5% Gellan gum



1.5% Chitosan



Crosshead speed



Gel geometry



Gelling solution



Gel cylinder (height 20.0 mm; inner diameter 14.2 mm) Gel cylinder (height 20.0 mm; inner diameter 14.2 mm) Gel cylinder with a height and diameter of 20 F 0.5 mm Gel cylinder with a height and diameter of 20 F 0.5 mm Beads with diameter of 2.4–3 mm Beads with diameter of 2.4–3 mm Gel cylinder with 17 mm diameter and 150 mm height Gel cylinder with 17 mm diameter and 150 mm height Gel cylinder with 17 mm diameter and 150 mm height Gel cylinder with height of 15 mm and cross-sectional area of 155 mm2 Beads with diameter of 3 mm



0.1 M CaCl2 and 0.2 M NaCl 0.1 M CaCl2 and 0.2 M NaCl N/A 0.134 M KCl



3 mm/min



0.05 M CaCl2



2 mm/min



0.05 M CdCl2



2 mm/min



N/A



Young’s modulus (N/m2)



References



6 mm/sec



108,000 F 2000



187



6 mm/sec



188,000 F 7000



187



3 mm/min



195



5 mm/min



110,000 (estimated from ﬁgure) 120,000 (estimated from ﬁgure) 48,000 (estimated from ﬁgure) 80,500 (estimated from ﬁgure) 10,000



186



N/A



5 mm/min



36,000



186



N/A



5 mm/min



14,000



186



0.1 M KCl



2 mm/min



290,000



167



1.5% (wt/vol) Na4P2O7



3 mm/min



27,500 (estimated from ﬁgure)



157



The cation aﬃnity series for pectin gel was reported as [184]: Cu2þ > Cd2þ > Ba2þ > Ni2þ > Ca2þ > Co2þ > Mn2þ For gellan gum gel, when monovalent cations were used to initiate gelation, the strength of the resulting gel increased in the order: TMAþ ðtetramethylammoniumÞ < Liþ < Naþ < Kþ < Csþ < Hþ In the case of divalent cations, the order was [167]: Mg2þ ; Ca2þ ; Sr2þ ; Ba2þ < Zn2þ < Cu2þ < Pb2þ At a crosshead speed of 3 mm/min, agar and carrageenan had almost the same Young’s modulus at the same concentration, and their Young’s moduli increased in a similar way. However, gel response under larger deformation exhibited considerable diﬀerences [195]. It was demonstrated that the rheological properties of deacetylated gellan gels are superior to those of other common polysaccharide gels such as agar, n-carrageenan, and alginate at similar concentrations [37,164].



195 184 184



IV. HYBRID GEL/COATING/FILLER There is an increasing tendency to improve polysaccharide gel properties by incorporating other polysaccharides, polymers, or ﬁllers into the primary polysaccharide gel, or by applying a coating layer to the gel to enhance its mechanical, physical, and chemical properties, or to control the retention or release of various encapsulants.



A. Fillers The addition of ﬁller to a polymer network, like a gel, can alter many of its physical characteristics. The changes that might occur due to the presence of a ﬁller in a primary polysaccharide gel are: Increase in density and mechanical properties in terms of hardness, elasticity, shear resistance, and tensile strength Magnetized matrix Reinforcement of gel Nutritional supplement Increased gas permeability. The ﬁllers that have been added to polysaccharide gels can be classiﬁed into mineral, metallic, and organic ﬁllers. Mineral ﬁllers such as activated carbon, silica, kaolin, calcium carbonate, and celite were applied for the purpose of reinforcing the matrix. Carbony iron powder and Fe2O3 are used to modify the density, or impart magnetic properties to the gel matrix. Although organic ﬁllers such as
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starch, skim milk powder, or collagen are mostly used as nutrient sources for entrapped cells, additional advantages sometimes occur, such as increased mechanical strength. A summary of ﬁllers that have been applied in polysaccharide gels containing cells is shown in Table 4. When Leuconostoc oenos or Lactobacillus was immobilized in carrageenan, the addition of silica gel to the carrageenan matrix improved operational stability in continuous fermentation. It was found that silica gel increased the half-life of immobilized L. oenos and induced a higher conversion rate of L-malic acid to L-lactic acid. This increase was explained by the increased gel porosity caused by the doped silica gel [201]. Tal et al. [200] demonstrated that freeze-dried alginate beads containing high concentrations of starch were found to have better mechanical properties than beads containing low concentrations of this ﬁller. Addition of mineral elements (silica and kaolin) to alginate solutions increased resistance to rupture, thus preserving the viability of somatic embryos at low relative humidities to a greater extent than other matrices [4,6]. It was demonstrated that the stability of alginate gel ﬁber was enhanced by adding celite and pectin [198]. To facilitate the recovery of chitosan–alginate microcapsules containing DNA, carbony iron powder was coencapsulated [199]. A dense, inert material such as Fe2O3 is sometimes added to carrageenan matrix to control the density of the gel beads [207]. For soil applications, clay and skim milk powder provide protection and nutrients in both alginate and ncarrageenan gel beads [205,206]. Addition of clay improved cell survival and mechanical strength of the gel matrix. These positive eﬀects were thought to be due to protection of the cells during drying and rehydration due to the protection provided by a clay layer around the cell, and resulting modiﬁed physicochemical characteristics of mi-



crobial populations [208]. Skim milk was added into bead formulations, providing a nutrient source that may increase activity, growth, and/or cell survival [203,206]. When Pseudomonas ﬂuorescens R2f cells were encapsulated in alginate beads amended with skim milk, higher survival rates were observed compared to either free cells or cells immobilized in alginate alone. Interestingly, even higher survival rates were observed when both bentonite clay and skim milk powder were added to alginate beads [204].



B. Mixed Gel Synergistic eﬀects may be observed when two polymers or polysaccharides are mixed, showing better performance than that of individual polysaccharide gel [209]. Various combinations of polymer and polysaccharide have been reported for diﬀerent applications, as summarized in Table 5. Some speciﬁc examples follow. The partition coeﬃcient of hydrophobic substrate to hydrophilic polysaccharide gel matrix was modiﬁed by the addition of hydrophobic silicone polymer to an alginate gel matrix [214–217]. Alginate matrix doped with colloidal silica showed higher strength than in its absence. The physical strength of the resulting mixed gel increased with the amount of colloidal silica added [212]. The sol–gel process is an approach used to synthesize porous silica glass at room temperature. This process has been widely studied in the past decade to entrap a large variety of biological materials, including enzymes, antibodies, antigens, DNA, RNA, regulatory proteins, membrane-bound proteins, and whole cells [225,226]. Rietti-Shati et al. [223] combined the sol–gel process with alginate entrapment to conﬁne Pseudomonas in alginate–silicate mixed gel. In their experiment, cell-loaded calcium alginate beads were ﬁrst prepared by droplet extrusion. The resulting beads



Table 4 Fillers Used in Polysaccharide Gels Containing Cells Filler/gel Alumina/alginate Activated carbon/alginate or acrylic/silicone/alginate Celite pectin/alginate Kaolin/alginate Carbony iron powder/alginate Starch/alginate Silica gel/carrageenan Skim milk/alginate beads Skim milk powder/alginate Skim milk powder/alginate Clay/alginate Skim milk powder/clay/alginate Clay/alginate or carrageenan Skim milk/alginate or carrageenan Clay/skim milk/alginate or carrageenan



Cell



Purpose



References



Cephalosporium acremonium Sewage sludge Yeast cell Carrot somatic embryos DNA Pseudomonas sp. L. oenos or Lactobacillus Enterobacter sp. Azospirillum Pseudomonas ﬂuorescens



Cephalosporin C production Improve matrix gas permeability, density, and mechanical strength Good mechanical strength Artiﬁcial seeds Magnetize matrix Matrix enhancer and carbon source Malolactic fermentation in wine Soil application Soil application Soil application



198 4, 6 199 200 201 202 203 204



Bacteria



Soil application



205, 206



196, 197
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Table 5 Mixed Gel Material Agar–polyethyleneimine Agar–poly-L-lysine Agarose–collagen



Cell



Purpose



References



Rhodobacter sphaeroides R. sphaeroides Human breast adenocarcinoma cells MIN 6 cells



Hydrogen production Hydrogen production Inhibit renal tumor growth



45, 45 210



Insulin production



211



MIN 6 cells



Insulin production



211



Enhance mechanical property Sustained release of adenovirus



212 213



Alginate–gellan Alginate–polyurethane



Saccharomyces cerevisiae Recombinant adenoviruses (rAds) Carrot somatic embryos Sewage sludge



4–6 197



Alginate/silicone prepolymer



Pichia pastoris



Alginate/silicone prepolymer



Nocardia corallina



Alginate/silicone prepolymer



Nocardia corallina



Alginate/polyacrylate Alginate/PEG



Mammalian cell Hybridoma cell



Alginate/PEG acrylate Alginate/PVA Alginate/PVA-SbQ



Islets of Langerhans Yeast cells Nitrogen-reducing microorganism Activated sludge Chlmydomonas reinhardtii Chlmydomonas reinhardtii



Artiﬁcial seeds Improve matrix gas permeability, density, and mechanical strength Enhance partition coeﬃcient of hydrophobic substrate Enhance partition coeﬃcient of hydrophobic substrate Enhance partition coeﬃcient of hydrophobic substrate Enhance mechanical property Minimize cell leakage and high-density growth Maintain integrity of gel Stronger mechanical strength More stable and stronger gel



Agarose–poly (N-p-vinylbenzyl-Dmaltonamide-co-SU) Agarose–poly(N-p-vinylbenzyl-Dlactonamide-co-SU) Alginate/colloidal silica Alginate/gelatin



Alginate–poly(N-vinyl pyrrolidone) Alginate/PVCL (poly-vinylcaprolactam) Collagen–alginate/ poly-L-lysine/alginate Alginate–silicate n-Carrageenan–gelatin n-Carrageenan – locust bean gum



Chitosan–konjac ﬂour Gellan–xanthan



GH3 rat pituitary tumor cell Pseudomonas Aerobic and anaerobic communities Propionibacterium freudenreicgii Biﬁdobacterium longum Scenedesmus bicellularis Biﬁdobacteria



were then air-dried on ﬁlter paper followed by incubation with a mixture of hexane and silicate monomer tetramethoxysilane for 1 day at room temperature. During the incubation, tetramethoxysilane penetrated into alginate matrix, using the gelled water for its hydrolysis. The resulting polymerization of the hydrolyzed tetramethoxysilane led to the formation of an alginate–silicate interpenetrating gel network. Unfortunately, entrapped cells were inactive following entrapment. Limitations of the alginate matrix on the growth of hybridoma cells were minimized by creating a polyethylene glycol (PEG)–alginate interpenetrating network with radial pores. The radial pores provide a means to distribute



214,215 216 217 218 74,219 220 221 10,185



Better physical property Improve mechanical stability Improve mechanical stability



9 51 51



GH3 rat pituitary tumor cell



222



Atrizine degradation Degrading trichlorophenol



223 144



Production of propionic acid and acetic acid Dairy product Wastewater biotreatment Dairy process



224 146 157 156



cells within the bead with access to radial diﬀusion channels, minimizing local diﬀusional limitations expected with dense cell masses. PEG–alginate hybrid gels are thought to provide a void network for high-density cell growth within a gel matrix, while at the same time minimizing cell leakage [219]. Alginate–PEG acrylated hybrid gel encapsulating islets of Langerhans showed greater mechanical stability compared to alginate alone. This hybrid gel was stabilized both by calcium–alginate ionotropic interactions, and through the crosslinking of PEG by photoactivated free radical polymerization. The major advantage anticipated with the double-complexed alginate hybrid gel was enhanced chemical stability due to the presence of covalent
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bonds. Encapsulated islets were viable and demonstrated insulin secretory function [220]. Polyvinyl pyrrolidone–alginate hybrid gel was prepared to immobilize Chlamydomonas reinhardtii for the purpose of nitrate consumption and removal from nitratecontaminated water [51]. PVA bearing photosensitive stilbazolium groups blended with alginate were applied as carrier in a denitriﬁcation process. The hybrid gel showed a longer lifespan compared to alginate alone [10,185]. Polyacrylate was incorporated into alginate gel matrix to entrap mouse–mouse hybridoma cells. The resulting mixed gel showed minimized gel destruction in a ﬂuidized bed reactor [218]. In order to lower the gellan gum setting temperature, a small amount of xanthan was added to entrap temperature-sensitive Biﬁdobateria to be used in food products or health supplements. The encapsulated cells showed high tolerance to an acidic environment [156], simulating the conditions that the cells would be exposed to in the stomach. A mixed microbial population degrading 2,4,6-trichlorophenol produced biogas, which, when trapped in n-carrageenan, caused the beads to be buoyant and thus ﬂoat in a bioreactor. Gelatin, which is a common cell



Table 6



medium additive, was then added to the gel. As the cells consumed the gelatin, the gel became more porous, liberating the biogas and reducing the tendency of the beads to ﬂoat [144]. The rheological and mechanical properties of a polysaccharide gel can be enhanced by mixing with another polysaccharide, such as galactomannan, which includes locust bean gum, carob bean gum, tara gum, and guar gum [227]. Locust bean gum, extracted from the plant Ceratonia siliqua, has been blended frequently with ncarrageenan [145,146,224]. Carob bean gum has also been incorporated into carrageenan beads to improve bead strength and stability in a bioreactor [228,229]. Guar gum, from the bean plant Cyamopsis tetragonobus, is a highly substitute galactomannan. Although no signiﬁcant enhancement of properties has been observed in mixtures with n-carrageenan [230], synergistic aﬀects with n-carrageenan–tara gum [231], xanthan–guar gum [232], and agarose–guar gum gels [186] have been reported.



C. Coating Xerotransplantation is an application that requires the introduction of mammalian cells into a host. To immuno-



Coating Materials Used in Cell Immobilization



Core materials/coating materials Agarose/polystyrene sulfonic acid/ polybrene/carboxymethyl cellulose Alginate/urethane prepolymer (ENT-2000 or PU-6) Alginate/glycol chitosan Alginate/collagen Alginate/sol–gel-based siliceous layer Alginate/poly-L-ornithine/alginate Alginate/alginate Alginate/ethylene-vinyl acetate–acrylic acid terpolymer Alginate/paraﬃn Alginate/polyorganosiloxane Alginate/glycidyl methacrylate N-vinylpyrrolidinone copolymers-2-hydroxyethyl methacrylate-methacrylic acid copolymers Alginate/Eudragit RL 100 Alginate/PEI/polyacrylacid acid/CMC/alginate Ba-alginate/polyacrylic acid Agar–trimethylammonium glycol chitosan iodide (TGCI) Alginate and urethane polymer Alginate/polyurea



Cell



Purpose



References



Pancreatic B cell line MIN6



Biohybrid artiﬁcial pancreas



233,



Baker’s yeast



Increase cell viability in organic solvent Immunoisolation Mammalian cell carrier



234



Better mechanical property Immunoisolation



236 237



Prevent cell leakage An artiﬁcial seed



238 239



Guinea pig red blood cells



Immunoisolation



240



Erythrocytes Pancreatic islets



Immunoisolation Immunoisolation



241,242 243



Parathyroid tissue of pig Rhodobacter sphaeroides



Xerotransplantation Hydrogen production



244 45



Hybridoma cells



Monoclonal antibody production Hydroxylation of progesterone



245



Islet Human liver (CCL-13) and mouse ﬁbroblast (L929) cell HepG2 cells Coencapsulation of rat islets and Sertoli’s cells Yeast cells Horseradish hairy roots



Aspergillus ochraceus



118 235



246
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isolate the implanted cells, a selective permeable coating is commonly applied to the capsule. Coating of gel capsules is also intended to control or reduce cell release, but also to increase mechanical and chemical properties of the gels [57]. Various coating materials have been used with this purpose as outlined in Tables 2 and 6. Encapsulation of tissues or cells within a semipermeable membrane presents opportunities for cell implantation or transplantation because the membrane permits the passage of low-molecularweight substrates, such as oxygen, nutrients, metabolites, and cell-generated hormones and other products, but not passage of high-molecular-weight immune response antibodies and complements. Polyion complexes are commonly used as coating material. Alginate can form polyion complex with glyco chitosan, which is a positively charged polysaccharide and is water-soluble at pH 7.4. The number of layers of glycol chitosan–alginate polyion complex was optimized to protect encapsulated islets from host immune reaction [118]. Alginate beads containing hybridoma cells were coated with urethane polymer, showing enhanced gel strength and reduced cell leakage compared to that of uncoated beads [245]. Kanda et al. [234] showed that yeast encapsulated in alginate can be eﬀectively protected from the toxicity of organic solvent by coating with a polyurethane layer derived from hydrophilic photo-crosslinkable resin prepolymer (ENT-2000) and hydrophilic urethane prepolymer (PU-6). Encapsulated yeast were used for the stereoselective reduction of ethyl-3-oxobutanoate to ethyl-(S)-3-hydroxybutanoate in isooctane. Double entrapment ensured yeast viability in isooctane, whereas single entrapment did not provide the needed protection. Houng et al. [246] coated alginate beads with polyurea with the aim of increasing substrate partition coeﬃcient from biphasic media to alginate matrix. Chitosan has been reported to increase the mechanical resistance of alginate gel through ionic interactions [247,248]. Hence, Serp et al. [72] showed that the mechanical strength of alginate beads could be doubled by coating with 5–10 kDa chitosan. In addition, coated beads resulted in reduced loss of cells. Poly(methylene coguanidine) was used as a novel material for the coating of alginate–cellulose sulfate microcapsules containing islet cells [87,249].



V. MASS TRANSFER It is often important to know the mass transport properties of substrates and products within gel beads to be able to predict or improve the growth or productivity of immobilized cells. There are several excellent reviews on the subject [33,250–252]. Measurements of eﬀective diﬀusivities for substrate or metabolic products within polysaccharide gels in the form of beads or membranes have been widely reported [207,252–263]. Experimental methods were classiﬁed into two main approaches: steady-state and nonsteady-state measurements, which can be further subdivided into ﬁve main methods [251]. In steady-state
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measurement, a diaphragm cell with two well-mixed compartments separated by a gel disc is used, where a pseudosteady-state diﬀusional ﬂow is established (method I), yielding the eﬀective diﬀusion coeﬃcient De [253]. In nonsteady-state measurements, the diﬀusion of solutes is recorded by concentration changes in the supernatant ﬂuid. The diﬀusion coeﬃcient (D) and partition coeﬃcient (k) are then obtained. Nonsteady-state measurements can be carried out in a time lag diaphragm cell [254] (method II), nonsteady-state diﬀusion out of a gel sphere or disk into an inﬁnite solution [256] (method III), nonsteady-state diﬀusion into gel spheres [257,261] (method IV), or gel slab from a ﬁnite solution [262] (method V). For the case of diﬀusion in gels containing cells, Westrin and Axelsson [251] described two theoretical approaches. The ﬁrst approach is to regard the cells as impermeable to the diﬀusing solute, or to assume a very low value of the eﬀective diﬀusion coeﬃcient within cells. The second approach considers the possibility of a significant diﬀusional ﬂux through the cells, and the eﬀective diﬀusion coeﬃcient within cells (Dc) will thus be an additional parameter. They indicated that the ﬁrst approach is the most common and has the advantage of not requiring Dc values. However, the second is a more general approach because setting Dc to zero is equivalent to the ﬁrst approach. There are four models (exclusion models, models of suspended impermeable spheres, capillary models, and empirical models) developed based on these two theoretical approaches with diﬀerent assumptions. Their mathematical representation is shown in Table 7. Korgel et al. [253] examined the eﬀective diﬀusivity of galactose in calcium alginate beads containing cells. The results were compared with other literature data, and it was found that the random pore model originally developed by Wakao and Smith [264] was the best model to predict the eﬀective diﬀusivity of the sugar in the cell-loaded gel. More recently, Mota et al. [265] proposed a homogeneous porous media model, in which tortuosity terms (Tc and Tg for cell and gel) were introduced to take into account the eﬀects of cell and gel matrix on eﬀective diﬀusivity. In the case of solute transport in cell-free polymer gel, Muhr and Blanshard [266] pointed out that the polymer may inﬂuence solute diﬀusion in a variety of ways: The longer path length and reduced free volume for solute diﬀusion due to the presence of impenetrable and slow-moving polymer chains. Increased hydrodynamic drag of the polymer–solvent interface on the moving solute molecules. Altered solvent properties due to the presence of impenetrable and slow-moving polymer chain. The polymer may be involved in the shearing of polymer–solvent and polymer–solute bonds and bending of polymer chain during solute diﬀusion. A better understanding of the parameters governing solute diﬀusion within the polysaccharide gel matrix and the way by which gel matrix aﬀects diﬀusion has been approached through the development of a number of mathematical expressions to model solute diﬀusion in
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Table 7 Models Predicting the Dependence of Eﬀective Diﬀusion Coeﬃcient on the Cell Concentration Model



Equation



References 251



Models of suspended impermeable spheres



De ¼ 1  /c De0 De 1  /c ¼ De0 1 þ ð/c =2Þ



Models of suspended permeable spheres



De 2=Dc þ 1=De0  2/c ð1=Dc  1=De0 Þ ¼ 2=Dc þ 1=De0  /c ð1=Dc  1=De0 Þ De0



251



Capillary models



De ¼ ð1  /c Þ2 De0 Fit experiment data to a second-order polynomial De 1 ¼ De0 1  2:23/c þ 1:40/2c De ec ec ¼ ¼ De0 TR Tc ðec Þ  Tg ðec Þ



251



Exclusion model



Empirical models Random pore model Homogeneous porous media model



251



251 253 265



De is eﬀective diﬀusion coeﬃcient in gel; De0 is eﬀective diﬀusion coeﬃcient in the parts of a cellcontaining gel that are not occupied by cells; Dc is eﬀective coeﬃcient in cells (m2/sec); /c is the cell volume fraction of gel; /p is the polymer volume fraction of gel; ec = 1  /p is the gel void fraction (porosity); Tg is tortuosity of gel matrix (e.g., the molecule path tortuosity in a gel matrix for a deﬁned structure and a deﬁned diﬀusing molecule); Tc is tortuosity due to the presence of cells.



hydrogels. These models, based on either free volume theory, hydrodynamic theory, obstruction theory, or combined obstruction and hydrodynamic eﬀects, were reviewed and tested against literature data [267]. Amsden separated these models into those that are best suited to homogeneous hydrogels consisting of ﬂexible polymers and those applicable to heterogeneous hydrogels, made up of rigid polymer chains. A scaling hydrodynamic model best described solute diﬀusion data with homogeneous gels and obstruction models best described data with heterogeneous gels. Diﬀusion coeﬃcient data for speciﬁc solutes in polysaccharide gels, as reported in the literature, are often inconsistent and thus diﬃcult to compare from case to case. A large part of these diﬀerences in results from laboratory to laboratory may be explained by the fact that the polymers used to form gels and coatings are natural materials, and, as such, vary widely in terms of their quality, purity, molecular weight (even from batch to batch), and chemical composition (guluronic acid content and guluronic block size in alginate, degree of deacetylation for chitosan, etc.). In addition, there are often subtle diﬀerences in the methodologies used to form the gels, such as concentrations of polymers, use of counterions and their concentration, type of buﬀer, pH, temperature, and length of gelation period. All of these factors can play a role in determining the structure of the resulting gel and, as a result, the diﬀusion characteristics. There is deﬁnitely a need within the discipline to chemically characterize and standardize the polymers being used, and their methodology of gelation and coating.



VI. IMMOBILIZATION EFFECTS ON CELL PHYSIOLOGY There are many examples in the literature which demonstrate that cell physiology and morphology are aﬀected by immobilization. The factors that may contribute to these changes include: diﬀerent microenvironments (such as ionic strength, ionic charges, pH, and water activity) created by the gel matrix compared to that which cells encounter in suspension culture, physical stress exerted by closely packed growing cells on one another, and mass transfer limitation (oxygen, substrate, and product) imposed by the gel matrix [57,206,268]. Because polysaccharide gels are generally regarded as biocompatible, the factor that most likely inﬂuences cell behavior would be mass transfer limitation, which leads to oxygen, nutrient, and product gradients through the gel matrix. This can be seen by the spatial cell distribution changes through the gel matrix before and after fermentation [269,270]. There is always controversy over the eﬀect of immobilization on cell physiology and performance, and the mechanisms behind cell behavioral alterations upon immobilization are often poorly described. Thus, the eﬀects may be considered on a case-to-case basis. Encapsulation techniques may lead to changes in the physicochemical properties of the microenvironment, inﬂuencing cell metabolism. Gillet et al. [271] observed that immobilization of plant cells could substantially enhance the production and removal of scopolin. Scopolin-producing cell suspensions accumulate scopolin within cytoplas-
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mic compartments, and cell disruption was necessary to recover this product. In contrast, cells immobilized in alginate excreted considerable amounts of scopolin, which diﬀused out of the gel matrix into the culture media without the need to disrupt the cells. Immobilized cells were morphologically and physiologically distinct. For example, a spherical cell shape was more frequently encountered with immobilized cells in contrast to suspension cultures in which the cells were more likely to be elongated. Results similar to that described above were observed, with other types of immobilized cell lines, in which immobilization enhanced excretion of metabolites: Streptomyces aureofaciens in n-carrageenan [272], Gibberella fujikuroi in alginate [273], and Solanum aviculare in alginate [274]. The type and concentration of gel may also aﬀect the growth of the immobilized cells. Walsh et al. [275] observed that S. cerevisiae demonstrated elongated and lens-shaped microcolonies in alginate beads produced by external gelation, in which the alginate concentration increased from the core to the periphery of the gel bead. In contrast, S. cerevisiae demonstrated spherical microcolonies in alginate beads formed by internal gelation, in which the alginate concentration was uniform throughout the bead, whereas S. cerevisiae showed nonspherical and irregularshaped microcolonies in carrageenan gel beads. hTC3 cells experienced a short hindrance in their metabolic and secretory activity due to growth inhibition after entrapment in alginate with a high guluronic acid content. In contrast, hTC3 cells encapsulated in alginate with a high mannuronic acid content showed rapid cell growth [276]. The ciliated protozoan Tetrahymena thermophila, entrapped in solid alginate beads, survived but was incapable of growth. However, when encapsulated in hollow alginate spheres, Tetrahymena grew well, reaching 0.9  107 cells/mL [277]. Immobilization could have either positive or negative eﬀects on product formation [278]. Alginate-encapsulated Azotobacter showed around 60 times higher nitrogenase activity than that of free cells [279]. Dembzynski and Jankowski found that Lactobacillus rhamnosus showed lower cell productivity in alginate/starch core capsules than in free cell culture. Mass transfer limitation was found to account for this decrease [132]. Immobilized cells showed better resistance against toxic compounds such as alcohol [280], external pH [281], repressor [282], or toxic hydrocarbon substrate [283]. This could be explained by the mass transfer limitation imposed by the immobilization matrix. Cell populations often exhibit better plasmid stability upon encapsulation than suspended cells [284]. This improvement was explained by restricted growth in the gel beads that prevented plasmid loss.



VII. MODELING OF IMMOBILIZED CELL SYSTEMS Immobilization matrices impose mass transfer resistances involving substrates and products. Conﬁned cells may thus
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exhibit reduced growth and productivities, growth rates and cell densities that are dependent on time, and their position in the gel matrix. The microenvironments created by a gel matrix are likely diﬀerent than that experienced by free cells, leading to changes in cell physiology, growth, and biocatalytic activity. The overall eﬀect of immobilization on the cell behavior can be estimated using an eﬀectiveness factor. This eﬀectiveness factor for immobilized cells is based on steady-state reaction diﬀusion models with the assumption of a homogeneous distribution of cells over the carrier [285]. In the case of growing immobilized cells, a calculation of the eﬀectiveness factor is coupled to a transient reaction–diﬀusion model, which leads to a timedependent eﬀectiveness factor [285]. Prediction of the behavior of immobilized cells within polysaccharide gel, including its growth, substrate consumption, and product formation, is necessary for the understanding, design, and optimization of immobilized cell systems. Therefore, diﬀerent models have been developed and subsequently reviewed by Willaert and Baron [33]. In their review, the models used to describe the growth of single cells and their production kinetics were classiﬁed into the unstructured model, in which no intracellular components are considered, or the structured model, in which intracellular components are considered. The unstructured model is commonly used [286,287]. The structured model was developed by Monbouquette and Ollis [288]. In their study, intracellular RNA was used as a marker to reﬂect the physiological state of bacteria, hence intrinsic biocatalytic activity. Alternatively, various models can be classiﬁed into steady-state, dynamic, and pseudo-steady-state models [33]. Early models only considered steady-state concentration proﬁles in a gel matrix when cell mass varied slowly or was uniform throughout the gel [289,290]. Although sometimes useful for design, steady-state models cannot describe the transient conditions of startup or be responsive to changing bioreactor conditions [33]. Dynamic models then are designed to predict the evolution of substrate, product, and cells with time. Factors that have been taken into account in the dynamic models are cell growth, reaction and mass transfer of solutes involved, and biomass leakage. Most of those models were constructed based on the ﬁrst one or two factors [281–294]. Only a few models considered biomass leakage [295–297], although cell losses due to leakage have been found experimentally [298,299]. Diﬀerent models to describe polysaccharide gel-entrapped cell systems were constructed and supported by experimental results. However, their capability to extrapolate results are an issue [300]. More recently, Laca et al. [297] developed models by coupling cell growth and substrate consumption that occurred in both the gel matrix and liquid medium. To obtain a more generally applicable model for cells immobilized via various approaches, they introduced the ‘‘pore diﬀusion model’’ and the ‘‘homogeneous model.’’ The former model takes the cell carrier as a heterogeneous structure with uniformly distributed pores, and the external transfer resistant of substrate is regarded as zero. This model is
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more applicable for cell conglomerate or adsorbed cell systems. The later model takes the cell carrier as a continuous medium through which diﬀusion is occurring, which is more suitable in describing cells conﬁned in microcapsules and polysaccharide gels. When applied to cells conﬁned in microcapsules, the external transfer resistance of substrate is regarded as nonzero, whereas in the case of polysaccharide gel entrapment, the external transfer resistance of substrate is regarded as nonzero. In all cases, external transfer resistance of immobilized cells is nonzero. When establishing the mass balance of cell and substrate for their models, they treated cell mass change in the same way as that with substrate by introducing the term ‘‘cell diﬀusivity,’’ which allows the consideration of position change of cells incorporated in the ﬁnal model. By inserting diﬀerent initial and boundary conditions of mass concentration and substrate concentration, and by considering the diﬀerent external resistances to biomass and substrate in diﬀerent immobilization techniques, those two general models (pore diﬀusion and homogeneous model) have been demonstrated to be suitable in describing the diﬀerent types of cell immobilization techniques. Dynamic modeling to describe transient behavior may be reduced to what is described as ‘‘pseudo-steady-state’’ modeling [295,301], where growth and substrate consumption and/or product formation rates are treated separately. This approach is valid when the time scale for growth is much larger than the time scale for consumption and product formation [33]. Under these conditions, the system of partial diﬀerential equations is reduced to ordinary diﬀerential equations facilitating numerical solution.



VIII. CONCLUSIONS As described above, cell encapsulation in polysaccharide gel has been extensively used in biocontrol, bioremediation, agriculture, metal uptake, and wastewater nutrient removal. Most recently, considerable eﬀort has been made to develop alginate-based microcapsules as gene therapy delivery system, in which a cell is engineered to secrete a therapeutic agent for treatment of various diseases. A number of improvements of the physicochemical and mechanical properties of polysaccharide gels have been made, in which polysaccharide gels were doped with various ﬁllers, or copolymerized with other polymers or polysaccharide gel to form mixed gels, or coated with other polymers. Properties of polysaccharide gels, with or without cell, such as mechanical property and mass transport property, which are important for its application, have been widely investigated. Approaches to measure eﬀective diﬀusivities and mechanical property were reviewed in this article. Models that have been developed to describe substrate or metabolic products transport in polysaccharides have been outlined and compared. The eﬀect of immobilization on cell physiology and morphology has been given, and the overall eﬀect of immobilization on cell behavior has been evaluated by
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eﬀectiveness factors. With the aim of understanding the design and optimization of immobilized cells, models to describe the growth of single cells and their production kinetics, including its growth, substrate consumption, and product formation, have also been reviewed in this article.
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I. INTRODUCTION Plant biomass, this many splendored thing, has nurtured mankind since the birth of Homo sapiens, whose standard of living and health increased dramatically when he was able to use ﬁre by burning plant matter approximately 500,000 years ago. The application of wooden hand tools introduced the next development phase, agriculture (fA.D. 5000). This led to a steadily increasing supply of foodstuﬀs and still no ﬁnal limiting barriers can be seen. Wood became a very interesting product for building houses, ships, and many other gadgets. With the invention of paper (A.D. 105), writing obtained a new dimension and introduced the communication age, which like all other progresses is not completely free of problems. With the depletion of the world oil reserves in the 21st century [1], plant biomass will again become the main resource for the production of transport fuel, organic chemicals, and plastic materials. According to Whittaker and Likens [2] and Larcher [3], there is, with 117.5 billion tons per year, a large growth of plant biomass on the continents of Earth (Table 1). High mean annual yields are produced in tropical rain forests, other woods, savannas, and steppes (22.0, 11.6, and 9.1 tons ha1 year1). Agricultural plantations with 6.5 tons ha1 year1 take only fourth place. The question arises: Is there enough land to cultivate food for the growing world population? The main nutrients (Table 2) are carbohydrates in the form of saccharides and polysaccharides, fat, and protein, which sum up to a daily consumption of approximately 500 g, this being equal to an energy content of 10,000 J per person. Roughage (f10 wt.%), fruits, vitamins, and mineral compounds have not been taken into consideration. Nevertheless, the world population,



which may grow to 10 billion people in this century, would need 1.8 billion tons of foodstuﬀs per year—an amount not easy to supply. Table 3 gives the content of water, carbohydrates, fat, and protein [6] for several important foodstuﬀs, as well as their yields in tons per hectare and year. The average harvest yields in 1999 are taken from the FAO yearbook [7]. However, it must be considered that these values have an enormous range both with regard to the year for these harvests and also the climate where the harvests were yielded. In Austria, the wheat productivity [9] between 1950 and 1999 grew from 2 to nearly 5 tons ha1 year1. But in 1999 in Europe, the diﬀerences [7] were still between 2.1 (Spain) and 7.3 tons ha1 year1 (Netherlands). However, more important is that high harvest results are only obtained by intensive fertilization and the use of herbicides. Through these methods, agricultural land and groundwater can be severely contaminated so that new agricultural policies in many parts of the world are required. From Tables 2 and 3, it can be estimated how much land is needed to produce, annually, 1.27  109 tons carbohydrates, 0.23  109 tons fat, and 0.32  109 tons protein to feed the future world population of 10 billion. In Table 4, two scenarios are drawn to reach this target approximately. Scenario I would need 14  108 ha, which is just about the total agricultural crop land of all continents on Earth. The land requirement of this scenario is mainly because of the uneconomical production of protein over the meat chain. In reality, the situation is even worse because in a large number of countries, where hunger prevails, the harvest yields are much below the world average. In addition, roughage, fruit, and so forth are not yet taken into account and, therefore, the solution of scenario I is not satisfactory. 893
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Table 1 Annual Net Primary Production of Plant Biomass as Dry Matter on the Continents Net primary production Vegetation Tropical rain forest Other woods Savannas, meadows, steppes, and tundra Agricultural crops Swamps, marshes, and inland waters Dry scrub land Deserts (shrub, dry and cold) Total



Area (106 km2 = 108 ha)



Range (tons ha1 year1)



Mean (tons ha1 year1)



Regional yield (109 tons year1)



17.0 31.5 22.0 14.0 4.0 8.5 42.0 149.0



10–35 4–25 0.1–20 1–40 1–60 2–15 0–4



22.0 11.6 9.1 6.5 17.0 7.0 0.4 7.8



37.4 36.5 20.0 9.1 6.8 6.0 1.7 117.5



Source: Refs. 2 and 3.



Scenario II obtains carbohydrates mainly from potatoes and wheat, fat from sunﬂowers, and protein from yeast (e.g., baker’s yeast). Meat and milk-like products can certainly be produced from yeast, at the same time reducing the danger of infection by foot and mouth as well as mad cow disease. In this scenario, the food requirements for the whole population can be met by 8  108 ha, leaving enough space for planting fruit and raising animals for those people who still do not accept vegetarianism in the near future. For the production of yeast, no land requirement is given in Table 4. The reason for this is that the biomass residue of cereal crop harvests, with f20  108 tons year1, is already more than enough raw material for conversion to sugars, from which the necessary amount of yeast can be obtained. In addition, there are large reserves of wood residues or short-rotation forestry plants that can be used for this purpose.



A. Major Plant Polysaccharides 1. Polysaccharide Growth For their growth, plants need a certain amount of light and live only in a relatively limited range of temperature and with a reasonable amount of water. Radiation, Temperature, and Humidity The light used by plants for photosynthesis is generously delivered by the sun. At midday, an energy inﬂux of 1.4 kW m2, the solar constant, is received at the outer



atmosphere. On a sunny day, only 0.90 kW m2 of this radiation energy reaches the ground at a medium degree of latitude. The position of the sun between day and night, clouds and fogs reduce this value to f0.20 kW m2 as an average annual value at 40j latitude (e.g., Philadelphia, USA; Toledo, Spain; Ankara, Turkey; and Beijing, China) for the large energy spectrum of 300–2200 nm. This adds up to 6.3 GJ m2 year1 [10]. If all this energy could be used by plants, a frightening 370 kg m2 year1 growth would be expected. However, the complicated photosynthesis system uses mainly two energy maxima: 700 nm (Photosystem I) and 680 nm (Photosystem II). Through the limited use of the radiation, the real maximum harvests lie much lower. Only 50% of the light has the photosynthetically active spectral range (PAR = 400–700 nm). Approximately 10% are lost through reﬂection, transmission, or absorption in inactive tissues. Another 30% are lost through side eﬀects (heat, ﬂuorescence, etc.) during assimilation. Photorespiration and dark respiration take the larger part of the remaining 10% [11]. One of the highest yields was obtained with algae in a nutrient solution tank, 14.3 kg m2 year1, corresponding to a dry-matter production of as little as 3.9% of the sun energy inﬂux [12–14]. The temperatures preferred by plants are between 5jC and 25jC. Only the oceans come close to these ideal temperature conditions. On the continents, strong daily or seasonal deviations are common. The frost-free regions are situated around the equator and include the tropical rain forests. Close to the Tropic of Cancer, occasional



Table 2 Mean Values of Human Consumption of the Main Nutrients Average consumption per person Nutrient Carbohydrates Fat Protein Total Source: Refs. 4 and 5.



Energy content (103 kJ kg1) 17.2 39.0 17.2



Daily (kJ)



Daily (g)



Annual (kg)



Consumption by 1010 people/year (109 tons)



6,000 2,500 1,500 10,000



349 64 87 500



127.4 23.4 31.8 182.6



1.274 0.234 0.318 1.826
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Table 3 Content of Water, Carbohydrate, Fat, Protein, and Average World Harvest Yields of Eight Important Foodstuﬀs Carbohydrates Foodstuﬀ



Fat



Protein



Harvest (tons ha1 year1)



Water (%)



%



tons ha1 year1



%



tons ha1 year1



%



tons ha1 year1



16.4 2.7 3.8 4.3 1.2 2.1 0.7 –



77.8 12.8 13.1 12.5 6.6 8.5 56 73.0



16.9 72.9 76.3 73.9 18.6 28.3 – 6.7



2.8 2.0 2.9 3.2 0.2 0.6 – –



0.1 1.8 2.2 3.8 49.0 18.3 25 1.2



0.02 0.05 0.08 0.16 0.59 0.38 0.18 –



2.0 10.9 7.2 8.5 22.5 34.3 16 16.7



0.33 0.29 0.27 0.37 0.27 0.72 0.11 –



Potato Wheat Rice, paddy Maize Sunﬂower seed Soybeans Meat Yeast, baker’s



Note: Meat includes poultry, beef, and pork in the relation of 30:30:40 wt.%, which corresponds approximately to the present world production. It is assumed that poultry and pigs are fed on maize, and cattle extensively through grazing (1.5, 1.06, and 0.4 tons meat per hectare and year, respectively). Source: Refs. 6–8.



the formation of carbohydrates is connected with the production of oxygen, O2. In a four-step reaction, the antennae pigments funnel the absorbed photons to the reaction center (P680), which becomes excited and gives an electron to a pheophitin molecule. From there, the electron is passed to the quinon, QA, and ﬁnally to the quinon QB. After a second electron absorption, the quinon QB moves freely until it produces an adenosine triphosphate. With this energy-rich compound, the assimilation of CO2 can begin. In the Calvin–Benson cycle, the pentose phosphate, ribulose-1,5-bis phosphate (RuBP), works ﬁrst as CO2 acceptor, whereby an unstable six-carbon molecule is formed. In a very fast reaction, this molecule is disintegrated into 3-phosphorus glycerinic acids (PGA). This reaction product contains three carbon atoms, which gives the expression of a C3 path for this type of CO2 assimilation. PGA is reduced by ATP and NADPH2 to glycerinealdehyde-phosphate (GAP), which belongs to a pool, from which higher carbohydrates (sugars, starch, hemicellulose, and cellulose, etc.) are formed. The synthesis pathway from C3 carbohydrates to higher saccharides seems an energy-saving way. This will



frosts occur, which make life hard for plants, especially as high absolute maximum temperatures of up to 58jC are measured (California, Mexico, and Libya). Some of the unproductive deserts also lie in this region. Around 40j latitude, cold winter regions are situated. The mean low temperatures are between 10jC and 40jC, to which plants have to adjust, but their productivity considerably drops compared to the region of the rain forests [15]. Approximately 12% of the land surface have less than 250 mm of rain per year, making agriculture very unsatisfactory [16]. Roughly, an equivalent area has more humidity but still a deﬁcit of rain. Under these conditions, the potential evaporation is higher than the actual rainfall. Large plant harvests are only reached when an amount of 1000 mm and more precipitation (including snow in winter) is furnished (Fig. 1). Photosynthesis During evolution, plants had to invent a most ingenious way to reduce nCO2 molecules to (CH2O)n, the carbohydrates. By the overall formula, nCO2 þ nH2 O ! ðCH2 OÞn þ nO2



ð1Þ



Table 4 Two Scenarios of the Use of Land for the Production of Food, per Year, for 10 Billion People Scenario I Foodstuﬀ Potato Wheat Rice Maize Sunﬂower Soybeans Meat Yeast Total



Scenario II



Land use (108 ha)



Carbohydrate (108 tons)



Fat (108 tons)



Protein (108 tons)



2 1 2



4.0 2.9 6.4



0.10 0.08 0.32



0.66 0.27 0.74



1 8



0.6 –



0.38 1.44



0.72 0.88



14



13.9



2.3



3.3



Land use (108 ha)



Carbohydrate (108 tons)



Fat (108 tons)



Protein (108 tons)



3 1 0.5



8.4 2.0 1.5



0.06 0.05 0.04



0.99 0.29 0.14



3.5



0.7



2.07



0.95



– 8



2.2 14.8



0.40 2.6



5.57 7.9
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must be considered. Other organic mass products (e.g., plastic materials and ﬁbers) will have to be manufactured from plant biomass.



Figure 1 Net primary production of plant biomass (kg m2 year1) versus precipitation (mm). (From Ref. 16.)



be mentioned again in the chapter on the disintegration of C6 sugars, whereby several C3 reaction products are formed. The Hatch–Slack–Kurtschak pathway diﬀers from the Calvin–Benson cycle. In this case, it is not C3 compounds that are formed, but an oxaloacetate, a C4 molecule. The ﬁxation of CO2 by phosphoenol pyruvate (PEP) and the PEP carboxylase are very eﬃcient. Much lower CO2 concentrations can be used as in the C3 path and the photorespiration is practically absent. Therefore plants following this C4 path in their assimilation usually have much higher biomass yields than C3 plants. 2. Polysaccharide Structures The large variety of monomeric sugars enables the formation of an enormous number of polymeric species. Of these, only a limited selection can be considered for technical application. In this chapter, a further reduction to very few polysaccharides is made, for which the main reasons are as follows: 



The overproduction of food in the industrialized countries suggests that new uses for agricultural land, outside the usual food and feed line, should be found. For this purpose, the main plant polysaccharides (cellulose and hemicellulose) are a promising resource.  The latter problem can only be solved by the mass production of plant materials (e.g., short-rotation forestry, fast-growing annual plants) and/or the use of agricultural waste products (e.g., straw).  Petrochemically derived car fuel must be substituted by biofuels (e.g., ethanol) in this century. In developing countries, this alternative fuel should be produced immediately.  In the future, because of the increasing demand for paper, environmentally advantageous processes



These requirements can be fulﬁlled by three polysaccharides, the main plant constituents: starch, cellulose, and hemicellulose (polyoses). Starch is only brieﬂy described because hydrothermal treatment of this compound is usually not necessary and its cost as a large-scale commodity is still relatively high. Starch Starch serves as a polysaccharide energy reserve in many plants. It is formed only by a-D-glucose units and therefore belongs to the ‘‘glucans.’’ In amylose, the glucose is linked chainwise in the (1–4)-position. The repeating unit is h-maltose. It is important that h-maltose crystallizes with one water molecule, whereas h-cellobiose, the repeating unit of cellulose, crystallizes without water. Obviously, the intermolecular H bonds of the latter already indicate the ability to form higher structures as manifested in cellulose. In contrast to this, starch remains amorphous when it is completely dry. The two compounds of starch, amylose (frequently 20–25%) and the strongly branched amylopectin, are responsible for its hydrophilic nature. The nonﬁbrous structure of starch indicates a higher energy content, easier penetration of water, and with it, a much facilitated hydrolytic attack by enzymes, for example. This is also the reason why pretreatment or fractionation of starch is usually not necessary. Starch yields, taken as total carbohydrates in grain and potatoes, lie on an average in the world between 2.0 and 3.2 tons ha1 year1 (Table 3). These values are relatively low, so that starch most probably cannot compete with over 20 tons ha1 year1 of biomass growth, which can be obtained without diﬃculty in warm and moderate regions of the world. The situation is diﬀerent when starch can be directly used. At the end of the last century, approximately 13 million tons were produced worldwide to obtain glues, carriers, emulsiﬁers, humidity buﬀers, and so forth [17]. Cellulose Cellulose is the most important glucan. The repeating unit of this homopolymer saccharide, the cellulose, is cellobiose, which consists of two glucose molecules (Fig. 2a). The macromolecular chain containing only a-D-glucose is formed by h-(1–4)-glycosidic links (Fig. 2b). For detailed structural studies, see also the contributions of Kajiwara and Miyamoto [18], Zugenmaier [19], Ogawa and Yui [20], and Tvaroska and Taravel [21] and the relevant articles in this book. Cellulose is produced annually by plants on the continents in the enormous amount of f50  109 tons. Compared with this ﬁgure, the yearly (1998) crude oil delivery (3.5  109 tons), iron and steel manufacture (1.4  109 tons), and paper and cardboard production (0.29  109 tons) are very modest amounts. In most plants, cellulose contributes up to 50% of the total dry-matter content. The glucose molecules in the cellulose (Fig. 2c) can rotate; therefore, the OH groups can form H bridges both
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Figure 2 Stereochemical formula of cellobiose and cellulose. (a) Cellobiose; (b) segment of cellulose; (c) two sections of cellulose chains and their intermolecular and intramolecular bonds.



within its own molecule (intramolecular) and also with the neighboring chain (intermolecular). This leads to a very rigid structure responsible for the surprising stability of the plants. In Fig. 3, three possible forms of cellulose microﬁbrils are shown [22]. A low degree of crystallinity is given in Fig. 3a and a high degree of crystallinity in Fig. 3b. Figure 3c shows the cellulose molecules in a folded conﬁguration. Kajiwara and Miyamoto [18] showed that the most probable conﬁguration of cellulose is a ‘‘rather extended chain structure.’’ Especially the great number of intermolecular H bridges indicates the diﬀerence between starch and cellulose. To degrade cellulose, water temperatures of f250jC or strong acids are needed. The enzymatic attack requires speciﬁc pretreatment methods; otherwise, the sacchariﬁcation yields are dramatically low. Hemicelluloses (Polyoses) Hemicelluloses [23] are not built as uniformly as cellulose. The main structures of the polyoses contain C5



sugars such as xylose (xylans or pentosans), mannose (mannans), or galactose (galactans). All hemicelluloses have side chains or groups like a-D-4-O-methyl glucuronic acid, galactose, or arabinose and acetyl units. In Table 5, the sugar units of the hemicelluloses and their abundance in hardwood and softwood are given. Xylans As shown in Fig. 4a, a hardwood xylan exhibits, with its a-D-O-methyl glucuronic acid and acetyl groups, a molecular construction that does not allow the formation of tightly packed ﬁbrils. The homopolymer backbone of xylose units is linked by h-(1–4)-glycosidic bonds. In softwoods, arabino-4-O-methylglucuronoxylans are usually found (Table 5). Mannans In coniferous trees, xylans are present to a much lesser degree than glucomannans (Table 5). A glucomannan from softwoods is depicted in Fig. 4b. Sometimes the term
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Figure 3 Cellulose ﬁbrillous structures: (a) low crystallinity; (b) high crystallinity; (c) folded models. (From Ref. 22.)



‘‘mannan’’ is used only for compounds that contain at least 85% of mannose units [26]. However, in this case, hemicelluloses that have also a lower mannose content are counted as mannans. Galactans This type of hemicellulose usually occurs in woods only to the amount of 0.5–3%. But there are exceptions: in the heartwood of larches, 10–25% may be represented by this hemicellulose (Fig. 4c). Generally speaking, the side chains of the hemicelluloses allow free access of water to these compounds.



However, their function for the plant water balance has not yet been suﬃciently studied. But the ease of water penetration explains that the degradation of hemicelluloses at higher temperatures with water or at lower temperatures with acids or enzymes is very much facilitated compared with that of cellulose. This fact holds also when the activation energy of the cleavage of the glycosidic bond is not very diﬀerent between cellulose and hemicelluloses. Hemicellulose–Lignin Bonds The high water solubility of many hemicelluloses indicates that they are usually bound covalently to lignin. Figure 5 shows diﬀerent lignin–hemicellulose linkages according to Fengel and Wegener [27]. The arrows depict the position of possible bond cleavages during thermal treatment. The weaker linkages break ﬁrst, but little is known about the strength of the hemicellulose–lignin bindings. In addition, it is also possible that linkages within the lignin structure break. As Meshgini and Sarkanen [28] proved with synthetic lignin compounds, a-aryl ethers have, with 79 kJ/mol, a much lower activation energy for hydrolysis than h-aryl ethers (118 kJ/mol). The latter diverge only slightly from the cleavage energy of h-(1–4)glycosidic bonds. 3. Plant Polysaccharide Composition, Resources, and Costs Selected plant materials, whose polysaccharides show good possibilities for future technical use, have an approximate content of cellulose of 33–50%, hemicellulose of 6–30%, and lignin of 9–29%. In Table 6, the percentages of cellulose, hemicellulose, lignin, and ash for several hardwoods, softwoods, grasses, and lignocellulosic waste materials are listed. In many cases, a comparison of the values is still rather diﬃcult because diﬀerent analytical methods are used and the biomass material shows natural ﬂuctuation in its composition. The analyses of wood demonstrate a reasonable sum of 88–99% for cellulose, hemicellulose,



Table 5 Compounds,a Percentage, and Degree of Polymerization (DPb) of Hemicelluloses (Polyoses) of Deciduous and Coniferous Trees Deciduous trees Hemicellulose (polyoses)



Coniferous trees



Percentage



DP



Compounds



20–30



100–200



Mannans



3–5



60–70



Xylose (Xyl) 4-O-methyl-glucoronic acid (MGA) Acetyl gr. (Ac) Mannose (Man) Glucose (Glu)



Galactans



0.5–2



Xylans



a b



Data from Ref. 24. Data from Ref. 25.



–



Galactose (Gal) Arabinose (Ara) Rhamnose (Rha)



Percentage



DP



Compounds



5–10



70–130



20–25



–



Xylose (Xyl) 4-O-methyl-glucoronic acid (MGA) Acetyl gr. (Ac) Mannose (Man) Glucose (Glu) Galactose (Gal) Acetyl gr. (Ac) Galactose (Gal) Arabinose (Ara)



0.5–3



200–360
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Figure 4 Hemicellulose (polyose) structures: (a) segment of hardwood xylan; (b) segment of softwood glucomannan; (c) segment of larch wood arabinogalactan.



lignin, and ash. Some grass analyses give signiﬁcantly lower sum values. The wheat straw example resulted from a round-robin test by 11 institutions [37] and yielded a mean sum value of 92.7%. If the water extract (7.5%) is added, the total sum is 100.2%. In Table 7, the biomass production of several plants are given. Certain characteristics can clearly be read from this table: 



In temperate humid climatic zones, it is possible to harvest over 20 tons ha1 year1 of dry plant biomass (e.g., maize, willow, and miscanthus).







In warm climatic zones with enough water, more than 40 tons ha1 year1 biomass production can be achieved.  In climatically less favorable regions, harvests of 10–20 tons ha1 year1 are possible (e.g., poplar, eucalyptus).  High-starch-containing crops (maize and potatoes) are of interest for the food and starch industries but have relatively large labor, fertilizer, and herbicide requirements.  Harvest residues (e.g., straw, maize stalks, and restwood) are promising raw materials because of
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Figure 5 Lignin–hemicellulose linkages. Possible bond cleavages are indicated by arrows.



their high cellulose and hemicellulose content as well as their low prices. In several cases (e.g., straw from grain crops), approximately the same amount as the harvest can be assumed as agricultural waste material. In this connection, some economic considerations are of interest. In Table 8, several wood species and grasses are listed, including their costs in o. It can be seen that it should easily be possible to produce certain plants at 50 o per ton dry mater (DM). As an energy resource, 2.5 tons would be needed to replace 1 ton of oil. This means that 125 o per 2.5 tons of biomass is cheaper than 157 o per ton of crude oil at a 20 o/barrel price, not to mention the price per ton for a reﬁned oil product (heating oil) as given in Table 8. If large mass applications for plant biomass can be introduced (e.g., ethanol as car fuel), then even farmers could gain a positive outlook into the future: with a revenue of $50 per ton and a harvest of 20 tons ha1 year1, the latter would bring $1000 ha1 year1 compared to the approximately $800 ha1 year1, which an average grain farmer makes in the United States. It should also be kept in mind that this agricultural changeover to energy farming would be combined with a lesser use of fertilizers and herbicides and, in addition, could give more free time to the farmer. The present prices for energy farming products are often still too high. There are several reasons for this: These



new agricultural projects are not yet suﬃciently commercialized and therefore planting and harvesting equipment, for example, are still too expensive. In some cases (e.g., miscanthus in Table 8), the cost of seedlings is, at present, relatively high; a considerable decline can be expected in the future, as indicated by the wide range of costs for this plant. As soon as the ﬁrst economic breakthrough is established, corresponding price drops can be expected. 4. Thermodynamic Properties of Celluloses and Hemicelluloses Thermodynamic data can help in the interpretation of conditions, reaction behavior, strength, and so forth of the molecules concerned. The case of macromolecular cellulose is more complicated than that of sugar compounds. This becomes clear when the formation (DHform) and the combustion enthalpies (DHcomb) obtained by a modeling procedure [64] are compared with the experimental combustion enthalpies (Table 9). The modeling combustion enthalpies show a diﬀerence of 180 kJ/kg between the crystalline and the amorphous forms. This relatively large energy value explains the stability and the diﬃcult hydrolytic reaction conditions regarding crystalline cellulose. The experimental values for cellulose, having a crystallinity of 69–71%, agree relatively well with the results of the modeling procedure as long as cotton is excluded. The highest diﬀerences are F0.36% of the average, which is somewhat higher than the accuracy of the calorimetric
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Table 6 Composition of Selected Hard Woods, Soft Woods, Grasses, and Lignocellulosic Waste (a) Holocellulose Plant Hard woods Trembling aspen



European beech European birch White willow Soft woods Balsam ﬁr Douglas ﬁr Austrian pine White spruce



Scientiﬁc name Populus tremuloides, Mich. Fagus silvatica Betula verrucosa, Erh. Salix alba L.



Abies balsamea (L.) Mill. Pseudotsuga menziesii Mirg. Pinus nigra, var. Arnold Picea glauca (Moench) Voss



Grasses and lignocellulosic waste Alfalfa (stalks) Bagasse Miscanthus Giant reed Sudan grass (stalks) Wheat straw Newspaper



Arunda donax



Cellulose (%)



Hemicellulose (%)



(b) Lignin (%)



Sum of columns a + b + c (%)



Reference



49.4 50.8 48 49.1 48.5 49.6



21.22 18.81 23 22.01 25.11 26.71



18.1 18.4 17 23.8 19.4 22.7



0.4 0.6 0.3 0.3 0.3



89.1 88.6 88 95.2 93.3 99.3



29 30 31 29 29 29



49.4



15.42



27.7



0.4



92.9



29



42.0



23.5



27.8



0.4



93.7



32



49.5



11.01



27.2



0.2



87.9



29



42.0



26.5



28.6



0.4



97.5



32



48.5 33.4 40.6 49.7 32.9 44.1 42.1 43.23



6.5 30.04 32.2 19.5 28.5 21.3 26.14 16,7



16.6 18.9 15.0 21.9 21.3 9.1 19.8 24.6



70.6 84.7 87.8 94.2 88.8 74.5 92.7 88.7



33 34 31 35 36 33 37 38



(c) Ash (%)



2.4 3.1 6.1 2.5 4.2



Determination of the compounds; indices: 1 = pentosan; 2 = polyose; 3 = cellulose as glucan; 4 = hemicellulose as xylan.



measurements (0.05–0.1%). The cotton samples are obviously not comparable with pure cellulose and the theoretical value of xylan considerably diﬀers from that of the experimental ones.



II. HYDROLYSIS AND DEGRADATION OF SACCHARIDES AND POLYSACCHARIDES A. Acidic and Alkaline Hydrolysis Hydrolysis is one of the major degradation reactions of oligosaccharides and polysaccharides. Thereby, the glycosidic bond between the sugar units is cleaved. Early in the last century, Austrian chemists [65,66] analyzed the hydrolysis of ethers and esters very thoroughly. An interesting result is given in Fig. 6. The reaction constant, k, can be pH-independent or show a fairly good linear dependence when log k is plotted versus the pH. Several cases were found where mixed behavior occurs; for example, with increasing pH, the log k values decrease, then become pHindependent and increase again at a higher pH range.



Skrabal expressed these experimental results also in the form of an equation that still holds today: d½C ¼ ðkw þ ka ½Hþ þ kb ½OH Þ:½C dt



ð2Þ



In this equation, [C], [H+], and [OH] are the concentrations of the ether or ester, the H+ and OH ions, respectively. The constants kw, ka, and kb stand for the pH-independent, acid- and base-catalyzed reactions, respectively. The pH-independent reaction constant, kw, can also be seen as the determining factor of a water-catalyzed reaction. At least in the horizontal region of curves b, d and e, the k values would be much lower if the reactions were only catalyzed by H+ and OH ions. Obviously, the horizontal parts of the curves, including the line c, are determined by the action of water and are, therefore, water catalyzed, as pointed out by Skrabal [66]. In Fig. 7, three possible reaction paths of cellobiose hydrolysis are demonstrated [67,68]. On the left side of this ﬁgure acid hydrolysis is shown, whereby the formation of a conjugated acid, IIa, introduces the glycosidic bond cleav-



902



Bobleter



Table 7 Annual Production of Dry Matter of Selected Plants Maximum harvest (tons ha1 year1)



Typical harvest (tons ha1 year1)



C4 grasses Sugar cane Maize Tropical grasses Napier grass Miscanthus



60–80 20–40 30–80 45 9–44



53 15.5–22.6 15–27 16–45 4–44



C3 grasses Wheat Rice



10–30 20–50



15–25



Leguminosae and root crops Potatoes Sugar beet Soybeans



20 20–30 10–30



7.0



Forest plants Pinus radiata Spruce Birch



46 22 13



Energy farming Willow Poplar hybrids Eucalyptus grandis Bougainvillea



50 34–40 41 80



Plant



2–7



6.3–40 15–25.3 7–17.4 80



Harvest index 0.85 (M) 0.4–0.5 (S) 0.85 (M)



Country



References



USA, Fl A USA USA Europe



39–41 39, 42 39, 43 44 45–47



0.25–0.45 (S) 0.4–0.55 (S)



D



39 39



0.82–0.86 (R) 0.45–0.67 (R) 03–0.35 (S)



D



7, 39, 48 39 39



0.66 (W) 0.61 (W) 0.70 (W)



0.6 (W) 0.5 (W)



SF



39 39 39, 49



S,CDN US, IRL, CDN Hawaii India



50–53 39, 54, 55 39, 56 57



Harvest index: S = seeds and grains, M = mass above ground, R = roots, W = wood without leaves and small branches. A = Austria, CDN = Canada, D = Germany, Fl = Florida, IRL = Ireland, S = Sweden, SF = Finland, US and USA = United States.



age and leads to the two glucose units. In the middle part of this ﬁgure, alkaline hydrolysis is depicted. The OH attack at the anomeric carbon atom, IIb, renders the cleavage of the O bridge (IIIb) and again yields the two glucose units. The hydrothermal or aquasolv cleavage on the right side of the ﬁgure is ﬁrst characterized by the H2O



adsorption (IIc). Water and the glycosidic bond split simultaneously (IIIc) and so form two glucoses again. Obviously, half of the cellobiose molecule follows the acidic cleavage pattern in step IIIc and the other half the alkaline. As will be shown later, this hypothesis is also supported by experiments.



Table 8 Examples of Reported Costs of Plant Biomass Plants and fuel Willow Eucalyptus Slash pine Switchgrass Softwood Hardwood Tall grass Miscanthus Straw Heating oil



Energy value (MJ/kg)



Cost per ton (o)



Cost per GJ (o)



Remarks (country/year)



Reference



14.2 19.8 (19.7) 19.7 (17.6) (19.7) 19.7 17.6 17.8 (17.6) 44.2



30 30 45 40 10–20 60 52 32 36–82 av. 43 378



2.1 1.5 2.3 2.0 0.6–1.2 3.4 2.6 1.8 1.9–4.4 2.4 8.6



70% DM (IRL/1986) Max yield 35.6 Mg/(ha year) (USA/1989) (Hawaii/1994) (USA/1989) (USA/1991) Weather dependent (S/2001) (USA/1986) (USA/1992) Seedling costs! (D/1991) (GB/1976) (A/2002)



53 58 59 58 59 60 61 43 62 63



The prices are taken from the literature cited and correspond to the year indicated. Foreign currencies are converted into o. The oil price is given as reference. DM = Dry matter, IRL = Ireland, D = Germany, GB = Great Britain, S = Sweden and A = Austria.
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Table 9 Thermodynamic Properties of Celluloses and Xylan Modeling DHform 298 Polymer



Chain fragment



Cellulose



Xylan



(kJ/unit)



DHcomb 298 (kJ/unit)



DHcomb 298 (kJ/kg)



952.1 922.8



2,840.7 2,870.1



17,522 17,702



726.8



2,384.4



18,062



Phase or sample Crystalline Amorphous Fibers Ramia Cottonb Cotton cellulose Wood cellulose



Experimental DHcomb (kJ/kg)



17,543 17,517 17,208 17,438 17,472 17,836



The results of a modeling method are compared with experimental values. a Mean of three experimental values. b Mean of two experimental values. Source: Ref. 64.



1. Acid Hydrolysis of Glucans A detailed description of acid hydrolysis of cellulose and hemicellulose is given by Abatzoglou and Chornet [69] in this book. In the following chapter, only those aspects are discussed, which may have an inﬂuence on hydrothermal degradation of saccharides and polysaccharides. It can be assumed that the hydrolysis of cellulose occurs in the same way as the cleavage of the cellobiose molecule. According to Saeman and Grethlein [70,71], the reaction is a pseudo-ﬁrst-order sequential process: k1



k2



cellulose ! glucose ! decomposed glucose ½Cell 



½Glu 



ð3Þ



½Dec 



Figure 6 Hydrolysis of esters and ethers. Dependence of the reaction constants k on the pH. (From Ref. 66.)



The expressions in brackets are the concentration symbols of the above compounds. Combining Eqs. (2) and (3) and using [C] for the concentration of all oligomeric saccharides and polysaccharides concerned, but represented by glucan monomers, it follows that d½C ¼ ðkw þ ka ½Hþ þ kb ½OH Þ:½C ¼ k1 ½C ð4Þ dt For glucose, the integrated form is given by   k2 ½C0 ek1 t  ek2 t  ½Glu0 ek2 t ð5Þ ½Glu ¼ k1  k1 High [Glumax] values can only be reached when k1 H k2. In Fig. 8, this situation is clearly demonstrated. Fagan et al. [72] showed that with acid hydrolysis (1% acid concentration), a maximum glucose value of f50% C0 can be achieved at 230–240jC, indicating that k1 and k2 are approximately equal. With 0.2% acid concentration, not more than 20% maximum glucose formation of the original cellulose is obtainable. This excellent work certainly explains why industrial acid hydrolysis was abandoned in the western countries. With a 50% glucose yield, biomass is too expensive to economically deliver sugars. In addition, the highest curve in Fig. 8 shows that only 6 sec after the peak, the glucose concentration is already 10% lower. For technical application, such limitations are unacceptable. In several experiments, the biomass is soaked in an acidic solution, especially before steam treatment. This process is called ‘‘steam treatment with catalyst.’’ Figure 8 indicates also for these conditions that, at low acid concentrations and temperatures below 220jC, not too much of the cellulose is hydrolyzed. Some exceptions are reported [73], which are, however, diﬃcult to explain. Table 10 shows that the strengths of the inorganic and organic acids diﬀer very much. The pKa values lie between 6 (HCl) and 4.8 (CH3COOH). The low dissociation behavior of acetic acid indicates why this acid is an unfavorable hydrolysis agent
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Hydrolysis of cellobiose. Acid (H+ and index a), alkaline (OH and index b), and water catalyzed (H2O and index c).



[74] and behaves more like an organosolv medium. In addition, its ionization constant, Ka, decreases from 1.75 to 1.63 when the temperature is raised from 20jC to 50jC. Table 11 gives the reaction conditions and the activation energies for acid hydrolysis for several saccharides and polysaccharides. In Szejtli’s compilation [67] of cellobiose, the highest deviation of the activation energies from the mean were in the region of approximately 10%. It is also surprising that



the activation energies of cellobiose, xylobiose, starch, cellulose, and hemicelluloses are so close together that the kinetic temperature behavior of their hydrolysis should not diﬀer very much. Only saccharose is obviously much easier to split than the aforementioned compounds. During the years of the Soviet Union, several large acid hydrolysis plants were still in operation. Insiders reported that, most of the time, half the factories were at a standstill, mainly owing to corrosion problems.
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built, which reduce the pH during the reaction. In addition, the side reactions are more pronounced than in acid hydrolysis. Relevant experiments with cellobiose [79] explain this situation quite well. In Fig. 9, the alkaline treatment of cellobiose (Cbi) is shown. The alkaline concentration (0.1 N NaOH) is rather high and the cellobiose concentration low (10 g/L). Therefore the consumption of Cbi follows a ﬁrst-order reaction well, which is not the case at lower NaOH concentrations. However, it is surprising that the maximum amount of glucose is not more than f20%. Under these conditions, the glucose is transformed to fructose (Lobry de Bruyn-van Ekenstein rearrangement), but even the sum of glucose and fructose hardly exceeds 30% of the cellobiose consumption. These results lead to a rather complicated reaction scheme, as shown in Fig. 10. The strong conversion to degradation products explains why only a low-monomer sugar yield can be achieved. The consumption of NaOH in the above experiments indicate that, at the end of the reaction, approximately half of the saccharides are converted to acids. To calculate the reaction mechanism, lactic acid was taken as the major acidic compound. Obviously, the end products of alkaline hydrolysis of carbohydrates are organic acids. This is also conﬁrmed by de Bruijn et al. [82], who found that a 100% acid formation at pH 14 occurs with 50% lactic and 30% C-6 saccharinic acid. Very few reaction kinetic constants for alkaline hydrolysis are found in literature, for which one reason is experimental diﬃculty. The experiments described in Fig. 9 lead to an approximate activation energy of E = 120 kJ/ mol, which, again, is within the limits of the acid and hydrothermal bond cleavage [64]. The astonishing fact remains that, with 0.1 N NaOH at 70jC, more than 90% of the cellobiose is transformed after 8 min, but cellulose can be mercerized [83] with 18% NaOH at 100jC for 1 hr with little attack to this macromolecule. Obviously, under these conditions, NaOH cannot break the H bridges and even stabilizes the structure of microﬁbrils, which is indicated by the gain of crystallinity of the cellulose ﬁbers after this treatment. Experiments with supercritical ammonia [84] were also carried out, but an ammonia concentration of approximately 30% of the reactor volume and relatively high temperatures (150jC) were needed.



Figure 8 Predicted glucose yields by acid hydrolysis of paper cellulose. (From Ref. 72.)



2. Acid Hydrolysis of Hemicelluloses A pentosan prepared from beechwood (Fagus crenata) was hydrolyzed with H2SO4 [77]. Two reaction regions were observed with the same activation energies (E1 = 129.2 kJ/ mol) but diﬀerent frequency factors (A1 = 2.56  1015 and 2.57  1014). The acid hydrolysis [78] of xylans from wheat, rye, barley, and rice showed that L-arabinose is cleaved more quickly than xylose, and D-xylose–D-glucuronic acid is further delayed in the reaction, which indicates that diﬀerent reaction mechanisms occur during the hydrolysis. This is probably also one of the reasons why the range of activation energies (106.2–159.7 kJ/mol) is very wide compared with other measurements (Table 11). The inﬂuence of the crystallinity because of the H bonds explains the 60– 80 times faster hydrolysis reaction rates of xylans than of cellulose [67]. The compound of xylose analogous to cellobiose is xylobiose (4-O-h-D-xylopyranosyl–D-xylopyranose). Its activation energy for acid hydrolysis [67,76] is 137 kJ/ mol, which is again relatively close to the cleavage energy of the glucans (Table 11).



B. The Organosolv Process



3. Alkaline Hydrolysis Alkaline hydrolysis is also approximately proportional to the OH concentration. However, the measurements are much more diﬃcult to carry out because organic acids are



In 1931, a wood pretreatment process, which used a mixture of an organic solvent with water, was proposed by Kleinert and Tayenthal [85]. Frequently alcohols (e.g., ethanol or methanol) were employed. At this point the



Table 10 pKa Values of Inorganic and Organic Acids Acid



HCl



H2SO4



HNO3



CF3COOH



H3PO4



HCOOH



CH3COOH



pKa



6



3



1.32



0.23



1.96



3.7



4.8
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Table 11 Reaction Conditions and Activation Energies of Acidic, Alkaline, and Hydrothermal Degradation of Saccharides and Polysaccharides Saccharides and polysaccharides



Temperature (jC)



Catalyst



Acid hydrolysis Cellobiose



18–99.5



HCl, H2SO4 H3PO4 H2SO4 HCl, H2SO4 H2SO4



160–220 Saccharose Xylobiose



60–80



Starch Cellulose



18–100.9 0–100



Hemicellulose



Alkaline hydrolysis Cellobiose Hydrothermal degradation Cellobiose Cellulose (cotton)



60–80



180–249 215–274



HCl, H2SO4 HCl, H2SO4 H3PO4 H2SO4



NaOH



H2O H2O



question arises: How does the added alcohol inﬂuence the reaction behavior? There was the hope that the organic medium will increase the solubility of the lignin. This hope was only fulﬁlled to a very minor degree, and in certain cases this attempted eﬀect does not occur at all, as will be shown later. In Table 12, diﬀerent organic media applied in the organosolv processes are listed. With the exception of methanol and ethanol, all other solvents are expensive, so that a commercial application would only be advisable if lignin solubility were strongly increased, which is obviously not the case. Phenol and cresol are not acceptable in largescale technology because they cause health problems. Acetic acid is taken here as an organosolv constituent, which, as mentioned earlier, is more realistic than its inclusion among the acid-catalyzing media. However, there is also another disadvantage to using organic acids, especially acetic acid, for hydrolysis: At the applied temperatures (e.g., 180–220jC), these acids are reactive and are able to form esters with the saccharides. Under these conditions, quite considerable losses of acids [74] and the formation of cellulose and hemicellulose esters occur. In the case of the technical application of the organosolv process, the necessary explosion-proof installations are a severe ﬁnancial burden.



C. Hydrothermal Treatment (Steam and Aquasolv Treatment) The treatment of plant biomass (lignocellulosic material = LCM) with steam goes back to 1929 and 1932 when Mason [87] and Babcock [88] introduced their ‘‘steam explosion’’ process. Extraction treatment with hot liquid water was



Activation energy (kJ/mol) 125.4 133 105.9 136.9 137 122.5 127.5 129.2 106.2–159.7



f120



136.0 129.1



Remarks (reference) Mean of 13 experiments after Szejtli [67] [75] Mean of three experiments [67] [67] [76] Mean of two experiments [67] Mean of 14 experiments [67] [77] [78]



[79]



[80] [81]



ﬁrst covered by a patent in 1968 [89] whereby in the temperature range of 200–260jC, up to 50% of the biomass were dissolved during a 10-min reaction time. At the same time, also the expression ‘‘hydrothermal’’ was chosen in the publication on ‘‘hydrothermal degradation of glucose’’ [90]. In the meantime, steam treatment of LCM became an intensively investigated ﬁeld. Lora and Wayman [91] published their paper (1978) on deligniﬁcation of hardwoods and called the process ‘‘autohydrolysis.’’ Steam pretreatment or steam extraction was introduced in 1981 by Puls et al. [92], whereby the steam treatment was followed by a cold water washing cycle. Since 1983, the expression ‘‘hydrothermolysis’’ is also in use [93]. Conner (1984) called his process ‘‘water prehydrolysis’’ [94]. In 1986, Heitz et al. [95] described their experiment by ‘‘aqueous liquefaction or extraction.’’ ‘‘Hydrothermal pretreatment’’ was also chosen in 1987 by Overend and Chornet [96]. In 1994 the useful expression ‘‘aquasolv’’ was introduced by Antal [97]. All these expressions are easy to understand and mostly self-explanatory. Nevertheless, a stronger deﬁnition of this working ﬁeld would be advisable. Therefore in accordance with Overend, Chornet, Antal, and Garrote et al. [31], it is proposed to use ‘‘hydrothermal treatment or pretreatment’’ as general title that includes both subﬁelds ‘‘steam treatment’’ and ‘‘aquasolv.’’ 1. Steam Treatment Steam treatment can only be applied to solid biomass material, such as wood chips, straw, etc. The evaluation of the hydrothermal reaction behavior of water-soluble substances has to be carried out in hot liquid water. The
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Figure 9 Alkaline hydrolysis of cellobiose and the formation of D-glucose (Glu) and D-fructose (Fru). (a) Degradation of cellobiose (Cbi) with 0.1 N NaOH at 60jC, 70jC, and 80jC. (b) Formation of glucose and fructose at 60jC and 80jC. The yields are given in percentage of the initial cellobiose plotted versus the reaction time (min). The plotted curves are results of the calculation.



large amount of results obtained by steam treatment experiments show that especially the separation (fractionation of LCM) of hemicellulose from the plant biomass material was successfully carried out with this process. Because fractionation is the main purpose of steam treatment, this ﬁeld will be described in Sec. III. 2. Aquasolv Treatment This process uses only water at the chosen reaction temperature (e.g., 180–220jC). In the ﬁrst work in 1968, it was already shown [89] that, at the above-mentioned temperatures, hemicellulose and part of the lignin can be degraded, as can cellulose at higher temperatures. In Fig. 11, the solid spruce wood residues as dry matter after a 10-min ﬂow-through treatment at the indicated temperatures are given [98,99]. On the ordinate, the percentage of lignin, cellulose, and hemicellulose, according to Table 8, are also shown. For comparison, the degradation of pure cellulose and lignin is given. It is obvious that a large part of the
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hemicellulose is already dissolved at 180jC. Between 220jC and 300jC, cellulose is also degraded. The diﬀerence between the cellulose and the wood curves is mainly because the hydrothermal treatment of the plant matter also dissolves a considerable part of the original lignin, but the remaining part of the lignin retards, to a certain extent, the hydrolysis of the wood cellulose. The isolated lignin used in these experiments was obtained by HCI hydrolysis. Therefore a certain change of the lignin structure must be taken into account, but both curves, the lignin and the wood degradation, correspond well in the temperature region concerned. The equipment used for this experiment [98] is depicted in Fig. 12. The reaction vessel (RV) is ﬁlled with biomass and the water vessel (WV) with an amount of water that, when expanded during the temperature rise, does not exceed the volume of the vessel. When the reaction temperature is reached, the hot water is led through the reaction vessel and the heat exchanger (HE). The ﬂow rate is adjusted by the valve (V2). At the same time, the thermostat oil is pumped through the oil guide tube (G) to allow a fast heat-up of the pressure vessel (F). Low-Molecular Saccharides To gain a better understanding of the process, it was important to study the hydrothermal behavior of lowmolecular compounds. These have the advantage that most of the degradation products can be quantitatively analyzed and, in addition, the starting material (cellobiose) is soluble in water. For this purpose, cellobiose (Cbi) is a very suitable compound because it has the glucosidic bond and hydrolysis leads to two glucose (Glu) molecules. The reaction scheme can be written as k1



k3



k2



Cbi ! M2 ! Glu ! Degradation products ! k4 Degradation products ð6Þ An intermediate, M2, is assumed, from which by the reaction constant k3 glucose, and by k2 and k4, the degradation products are formed. Figure 13a shows the cellobiose consumption and Fig. 13b shows the glucose formation and degradation [80]. Several features in these ﬁgures are remarkable: The reaction rate for cellobiose at 180jC is still very low, but at 229jC, a 50% consumption is reached in a reaction time of less than 2 min. In this case, k1Hk2, which can be seen from the diﬀerent steepness of the curves in Fig. 13b. What is the reason for introducing the pathway with the reaction constant k4 in Eq. (6)? If the curves in Fig. 13a and b are compared, it is evident that more cellobiose is degraded than the equivalent amount of glucose formed. In addition, the [Glumax]/[C] relation of the 249jC curve gives a k1/k2 = 1.5, whereas the mathematical treatment of Eq. (5) for this reaction results in a k1/k2 = 7.7. All these arguments lead to the conclusion that a side reaction with the constant k4 has an important inﬂuence. [Glumax] under hydrothermal conditions is much higher than in alkaline hydrolysis
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Figure 10



Reaction scheme of the alkaline degradation of cellobiose.



(Fig. 9b) but lies in the middle between the alkaline and acid hydrolyses. This is again an indication that hydrothermolysis follows partly the acidic and partly the alkaline reaction path. The activation energy for the k1 path was found to be 136.0 kJ/mol, very close to the acid and alkaline hydrolyses. A further method for the comparison of alkaline, acidic, and hydrothermal treatment is the analytical evaluation of the reaction products of saccharides. In a relevant



work [80] with glucose, it was shown that alkaline and acidic solutions yield a diﬀerent product spectrum, and hydrothermolysis is related to both of them. Hydroxymethylfurfural and furfural do not appear in alkaline treatment, whereas methyl glyoxal and dihydroxyaceton are relatively high yield reaction products only in aquasolv treatment (Fig. 14). A similar picture is obtained when C-14-labeled glucose is hydrothermally treated [100]. At ﬁrst, methyl



Table 12 Selection of Organosolv Media and Corresponding Cooking Conditions Solvent Methanol Ethanol Propanediol Butanol Glycol Tetrahydrofurfuryl alcohol Phenol Cresol Acetic acid Acetic acid/ethyl acetate Source: Ref. 86.



% in H2O



Wood: liquor



Cooking temperature (jC)



50–100 40–60 50 30–70 20–100 50–100 20–50 20–80 50–95 26–33/33–49



1:10 1:6–15 Not speciﬁed 1:10–15 1:4–6 1:10 1:8–15 1:7–8 1:4–8 Not speciﬁed



130–220 120–240 190 120–250 100–205 95–205 80–205 160–190 110–220 165–170
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Figure 11 Dry-matter residue after an aquasolv, percolation treatment (10-min reaction time). o, residue of spruce wood; +, residue of cellulose; *, residue of lignin.
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glyoxal, 4, is strongly formed, dihydroxyacetone, 5, and hydroxymethylfurfural (HMF) to a lesser extent. In a 1.33min autoclave experiment at 240jC, a 96% recovery yield of the three compounds mentioned, including the unreacted glucose, and the minor components (fructose, glycolaldehyde, and furfural) was obtained. As mentioned earlier, the formation of C3 compounds during the aquasolv treatment of C6 sugars has its analogy in the photosynthesis of hexoses by C 3 compounds. In these chromatograms, the acids were not determined. The occurrence of acetic, glycolic, formic, and lactic acids was already analyzed by MacLaurin and Green [101] and these compounds were also found in hydrothermal treatment of xylose [102,103]. The acids are responsible for the partial neutralization of the base in alkaline treatment and for the decrease of the pH in hydrothemolysis. The results described (i.e., that hydrothermolysis produces compounds equivalent to alkaline and acidic treatment, and that a lowering of the pH occurs) were the cause of many discussions concerning the ﬁeld to which hydrothermolysis belongs. According to the experiments [75] given in Fig. 15, the answer to this question can be given. Owing to the fact that hydrothermal hydrolysis of cellobiose shows no pH dependence in the region of pH 3 to about pH 5, it is catalyzed by neither alkaline nor acid media and, therefore, constitutes an individual process. This behavior



Figure 12 Aqusolv ﬂow-through (percolation) laboratory equipment with 124-mL reactor volume. (a) Schematic diagram; N2 = nitrogen ﬂask, Th = oil thermostat, V1 and V2 = valves, WV = water vessel, RV = reaction vessel, and HE = heat exchanger. (b) Reaction vessel: A = biomass container, B = water inlet tube, C = water outlet tube, D = cover, E = seal, F = pressure vessel, G = guide tube for thermo-oil, H = thermo-oil inlet and outlet.
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Figure 13 Hydrothermal degradation of cellobiose and formation of glucose in the temperature range 180–249jC. (a) Cellobiose degradation versus reaction time. (b) Formation of glucose versus reaction time. The plotted curves are calculated according to Eq. (6).



Figure 14



Hydrothermal, alkaline, and acidic degradation of cellobiose including the main reaction products.
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Figure 15 Acid hydrolysis and aquasolv treatment of cellobiose. The reaction constant k1 as a function of the initial pH at 200jC. (z) pH before the reaction and (5) pH after 50% cellobiose consumption.



corresponds to curve b in Fig. 6 and is another example of Skrabal’s early discoveries. The pH below 3.2 remains constant during the reaction, but the initial pHs at 3.5 and 4.7 decrease with increasing reaction time to 3.4 and 3.7, respectively, after 50% consumption of the cellobiose. This eﬀect is due to the formation of acids as mentioned earlier. The ﬁrst-order reaction, as shown in Fig. 13, does not change during the whole reaction time, which is additional proof that the pH in this region does not inﬂuence the reaction rates. Xylose As regards the low-molecular pentosans, few experimental results are available. However, the hydrothermal degradation products of pentoses are similar to those of the hexoses. In Fig. 16, the hydrothermolysis [102] of D-xylose, its consumption, and the formation of the main product, furfural, is shown. After 26 min at 220jC, a relatively high 50% furfural yield is obtained. At this temperature, the formation of acids (formic, glycolic, acetic, lactic, and peruvic acid) reaches about 20% of the original xylose [103], which is more than in acid hydrolysis, but much less than in alkaline treatment. In addition, the pH behaves in a fashion similar to that of the hexoses and drops to 3 fairly soon. The activation energy for the xylose degradation was found to be Ea = 119.4 kJ/mol and the frequency factor to be 4.8  1011. High-Molecular Saccharides The cellooligomers, with a degree of polymerization (DP) higher than 8, are considered to be insoluble in water [104]. The hydrothermal attack of the solid cellulose (Cel) is more complicated than can be expressed by a simple equation—Eq. (3). Nevertheless, it is astonishing that the experiments show a clear pseudo-ﬁrst-order reaction. In Fig. 17, the results of the hydrothermal treatment of cotton cellulose are given [81]. At 215jC, the reaction rate is very
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Figure 16 Aquasolv treatment of D-xylose and the formation of furfural. The yields are given in mol% at temperatures between 180jC and 220jC.



slow, but at 274jC after only 12-min reaction time, 50% of the cellulose is solubilized. The diﬀerences between the hydrothermal degradation of cellulose and cellobiose are signiﬁcant. Even if it is considered that, at a given temperature, the same amount of h-glycosidic bonds are broken in both compounds, the chances of recombination are certainly much higher in the dense cellulosic structure than in the dissolved cellobiose. In addition, it needs several h-glycosidic splitting processes until water-soluble glucans are obtained. Therefore it is not surprising that a comparison between the stability of cellulose (Fig. 17) and cellobiose (Fig. 13), taking their half-lives at the same temperature (240jC), renders a relation of 89:0.8 min. Nevertheless, the activation energy with 129.1 kJ/mol is again close to that of cellobiose and acid hydrolysis (Table 11). With a view to the technical application, an important question is: How far the reduction of the DP during hydrothermolysis reduces the ﬁber properties of the cellu-



Figure 17 Degradation of cellulose by aquasolv treatment. The residue as percentage of the original cellulose is given as a function of time (min) and temperature (jC).
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Figure 18 Change of the degree of polymerization (DP) during aquasolv treatment at 195jC. The DP of the cellulosic residue of wheat straw was determined as a function of the reaction time.



lose. At moderate temperatures, the DP decrease is quite acceptable [105]. In Fig. 18, the results of the hydrothermal experiments with wheat straw at 195jC show that, after a 1-h reaction time, the DP is reduced from 1500 to 1000. Considering that this treatment in a technical installation should last for not more than 20 min, the DP decrease would be only approximately 10%. Experiments carried out with a diﬀerent equipment gave a DP loss of 11%, which is in good agreement with the expectations. Therefore the hydrothermally treated straw cellulose would be suitable for chemical ﬁber production. In acid hydrolysis of cellulose, the relation of k1/k2 in Eq. (3) increases with increasing temperature and, therefore, the maximum glucose yields are obtained at high temperatures. To a certain extent, this is also true for the hydrothermal aquasolv process. If pure cellulose (e.g., cotton) is treated [81] at a relatively high temperature, good glucose recoveries can be achieved. In a percolation experiment at 295jC, cotton is used as original cellulose. In Fig. 19, the diﬀerent ﬂow rates in the 11-mL reaction vessel correspond to the indicated residence times of the liquid at the chosen reaction temperature. The highest glucose yield is obtained after f1.2 min and approaches 50% of the original cellulose. Including the other analyzed compounds (Cbi = cellobiose, HMF = hydroxymethylfurfural, Ahg = anhydroglucose, Fru = fructose, and Fﬂ = furfural), an amount of 68.8% is recovered. An additional 19.7% of the solubles were not determined compounds, only 2.4% are solid residues and 9.1% remained as losses. If cellulose were cheaply available, this would be an interesting process. There is, however, a severe drawback: The cellulose has to be relatively pure; otherwise, the sugar yield drops considerably. By further increasing the reaction temperatures or times, interesting product distributions can be expected.



In Table 13, the yields of hydrothermally pretreated paper dunnage according to Reynolds et al. [106] are given. Approximately 50% of the original matter is obtained as char and 30–42% of the char are organic solubles. Twelve to 17% are transformed into gaseous products and 16– 17% into water-soluble compounds. A very important



Figure 19 High-temperature hydrothermal treatment (aquasolv at 295jC) of cellulose and the formation of the reaction products. G = glucose, Cbi = cellobiose, HMF = hydroxymethylfurfural, Ahg = anhydroglucose, Fru = fructose, Fﬂ = furfural. The ﬂow rate (mL/min) is plotted as well as the corresponding residence time (min) of the water in the reaction vessel.
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Table 13 Hydrothermal Treatment of Paper Dunnage at High Temperatures Char Reaction conditions (jC) 275 310 320



Gas



Watera



Water solubles



Organic solubles



Extracted



Sum



12 17 16



16 18 18



17 17 16



21 20 15



34 28 35



55 48 50



Product distribution and yield in wt.% after 30-min reaction time. a Water was determined by balance. Source: Ref. 106.



feature of this process is that the slurry obtained is pumpable and can therefore be transferred easily for further treatment (e.g., gasiﬁcation). This advantage becomes clear when it is remembered that waste paper cannot be pumped, the viscosity being far too high. Even the burning of paper in conventional incinerators does not function well, because the outside carbonization of the paper bales can isolate the inner part of the package so that some of the used journals can still be read after the ﬁring process. The authors showed that the hydrothermal treatment of paper dunnage leads to chars that are very similar to type III (coaly) geological samples. This is a strong indication that



at least part of the coal formation from plant biomass is due to a hydrothermal process. Another important process was initiated by Antal et al. [107,108] by recognizing that high-temperature hydrothermal treatment of wood led to much higher yields of charcoal than the conventional processes were able to achieve. Hemicelluloses (Polyoses) If plant material is treated hydrothermally at approximately 200jC, the hemicelluloses are dissolved. In Fig. 20a, a percolation (ﬂow-through) experiment [93] using



Figure 20 Aquasolv elution proﬁles of poplar and birch wood. (a) Populus tremoloides treated at 186jC in a percolation experiment; (b) birch wood percolation experiments at  = 233jC and + = 199jC. The concentration in the eluate is given in grams per liter as dry matter. The curves were obtained according to Eq. (7) with k = 16.
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aspen wood is shown. The hemicellulose is nearly quantitatively brought into solution and about half of the original lignin as well. The form of the bell-shaped elution proﬁle has an analogy in chromatography. In both these ﬁelds, the eluted concentration C(t) at a time t depends on the maximum concentration, Cmax, and the time tmax where the maximum concentration occurs (k is a dimensionless constant): ! kðtmax  tÞ2 ð7Þ CðtÞ ¼ Cmax exp  ðtmax tÞ In Fig. 20b, two birch wood elution experiments are plotted according to Eq. (7). Cmax and tmax are taken from the experiments. The coincidence of the theoretical curve and the measured points is fairly good, especially if it is considered that the experiments were performed at diﬀerent temperatures and that two diﬀerent equipments (10-mL and 50-L reactor volumes) were used. The constant k is 16 in both cases. Additional work is needed to characterize the hemicellulose eluted during hydrothermal treatment. An initial comparison of eight diﬀerent hemicelluloses is given in Table 14 [109]. The ﬁrst four (bagasse, wheat straw, rice straw, and miscanthus) were obtained by hydrothermal percolation, the dissolved matter precipitated with ethanol, and the precipitate hydrolyzed with triﬂuoroacetic acid and then analyzed by capillary zone electrophoresis. The commercial xylan products (birch wood, Lenzing hemicellulose, and oat spelts) were directly hydrolyzed and analyzed as before. The recovery yield in these experiments is relatively low and lies between 65.4% and 85.8%. The reason for this can be found in several directions: The glucuronic and galacturonic acids are diﬃcult to hydrolyze and were found only in rice straw and miscanthus. The acetyl groups were hydrolyzed to acetic acid and therefore not detected. Also, evaporable acids and furfural were not determined, because of their high volatility. The analytical procedures



must and will be improved if large-scale industrial use of hemicelluloses is in view.



III. HYDROTHERMAL FRACTIONATION OF POLYSACCHARIDES A major problem in the chemical and technological use of the large plant resources is the robustness of the combined cellulose, lignin, and hemicellulose structure, which is diﬃcult to separate. To date, paper manufacturers usually use strong chemicals (e.g., sulﬁte) to solubilize lignin. Environmentally favorable fractionation processes would be desirable to obtain biomass fractions that can be transformed more easily into the desired products with high yields. The separation of hemicellulose with a part of the lignin from the original plant matter can result in a strongly opened structure so that large molecules can easily penetrate the material. In this way, enzymes, such as cellulases, guarantee high sacchariﬁcation yields.



A. Low-Temperature Fractionation In this case, temperatures of about 100jC are meant. 1. Acidic and Alkaline Treatment Acidic hydrolysis in this temperature region has not gained technical importance. Only for analytical purposes are highly concentrated mineral acids and triﬂuoroacetic acid in use [110]. Thereby, the polysaccharides are hydrolyzed and mainly monomeric sugars are obtained; the lignin remains as solid residue. At low alkaline concentrations (e.g., 1% NaOH) and room temperature, only insigniﬁcant parts of hardwood and straw [111,112] are dissolved, but enzymatic hydrolysis is clearly enhanced. With higher NaOH concentrations (e.g., 5%), f68% of the pentoses, including some cellulose and lignin, can be brought into solution [113]. Alkaline treatment can make plant matter more digestible for the



Table 14 Determination of Hemicellulose Monosaccharides in Percent of the Initial Weight Source of hemicellulose



(a) Wheat straw



(b) Bagasse



(c) Rice straw



(d) Miscanthus



(e) Birchwood (Roth)



(f) Hemicellulose (Lenzing)



(g) Oat spells (Sigma)



(h) Oat spells (Roth)



Xylose Glucose Arabinose Galactose Fucose Galacturonic acid Glucuronic acid Total sugars



55.36 15.62 5.80 4.69 n.d. n.d. n.d. 81.47



42.16 14.92 4.10 4.10 n.d. n.d. n.d. 65.36



47.60 11.76 4.25 4.07 0.44 0.70 0.87 68.87



55.31 7.23 4.01 2.04 0.12 0.85 n.d. 69.23



61.67 6.08 7.93 1.58 0.65 n.d. n.d. 77.93



76.16 0.82 n.d.a n.d. n.d. n.d. n.d. 76.98



77.84 0.99 6.95 n.d. n.d. n.d. n.d. 85.79



70.26 0.81 6.39 n.d. n.d. n.d. n.d. 77.46



The polyoses a, b, c, and d were prepared by hydrothermal treatment and c, f, g, and h obtained commercially. The analyses were carried out by capillary zone electrophoresis after acid hydrolysis of the preparation. a n.d. = not detected. Source: Ref. 109.
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cattle rumen. But the breakthrough in this ﬁeld, which was expected some years ago, did not occur. 2. Hydrothermal Fractionation At low temperatures, cellulose, hemicellulose, and lignin are still very stable, but at f120jC, tannins are dissolved by the use of water alone. For this purpose, tannin-rich materials (e.g., barks) are quite suitable [114].



B. Medium-Temperature Fractionation Here temperatures in the region of 200jC are applied. If the temperature of water is raised from ambient to 200jC, the increase of volume becomes severe and must be taken into account, especially when working with autoclaves. Also, the saturation steam pressure of f2 MPa requires relatively thick container and tube walls. Safety valves are a necessity for all ﬂow-through and recirculation equipments. Graphs and tables (e.g., Table 15) should be on view in every laboratory where work with such installations is performed. 1. Acid and Alkaline Treatment As already shown in Fig. 8, the temperature for acidic sacchariﬁcation of the biomass was strongly raised to obtain better sugar yields. For the isolation of hemicelluloses, the use of acids has practically no advantage. In contrast to this, alkalis show a high dissolution power for hemicelluloses, and alkaline treatment is an established method for the isolation of hemicelluloses. However, this process is not applied on a large scale, partly because of the necessary elimination of alkalis after the hemicellulose extraction. 2. Organosolv Treatment As already mentioned earlier, this process is very similar to the hydrothermal one. In the next subsection (e.g., Fig. 27), it will be shown that similar amounts of hemicellulose and lignin can be dissolved in both processes. The necessary separation of the organic solvent after the organosolv



extraction step considerably increases the process costs. This certainly was one of the reasons why, in technical organosolv application, the hemicellulose was not recovered fast enough, thereby undergoing severe degradation. In the Kehlheim plant (Germany), the alkaline organosolv process led to a complete loss of the hemicellulose. 3. Hydrothermal Treatment (Steam and Aquasolv Treatment) Steam Treatment In many laboratories, steam is in common use and can be furnished by simple steam generators. Thereby, operation temperature determines the steam pressure and boiling occurs until the equilibrium pressure (e.g., in the connected reaction vessel) brings boiling to a stop. In Table 15, steam pressure values at temperatures between 100jC and 300jC are given. If dry plant biomass (e.g., wheat straw at 20jC) is treated with 220jC steam, then the steam is cooled until the biomass also reaches the reaction temperature of 220jC. In a supposed 10-L reaction vessel containing a load of 1 kg of straw (consistency of 10%), the straw (with an assumed and temperature-corrected speciﬁc heat of f2 kJ kg1 jC1) would need 400 kJ to bring the biomass over this 200jC gap. The evaporation or condensation energy at this temperature is 1856 kJ/kg; therefore 0.216 kg of steam will be condensed and most of this liquid will be absorbed by the plant material. If the biomass has a certain humidity, which is usually the case, or the reactor walls are at ﬁrst below the steam temperature, then additional condensation occurs. Under these circumstances, it becomes clear why it is diﬃcult to work in the ﬁeld of steam explosion or steam extraction with a deﬁned amount of condensed water on the biomass. Some experiments were carried out where practically no water condensation occurred. For this purpose, Schwald et al. [115] used a tube-like reactor [116] containing a light grid basket for the biomass. If condensation occurred on the wall, it was collected at the bottom and could be drained oﬀ, which usually was not necessary. The high temperature (e.g., 240jC) applied probably pro-



Table 15 Properties of Water and Steam at Temperatures Between 100jC and 300jC Vapor pressure Temperature (jC) 100 120 140 160 180 200 220 240 260 280 300



(MPa)



(bar)



Volume (L/kg)



Evaporation enthalpy (kJ/kg)



Heat content (enthalpy) (kJ/kg)



0.10 0.20 0.36 0.62 1.01 1.56 2.43 3.37 4.72 6.46 8.65



1.00 1.96 3.57 6.10 9.89 15.34 23.78 33.03 46.30 63.29 84.78



1.044 1.061 1.080 1.102 1.127 1.157 1.190 1.229 1.275 1.332 1.404



2257 2202 2144 2081 2013 1938 1856 1765 1661 1544 1406



418.8 503.4 588.7 675.1 762.7 852.0 943.2 1037.0 1133.9
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important is that not more than 23.5% of the used aspen wood can be dissolved in water. This means that only hemicellulose and no lignin is brought into solution when pure steam treatment without condensation is applied. A similar situation with very little steam condensation is shown in Fig. 22. Chornet and Overend [117] called this process ‘‘Thermo-Mechanical Vapor’’ (TMV) and used the term ‘‘severity’’ [118] to characterize the reaction conditions. Thereby, the ‘‘reaction ordinate’’ R0, is given by R0 ¼ t exp



Figure 21 Steam treatment and fractionation of aspen wood. The solid residue, the water-insoluble fraction (SHAWI) together with the water-soluble fraction (WS) give the recovery yield (RY). (From Ref. 115.)



duced slightly superheated steam, which helped to avoid condensation. The results are demonstrated in Fig. 21. In the ﬁrst 50 sec, the amount of biomass dissolved in water (WS) after the reaction and the remaining water-insoluble part (SHA-WI) sum up very closely to a 100% recovery yield (RY). At longer reaction times, degradation occurs mainly in the water-soluble part, the hemicellulose. More



T  100 14:74



ð8Þ



In this equation, the reaction time (t) is measured in minutes and the reaction temperature (T ) in degrees Celsius. For the determination of the actual reaction time and temperature, an experimental grid is needed. In Table 16, such a grid is given, whereby for the ﬁrst ﬁve temperatures, a reaction time of 4 min is assumed. The temperatures corresponding to this reaction time are also plotted in Fig. 22. It is obvious that with increasing severity, more hemicellulose can be dissolved. At higher log R0 values, very little lignin is dissolved, but the biomass losses become noticeable. Equation (8) is an approximation to a ﬁrst-order reaction, assuming that the yield is proportional to the reaction time (t) and that a temperature increase of 10jC doubles the yield, which is the case when the activation energy is f118 kJ/mol at 200jC. An example with high steam condensation is given in Fig. 23. Puls et al. [119] called this process ‘‘steam extraction.’’ After the steaming process, the biomass is extracted



Figure 22 Steam treatment and fractionation of Populus deltoides. Fractions as percentage of the initial wood. The severity is calculated according to Eq. (8). For a reaction time of 4 min, the corresponding reaction temperatures (jC) are also plotted.
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Table 16 Experimental Grid for Evaluating the Severity According to Eq. (8) Temperature, T (jC) 180 190 200 210 220 226



Reaction time, t (min)



T  100



(T  100)/(14.75)



R0



Log R0



4 4 4 4 4 2



80 90 100 110 120 126



5.424 6.1017 6.7797 7.4576 8.1356 8.5424



907 1,786 3,519 6,932 13,655 10,255



2.96 3.25 3.55 3.84 4.14 4.01



with water. It is obvious that much higher amounts (e.g., 40% of the initial material after 20-min reaction time) can be extracted compared to the experiments discussed before, where practically no condensation occurred. In this case, most of the hemicellulose and a considerable part of the lignin are dissolved. Therefore steam extraction carried out with the Hamburger equipment comes very close to aquasolv. Aquasolv Treatment The earliest experiments in Fig. 11 [98,99] already showed that most of the hemicellulose can be dissolved with water at f200jC. Several ﬂow-through equipments were designed and built. Special endeavors were made to achieve a fast rise in temperature of the ﬂowing water and a constant reaction temperature during the treatment, which eﬀorts were not easily accomplished with laboratory devices. In Fig. 24, an apparatus [99,120] is shown where the pressure mantle of the reaction vessel was furnished with an electrical heating coil to improve the temperature behavior of the system. In Fig. 25, hydrothermal elution proﬁles of rice straw in the temperature region of 165–278jC are depicted [120]. As can be seen from this ﬁgure, the fractionation starts at approximately 180jC, reaches a relatively high separation power at 200jC, and shows from 200jC to 250jC a slightly increasing reaction proﬁle. The larger part of the dissolved biomass appears in the eﬄuent within 10–15 min.



Figure 23 minutes.



It can be seen from Fig. 26 [121] that the 200jC region gives good hydrothermal fractionation of poplar wood biomass. Two diﬀerent ﬂow rates (3 and 9 mL/min) were used at 180jC and 200jC. These ﬂow rates correspond to the 2- and 0.67-min residence time, respectively, of the eluting water in the 6-mL reaction vessel. The recovery yield is between 96% and 99%, of which about 40–50% are found in the solution and determined as dry matter (DM); 48–58% of the original biomass (DM) remained in the solid residue. These residues contained 69–79% cellulose, 12– 20% lignin, some minor quantities of hemicellulose (4– 6%), and extractives (4–7%). Comparing the composition of the original poplar wood (Fig. 27, column e) with the hydrothermal residue, it is evident that nearly all hemicellulose and approximately half of the lignin is dissolved. By this treatment also, 5–8% of the cellulose is brought into solution, obviously the less-crystalline part. This relatively simple fractionation process has the following advantages:  



Practically no loss of biomass occurs. The eluate or extract contains most of the hemicellulose, which can easily be further treated (e.g., by enzymatic sacchariﬁcation).  The residue incorporates the cellulose and approximately half of the original lignin.  The cellulosic residue can be deligniﬁed or enzymatically sacchariﬁed well with yields of over 90%.



Steam treatment (steam extraction) of wheat straw; reaction temperature is 187jC and the reaction time is given in
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Figure 24 Aquasolv laboratory equipment; schematic diagram.



It is of interest how the aquasolv treatment compares with organosolv. In Fig. 27, both these treatments were analyzed and the percentage of the remaining residue plotted [122]. Several features are characteristic and can be seen in Fig. 27a: At 205jC, 12% more biomass (poplar wood) than at 190jC is dissolved by the organosolv process; in this region, the residue amount drops fairly steeply. Aquasolv treatment has a more gradual decline from 190jC to 240jC. In the region 195–235jC, the dissolving power of organosolv is somewhat stronger than in the case of aqua-



solv. Contrary to this, the hydrothermal treatment dissolves more biomass matter when wheat straw is used (Fig. 27b). More important is that the diﬀerence between both processes is not very great. These results show, as stated earlier, that large additional investments for the organosolv process will not pay if the fractionation behavior shows no or little advantage compared to hydrothermolysis. Chemically related plants, such as hardwoods and straw, exhibit similar fractionation behavior. In Fig. 28, poplar wood, wheat straw, birch wood, and rice straw are



Figure 25 Elution proﬁles from aquasolv treatment of rice straw. Reaction temperature between 165jC and 278jC. The biomass concentration is given as dry matter (DM) in mg/mL and the elution time in minutes.
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Figure 26 Aquasolv fractionation of poplar wood. The yields as dry matter (DM) are given for two diﬀerent ﬂow rates (3 and 9 mL/min) and temperatures of 180jC and 200jC. (a) The water-soluble and the residue dry matter are given. (b) The composition of the raw material and the residues as percentage of the original dry matter biomass as extractives, lignin, hemicellulose, and cellulose are also given.



compared [46,120,122]. Between 65% and 40% remain in the solid residue after aquasolv treatment at 170–240jC. The research group of Antal obtained corresponding results [97], as presented in Fig. 29. Some 40–60% of the 10 plant species were solubilized in this aquasolv process. The hemicellulose is nearly completely brought into solu-



tion, as was determined by a subsequent acid hydrolysis. As mentioned earlier, in this case also, about half of the lignin was solubilized. Small amounts of the cellulose are also dissolved. In addition to earlier autoclave experiments, many research projects were carried out with direct ﬂow-through



Figure 27 Aquasolv (hydrothermal, HT = .) and organosolv (OS = 5) treatment of poplar wood and wheat straw. The solid residues are given as dry matter in percentage of the initial biomass and the reaction temperature (jC). (a) Poplar wood; (b) wheat straw. The organosolv mixture was water/methanol = 1:1 (v/v).
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Figure 28 Solid residue (dry matter in percentage of the initial raw material) after aquasolv treatment of poplar wood, wheat straw, birch wood, and rice straw in the temperature range between 170jC and 240jC.



equipments. The latter have the advantage that the mechanism of the process can be better evaluated. However, for a technical application, there would be a serious disadvantage because large volumes of water are needed, which is connected with a high-energy consumption and a low biomass concentration in the eluted liquid. In Fig. 30, such
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a ﬂow-through or percolation experiment in a 10-L reactor is shown [123]. For the wheat straw used, which was cut into 3–5-cm pieces, a maximum concentration of f9 g/L is obtained. But even the withdrawal of the eﬄuent liquid in a narrow time span of between 15 and 35 min would give only an average concentration of f6 g/L. With denser material (e.g., bagasse), the consistency and, with it, the eluted concentrations are approximately doubled, which is still not satisfactory. In view of these results, it was necessary to analyze how long a recirculation of the extracting liquid can be carried out before the losses, mainly of hemicellulose, become too severe. Figure 31 shows [124,125], such a recirculation experiment at 200jC. As in the previous example, the extraction begins when f180jC is reached. When the reaction temperature (200jC) is held, the maximum concentration in the solution, with f29 g/L, exceeds by far the maximum concentration in the percolation experiment (9 g/L), but around the peak of the DM curve, severe degradation of the dissolved biomass begins. As indicated in Fig. 31, nearly all dissolved matter is precipitated or reacts with the residue within 30 min. Prolonged treatment in the recirculation mode therefore leads to dramatic losses of biomass in the liquid. A combined process, ﬁrst recirculation and then direct ﬂow-through, avoids the disadvantages of both processes mentioned earlier and is shown in Fig. 32a [125]. Again, using wheat straw, the maximum concentration is, with 36 g/L, much higher than in the percolation experiment. The



Figure 29 Aquasolv treatment of hardwoods and grasses. Recovery of hemicellulose sugars, solubilized cellulose, and lignin as well as the percentage of the solubilization of the original sample.
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Figure 30 Elution proﬁle of a aquasolv percolation experiment, using wheat straw as biomass. The temperature (jC), the eluted biomass as dry matter (DM), and the pH are plotted versus the reaction time (min).



replacement of one reactor volume with fresh water can yield this relatively highly concentrated solution. Fig. 32b gives an example of the combined process with bagasse as biomass [125]. The maximum concentration of f50 g/L is relatively high. Forty-eight percent of the original biomass was dissolved and the pH decreased to 3.13. This process solves several problems inherent in the other procedures: Only one reactor volume is needed to replace the concentrated extraction solution. If a large part of the heat content of the solution is regained by the use of a heat exchanger, then the energy cost of the process should be modest. At the same time, nearly 100% of the biomass is recovered, either in solution or as residue. 4. Comparison of Steam Versus Aquasov Treatment Steam-drying of wood materials was a very common practice in Europe for many years. Because of unsatisfactory results, this process was almost completely aban-



doned in favor of vacuum drying. Frequently, in the steaming process, the inside of the wood boards showed severe formation of cracks. This eﬀect can be explained as follows: The steam ﬁrst condenses on the cooler surface of the wood, thereby dissolving some of the hemicellulose and a fraction of the lignin. When the steaming process continues, the outer layer of the wood is depleted of hemicellulose and the wood structure can collapse in this region, whereby the water transport is strongly inhibited. As soon as the temperature of the wood approaches that of the steam, the internal pressure is so high that cracking can occur. These facts are also veriﬁed by a simple experiment: A piece of straw that is still wet after an aquasolv treatment, whereby approximately 50% of its original weight was extracted, shows a very fragile structure. After drying, such pretreated straw demonstrates greater strength than the original untreated straw. It should also be mentioned that materials with low consistency, e.g. straw, reduce their



Figure 31 Proﬁle of a aquasolv recirculation experiment, using wheat straw as biomass. The temperature (jC), the eluted biomass as dry matter (DM), and the pH are plotted versus the reaction time (min).
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Figure 32 Proﬁle of a combined aquasolv recirculation and percolation experiment. The temperature (jC), the eluted biomass as dry matter (DM), and the pH are plotted versus the reaction time (min). (a) Biomass is wheat straw; (b) biomass is bagasse.



volume by nearly 50% during the aquasolv treatment. The individual straw particle shows little change in its dimensions in this process. This indicates that half of its volume is ﬁlled with water when enough water and pressure is available during the hydrothermal process and the cooling down period. The cases discussed above indicate the reasons for some of the widely diﬀering results obtained by steam treatment under almost identical conditions. With relatively dry steam treatment, only hemicellulose but no lignin can be extracted [115], but with ample condensation, practically the same results are obtained as with the aquasolv process [119]. An important diﬀerence between both these processes is the greater use of energy in the aquasov process compared with steam treatment. Kazi et al [126] published a diagram (Fig. 33) showing the inﬂuence of the consistency and temperature on the consumption of steam. At a given temperature (e.g., 220jC) and a consistency of 40%, only 1.4 kg steam per kilogram of lignocellulosic biomass is required but 4.4 kg steam is needed when a low 10% consistency, characteristic for



straw, is chosen. This inﬂuence is not so severe when biomass materials with higher consistency, e.g., bagasse, wood chips, etc. are used. In addition, a careful energy recuperation has to be applied in the aquasolv processes, e.g., through the use of heat exchangers. A relatively large number of steam treatment experiments were carried out using a catalyst. Thereby, usually the plant biomass was soaked in a mineral acid, alkali, or carbonate solution and then the steam added. For comparison, Table 17 gives a selection of relevant results. Some features are characteristic: Good hemicellulose recoveries (70% to near theoretical values) are achieved. Also, the sugar and the ethanol yields (74% to near theoretical values) are satisfactory. As disadvantages, the corrosion and waste water problems remain. Table 18 gives the result of pure steam treatment. In most cases, a series of experiments were carried out but only optimal values are given in this table. After the steam treatment, approximately 14–54% of the original biomass were solubilized (overall dissolution). The hemicellulose recovery varies considerably between 32% and 88%. The ethanol yield with 67% to over 90% is relatively high.



Hydrothermal Degradation and Fractionation



Figure 33



923



Comparison of steam consumptions at diﬀerent biomass consistencies and temperatures.



The aquasolv treatment is presented in Table 19. The hemicellulose recovery with more than 80% and the ethanol yields with 80% and more than 90% are quite satisfactory. Of special interest are the experiments of Antal et al. [128,145,160] whereby the same equipment and the same analytical methods were used to test the above-mentioned processes. The results are given in Tables 17–19. In all three processes, the hemicellulose recovery from poplar wood are between 70% and 88% and the ethanol yields between 70% and 97%. Similar results were achieved with bagasse and partly with corn ﬁber. Figure 34 shows the corresponding equipment [128] for the comparison of aquasolv and steam treatment. Aquasolv shows somewhat higher ethanol yields than steam treatment but the winner of this race has to be found using reliable economical evaluations. Carefully upgraded experiments would be a valuable help for such investigations.



C. Fractionation Process Equipment 1. Organosolv Equipment Not much later than Mason’s steam explosion, Kleinert and Tayenthal [85] in 1931 patented their ‘‘organosolv process’’ in which wood was treated with an alcohol–water mixture. The process is called the ‘‘Kleinert organosolv process’’ [164]. It is claimed [165] that, with softwood as raw material, pulps can be obtained with 12.8–15% lignin (kappa numbers of 85–100) and hardwood pulps should have lower lignin contents. Denser hardwoods like eucalyptus, alder, or oak can be more diﬃcult to treat, and separation of the hardwood species may be required. The ‘‘ALCELLR pulping process’’ introduced by Katzen [166] brought changes concerning mainly the ﬂow of the organosolv liquid.



For several years, Germany was much engaged [167] in the development of the organosolv process, called the ‘‘MD-organocell process,’’ The two-stage process was carried out ﬁrst with a 50% methanol–water mixture at 195jC and 4 MPa. To improve the deligniﬁcation in a second step, NaOH was added. The 350-ton/day plant in Kehlheim, Germany, was in operation for only 1 year, until 1993. Financial losses prevented the continuation of its operation. 2. Steam Explosion Process Equipment Mason introduced the steam explosion process and obtained a patent [87] in 1929. He was interested in a deﬁbration process to obtain material for particle-board production. In his equipment, the wood chips were expelled by a quickly opening valve (‘‘steam explosion’’). In 1932, Babcock [88] patented a similar device called the ‘‘masonite gun.’’ The saturated steam led to water condensation on the biomass, as mentioned in the patent. The target of this work was the production of fermentable sugars. The question of how far this process is able to deﬁbrate, deﬁbrillate, or introduce rupture of the ﬁbers in the biomass material was a much discussed matter. In the meantime, opinion is increasing that the envisaged eﬀects occur only to a very minor extent [115]. A further development was incorporated in the Canadian patent [168], called the ‘‘IOTECH Process.’’ The ﬁnely chopped wood was treated with steam at 230jC and 3.5 MPa and then explosively released from the reactor (‘‘ﬂash hydrolysis’’). Important results of this work were that the hemicellulose could be extracted afterward with water and that the lignin coalesced in the form of spheres. Small lignin spheres f1 Am in diameter were detected, showing a glass transition temperature of 120jC [169]. It is understandable that this process increases the accessibility of the large cellulase enzyme molecules and thereby also the sacchariﬁcation



Softwood thinn. Poplar wood Douglas ﬁr Bagasse Softwood Douglas ﬁr Douglas ﬁr Spruce Bagasse Softwood Softwood Douglas ﬁr Corncob Spruce Bagasse Softwood



Raw material



b



Percent of original glucan. Percent of theory. c After sulfuric acid posthydrolysis.



a



Fractionation



Sugars



Ethanol



Process target



H2SO4 SO2 SO2



SO2



SO2



H2SO4



Catalyst



Table 17 Steam Treatment with Catalyst



4 + 1.5 10 2.3 10 2 + 10 4.5 5 3 5 3 2.4 30 2.5 4.1–59 5



195 215 215 215 215 215 150 210 118–222 195



Time (min)



180 + 210 175 215 205 190 + 190



Temperature (jC)



Reaction parameters



23



32



50



37



33 31



Overall dissolution



70b



16 26



80–90 65



>90 70



Hemicellulose recovery



Yields (%)



92



87a 94a



87a



72b 69a



55a



Total sugars



68b 84a 88b



49a 92a 80a 79b 80b 90c



Ethanol



Xylooligosaccharide



two-step process



Remarks



127 128 129 130 131 132 133 134 135 136 137 138 139 140 141 142



Reference
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Rice husks



Rice straw Corn ﬁber Bagasse Bagasse Poplar wood Wheat straw Softwood Aspen wood Bagasse Corn stalks, straw Cotton gin Bagasse Hardwood Oak wood Bagasse Bagasse Wheat straw



Raw material



b



Severity according to Eq. (8). Percent of theory. c Based on residual cellulose.



a



Pulp Particle board



Sugars Sugars, C-ﬁber Fractionation



Ethanol



Process target



Table 18 Steam Treatment



>190 210



190 195



215 205 220 220 217 210 214 216 220



Temperature (jC)



3



1.6



3.5



Pressure (MPa)



10 4



5 3



2



2 2 10 2 2 3 4 6



Time (min)



Reaction parameters



3.7



3.8



1.96 4.0



3.56



4.0



Severity (log R0)



a



14



34 33 41.3



25



25



30 37 28 18 54



Overall dissolution



32



70 55



72



60



48 88



40



Hemicellulose recovery



Yields (%)



66 90



80



50c



64



>90



Sugars



85 67 90c 83



85c 70b 81



86 90b



Ethanol



Reduced swelling



40% yield of C-ﬁber



Particle size



Remark



143 144 130 145 128 146 147 148 149 150 151 152 153 154 155 156 157 158 159



Reference
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Table 19 Aquasolv Processes Reaction parameters Process target



Raw material



Ethanol



Bagasse Poplar wood Corn ﬁber Bagasse Corn stalks Poplar wood Wheat straw



Fractionation



Aspen wood Pulp



Wheat straw Miscanthus



Temperature (jC)



Time (min)



220 220 215 230



2 2 2 2



200 210 200 220 230 192 202



Percc



Severity (log R0)



Yields (%) Overall dissolution



Cooking yield



Hemicellulose recovery



50



90 85 82 100 96 98



36



4.25



2 2 Percc



54 41 51 48 52 42 26 47 40 40



58 79 88 60 60



Ethanol



Reference



80a 97b 86



145 128 144 160 161 121 122 123 162 163 125 125



a



Based on residual cellulose. Percent of original glucan. c Percolation experiment. b



yield. In the same way, the nutritive value as feed for ruminants was nearly doubled. A continuous process [170] was patented in 1981 in the United States and called the ‘‘STAKE Process.’’ With the application of an additional high inert-gas pressure and special bars in the reactor exit nozzle, an increase of the sharing eﬀect on the biomass particles was envisaged [171]. Chornet and Overend [117] introduced the expression ‘‘thermomechanical aqueous/vapor’’ (TMAV) for the



steam explosion process with strong vapor condensation. If no steam condensation takes place, then the process is called TMV (‘‘thermomechanical vapor’’). The inﬂuence of the sharing devices in the equipment was still regarded to be relatively high. At SIRO, Melbourne, Australia, nonwood biomass was used as raw material. The equipment for this steam explosion work was called ‘‘Siropulper’’ [172,173]. In practically all laboratory experiments described, the biomass material was fed batchwise. A typical device is shown in Fig. 35. Most biomass particles and papers are materials that are very diﬃcult to deliver by pumps. Therefore continuously fed equipments are in little use so far. New eﬃcient feeding devices could bring a much-needed advance to this ﬁeld. Brown [174] patented a new device, containing a coaxial reciprocating feeder. Also, the German ﬁrm Putzmeister has been engaged in this ﬁeld for several years. 3. Aquasolv Process Equipment



Figure 34 Diagram of an apparatus for aquasolv and steam treatment. From the feed water tank (T1), the water is led to the boiler (T2) and from there hot water or steam reaches the reactor (R1). Biomass can be positioned over the condensed water. Product tank = T3. Product reservoir = T4. Internal thermocuple = T. (From Ref. 128.)



Low-Temperature Treatment Low-temperature extractions are normally carried out at temperatures up to 120jC. At this temperature, the water pressure is only 0.2 MPa and therefore simple reaction vessels can be employed. In several cases, water– alcohol mixtures are used, whereby slightly diﬀerent pressure conditions have to be taken into account. Medium-Temperature Treatment A schematic diagram of an equipment with a 10-L reaction volume is given in Fig. 36 [125]. The three process modes, direct ﬂow-through (percolation), recirculation, and the combined process, can be carried out with this device. For a technical application, two diﬀerent pilot
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Steam explosion laboratory unit; schematic diagram.



plants are proposed. For discontinuous operation, mainly in countries with low labor costs, the equipment in Fig. 37a is depicted. The reaction vessel is ﬁlled with the biomass, the air is expelled by steam, and then water at f200jC is introduced. After a reaction time with recirculation of f15 min, the liquid is replaced by fresh water (f200jC), which is again recirculated for about 10 min. This second water ﬁlling takes up only minor amounts of biomass and it can be used again after an intermediate storage for the next biomass ﬁlling. In Fig. 37b, a continuous equipment is designed, whereby the biomass is led through two temperature zones in the reaction vessel. The extract of the lower part with a small biomass content can be used to treat the biomass in the upper region. In this way, large biomass contents in the eluted liquid and low energy consumption are achieved. In designing hydrothermal fractionation equipment, the characteristic behavior of plant biomass in aqueous media must be taken into account. Especially grasses (e.g., wheat straw) expand somewhat during the treatment, which makes the biomass transport diﬃcult. Straw can be ﬁlled into a reactor vessel to a consistency of approximately 10% (dry weight per volume). However, during the reaction, it settles down and does not require much more than



half of the reactor volume. This higher consistency could lead to higher eﬄuent concentrations. A device, which compensates this volume reduction, was invented by Kim et al. [183] (BSFT = bed-shrinking ﬂow-through).



IV. PRODUCT SPECTRUM FOR HYDROTHERMALLY TREATED POLYSACCHARIDES Plant biomass not only produces foodstuﬀs and construction materials but can also easily substitute practically all organic chemicals manufactured at present from petrochemicals by the oil industry.



A. Products from Low-Temperature Treatment As already mentioned, tannins [114] can be produced from tannin-rich sources (e.g., barks) by hydrothermal treatment at approximately 120jC. With organosolv mixtures, several chemicals, such as triglycerides of linoleic and palmitic acid, vegetable oils, etc. [175], and pharmaceuticals can be obtained.
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Figure 36 Schematic diagram of an aquasolv equipment with a 10-L biomass reaction vessel (BM). The water can be led in a direct ﬂow-through (percolation) over the heat exchangers (HE1, HE2, and HE4) or in a recirculation mode (pump P2). In the latter case, samples can be taken over the heat exchanger (HE3).



B. Products from Medium-Temperature Treatment In Fig. 38, an abbreviated scheme of products, which can result after hydrothermal treatment, is shown [46]. As mentioned earlier, at reaction temperatures between 180jC and 230jC, the aquasolv solution contains the hemicellulose and about half of the original lignin. 1. Hemicellulose Solution This solution can easily be fermented to methane with high yields. Therefore a biogas plant could eﬃciently use the liquid part of the hydrothermal process and furnish the methane gas for heating or other caloriﬁc purposes. The enzymatic sacchariﬁcation renders mainly pentoses such as xylose. The enzymes can be directly added to these solutions; the dissolved lignins do not have much inﬂuence on the reaction. In Fig. 39, the xylose yields [176] of a birch wood hydrothermal solution are shown. The drymatter content of the fractions in this percolation experiment and the yields for three diﬀerent enzymes are given in grams per liter. The results using the Roth enzyme come relatively close to theory; the other sugars, acids and lignin, ﬁll most of the gap between the dry matter in solution and the xylose curves. The pentoses can be fermented very eﬃciently into single-cell proteins, and also to butanol, acetone, and ethanol.



By reduction, xylose is transformed to xylit, a sugar that does not cause caries. A very important dehydration product of xylose is furfural. Up to now, furfural production has been carried out mainly by acidic distillation of corn cobs. Figure 20 shows that also by hydrothermal treatment of xylose, relatively high yields of furfural can be obtained [177] (e.g., 46 mol% at 220jC). This is approximately the same as that achieved with 0. 1 MH2SO4 at 190jC. After elimination of the lignin from this solution (e.g., by extraction), a white hemicellulose powder is produced. This powder can be used as a biodegradable plastic component (e.g., in the form of polyurethans). 2. Cellulosic Residue The cellulosic residue still contains a fairly high amount of lignin (e.g., 16%). Nevertheless, this type of pulp can be used without further treatment for simple papers, like cardboards. Tensile strengths of 3.35 km were reached when wheat straw served as the raw material [123]. Further deligniﬁcation can be carried out with NaOH at approximately 170jC, whereby about two-thirds of the lignin are removed [178]. The remaining lignin can be extracted by elementary chlorine-free methods (e.g., with ClO2 and/or H2O2). Papers with high whiteness are obtainable in this way. The question if pure cellulose can also be produced by this method can be answered positively.
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Figure 37 Proposed hydrothermal equipments. RV = reaction vessel, HE = heat exchangers, P = pumps. (a) Discontinuous plant. The reaction vessel is ﬁlled for each treatment. The eluted liquid of a second treatment can be stored in the water storage tank (WS) and used for a new biomass ﬁlling. (b) The continuous plant obtains the biomass by a biomass feeder (BF). The reaction vessel (RV) contains two reaction stages. The slightly biomass-loaded liquid of stage 11 can be used again in stage 1.



The new solvent medium, methyl-morpholine-N-oxide (MMNO), is a promising cellulose solvent [179]. Several experiments [125] with MMNO gave a white cellulose powder with a good molecular distribution, even when hydrothermally treated and bleached wheat straw was used as raw material. An interesting question arises in this context: How do technical cellulosic ﬁbers, prepared, for example, with MMNO, compare with natural cotton ﬁbers? In the year 1999, a world cotton production of 18.4 million tons was reached. The harvest yield spreads from 110 to over 1000 kg/ha, and an average of 540 kg/ha can be taken. Compared with this value, 10–20 tons ha1 and more (Table 9) are easily obtainable, either as waste material (e.g., straw) or as energy plants (e.g., miscanthus). If cellulose comprises approximately 40% of the latter values, the yield is, nevertheless, 4–8 tons ha1. It is hard to understand why cotton plantations (and doubtful defoliation methods) are still in use, when, on an equivalent area, 7–15 times more cellulose can be grown even in temperate zones. In Fig. 40a, the ﬁber consumption and the world population are given. The values from 1900 to 1995 are taken from literature [180] and the values from the present day to 2100 are an expected assumption. For this purpose, it was presumed



that, thanks to increasing industrialization, the growth of the world population will come to a standstill at the end of this century and reach its maximum with 10 billion people. Furthermore, the market for synthetic and, especially, technical cellulose ﬁbers is growing, whereas that for wool remains more or less constant. Owing to the above-mentioned reasons, the cotton ﬁber market is expected to decrease considerably soon. The serious situation concerning the oil reserves is clearly shown by Deﬀeyes [1] and reproduced in Fig. 40b. Even when the large oil reserves of 2.1 trillion barrels are assumed, we will pass the ﬁnal maximum in the next few years. Are we prepared for these economical changes? Hydrothermally pretreated biomass is easily enzymatically hydrolyzed. The H bridges in the cellulosic residue are obviously cleaved so well that the large enzyme molecules can penetrate the structure without diﬃculty and produce glucose. With hardwoods and straw, it is possible to come close to theoretical yields. The enzymatically produced glucose and xylose can be fermented in several ways to products of technical interest. The ﬁve important fermentation pathways [181] produce lactic acid, isopropanol, 2,3-butenediol, ethanol, and nbutanol. From these chemicals, many valuable solvents or
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Figure 38



Product spectrum obtainable after hydrothermal treatment of plant biomass.



Figure 39 Enzymatic sacchariﬁcation of hydrothermally obtained eluates from birch wood. Three diﬀerent hemicellulases were directly applied to the eluted fractions. The concentration of xylose (in g/L) is given for each fraction.
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Figure 40 (a) Fiber consumption and world population ﬁgures between 1900 and 2100 are given. Between 1900 and 1995, the values are from literature; after 1995, the trend is projected. (b) Annual production of world oil (circles). The Gaussian curves correspond to the total eventual oil recovery of 1.8 and 2.1 trillion barrels.



intermediates can be obtained: ethylene, ethylenoxide, glycerin, propyleneoxide, and so forth. Using the monomeric compounds also, many important high polymers can be produced: polyacrylic acid, polypropylene, polystyrene, polyethylene, polyoxyethylene, and PVC. Ethanol deserves special attention because it may become the favorite future substitute for gasoline very soon. Developing countries with few resources in foreign currency should be the ﬁrst to use this technology. The industrial regions could beneﬁt from the ethanol fuel technology through an additional agricultural use of land, increase in technological know-how, and reduced energy dependence on foreign countries.



C. Products from High-Temperature Treatment As mentioned earlier, the hydrothermal treatment of plant biomass at temperatures between 275jC and 320jC delivers pumpable sludges. This advantage can be used to deliver the biomass into gasiﬁcation stations [182], thereby performing the Boudouar reaction, C + CO2 = 2CO, and the water–gas reaction, C + H2O = H2 + CO. These gases can be transformed to several other chemicals, such as methanol or ammonia. Hydrothermally activated pyrolysis of biomass [97] renders high yields of charcoal, and is a much improved process.



D. Economic and Environmental Aspects Economy and environmental acceptance will be the most important parameters for the breakthrough of the hydrothermal treatment and its follow-up products.



1. Economy A reasonable price for plant raw material is a precondition for an economic success of this process. As already mentioned in Sec. I (Table 8), there is a good chance that in the future, waste materials (e.g., waste paper and straw) as well as short-rotation forestry products (e.g., poplar wood and willow) and energy plantations (e.g., miscanthus) will be able to compete with crude oil and furnish a new plant biomass industry. Mass products such as paper, ﬁbers, and alcohols as fuel are of special interest. Simple papers like wrapping or brown paper can be obtained from straw [123] by hydrothermolysis without any further chemical treatment. Certain paper products obtained in this way will most probably be the ﬁrst to reach the economic limit. Fiber production will change from cotton to chemically manufactured cellulose. The diﬀerence between the cellulose yield of a cotton ﬁeld and that of fast-growing plants of the same area (e.g., maize or miscanthus) is so enormous that the chemical pathway will succeed. As soon as glucose can be obtained suﬃciently cheaply from hydrothermally treated plants by enzymatic sacchariﬁcation, the fermentation to lactic acid, isopropanol, 2,3 butanediol, and n-butanol can be carried out without diﬃculty. Ethanol fermentation holds a key position because of its good chances for wide application. Special products like citric acid depend more or less only on the sugar costs; therefore, glucose from hydrothermally treated plants will be in a good position in the future. High yields of furfural can by obtained from hemicelluloses; but furfural, as by-product in hydrothermal treatment, can have an adverse eﬀect on anaerobic fermentation [184].
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The economic eﬀect of a new biomass industry could help to change the unemployment trend in industrialized countries. 2. Environmental Considerations Short-rotation forestry and energy plants usually need very few fertilizers and insecticides, which could improve the ground water considerably in many parts of the world. The use of pure water by hydrothermolysis (steam treatment and aquasolv) is an environmental bonus compared with conventional processes such as the sulﬁte treatment in the paper industry. The proposed cellulose ﬁber production with MMNO would make the defoliation practice in cotton ﬁelds unnecessary. The use of biomass ethanol as car fuel would only give oﬀ the same amount of CO2 as the plants assimilated for their growth. Therefore hydrothermal pretreatment is connected with numerous positive environmental aspects.
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I. INTRODUCTION The key strategies for an energy policy are safety of supply, low implementation costs, and environmental acceptability. The ﬁrst of these has always been the most important since energy is the lifeblood of a modern industrial society. Acute population growth (expected to exceed 10 billion by 2050) is expected to contribute to the already growing demand for energy in developed and developing countries. A mere eight countries have >80% of all world crude oil reserves, six have >70% of all natural gas reserves, and eight have >85% of all coal reserves. Countries such as India, China, and Indonesia, which represent nearly half the world’s population, are therefore actively involved in developing and using renewable energy as the only means of sustaining their rapidly growing energy requirements. More than half of Asia, Africa, and Latin America import over 50% of their commercial energy. Most of these countries export crops that fetch low proﬁts and import energy at high prices, which is not good for their economies [1]. Growing worldwide environmental awareness and concerns (regarding issues such as greenhouse gas emissions, global warming, natural resource depletion) with continued use of conventional fossil and nuclear fuels will mean that future energy production will have to be as ‘‘clean’’ as technically possible and economically viable, which opens the door for renewable energy sources [2]. Considerable achievements and rapid progress is being made in areas of hydropower, biomass conversion, geothermal energy, solar thermal technology, wind energy conversion, and the increasing usage of photovoltaics. Recent technological developments have also improved the cost-eﬀectiveness of such renewable resources, making their economic prospects look increasingly attractive. It has been predicted that by 2030, 15–20% of our prime energy will be met by renewable energy resources [1,3,4].



The term ‘‘biomass’’ is used to describe materials of biological origin, which are either purposely grown, or arise as by-products, residues, or wastes from a process or application. Although it is used mainly in reference to materials of plant origin (phytomass), it also includes bones, proteins, lipids, and other biological components. Historically, renewable biomass resources, in the form of wood (and farm residues/wastes), were the principal sources of fuel and construction materials throughout the world, and this is still the case in many rural areas (particularly in developing countries) because it is often readily available and needs little capital or technological investment. Until the start of the 20th century, biomass and coal were the major sources of fuel, materials, and chemicals. Then nonrenewable resources such as oil and natural gas (and coal) became the major fuel sources, as well as the major sources of chemicals and plastic materials. Signiﬁcant developments were also made in modern construction material production, from metallic, mineralbased (glass, ceramics), or chemical/synthetic sources. These factors, along with intensive land use for food crops in the developed world, resulted in a dramatic reduction in biomass utilization for the production of derived materials and products. Interest in biomass utilization is growing as a result of greater awareness of economic changes and political factors associated with fossil fuels, and increasing environmental awareness, which has led to eﬀorts to introduce more stringent global environmental controls. This will shift the responsibility of dealing with waste/pollution problems to the waste producers, thereby connecting product biocompatibility to production costs. Purpose-grown biomass is still little used in the developed world due to its low physical and energy density (high moisture content), relatively rapid biodegradation during storage, and cost (growing, harvesting, transporting, storing, processing, and using biomass all consume energy). Such factors will con937
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tinue to discourage its purpose-grown use unless political initiatives are taken and the necessary ﬁnancial incentives are given [5]. Utilization of waste biomass, arising as by-products from other processes or by recycling previously used materials, is far more economically viable since conversion costs simply have to be exceeded by nonuse disposal costs plus revenue gained from selling conversion end products. Such renewed interest in biomass utilization (especially solid biowaste) has stimulated research into the utilization of biomass feedstocks as an alternative source of energy and chemical production, which will simultaneously address issues of renewable energy and environmental pollution [6–14].



II. CELLULOSIC BIOMASS SOURCES AND COMPOSITION Plant-based biomass resources include wood, agricultural crops and residues, grasses, and components from these sources. Wood is by far the largest source of biomaterial. Wood tissues are built up from cells, most of which are ﬁbrous. The wood ﬁbers are themselves a composite



material that consists of a reinforcement of cellulose microﬁbrils (50–55% w/w) in a cementing matrix of hemicellulose (15–25% w/w) and lignin (20–30% w/w) [15–17]. The components lignin, cellulose, and hemicellulose (Fig. 1) are generally present in the ratio 1:2:1; however, this varies depending on the species of origin. Traditionally, wood has been used as building material and in the paper industry, or simply as a fuel by burning, but its future applications lie in areas of mass production of fuels and chemical feedstocks by the large-scale microbial bioconversion of lignocellulosic materials [18–20]. Because of their abundance, lignin, cellulose, and hemicellulose are the basic chemical feedstocks derived from biomass and great eﬀorts are made to improve their separation. Cellulose is largely crystalline, and consists of linear chains of (1!4)-linked h-D-glucopyranosyl units (Fig. 1). These chains are packed in layers, held together by van der Waals forces with intramolecular and intermolecular hydrogen bonding [21–23]. The majority of industrially utilized cellulose currently ﬁnds its application in the pulp and paper industry. Large amounts of cellulose currently ﬁnd no application and are treated as waste, being burned or rotted naturally. However, as with other long-chain, natural polysaccharides, starch and chitin, the potential of



Figure 1 Chemical structures of (a) lignin, (b) cellulose, and (c) hemicelluloses.
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cellulose as a source material for higher value materials is now being fully realized. Various cellulosic raw materials are available that deserve scrutiny as potential source materials for chemical and fuel production. Wood and woody plants as well as waste products such as cardboard, sawdust, bagasse, groundnut shells, jute sticks, spent lemongrass, cashew and rubber tree wood, cotton linters, cotton waste, etc., all potential renewable resources for the generation of fermentable sugars, can also be utilized [24]. Among the woody species, poplar and eucalyptus are good sources of lignocellulose material suitable for energy production. Sweet sorghum produces about 30% sugar and 70% bagasse, a lignocellulose raw material, and can potentially produce 30–50 tonnes of dry matter per hectare [25].



III. CELLULOSIC BIOMASS CONVERSION TECHNOLOGY Cellulose is generally produced by pulping: acidic or alkaline treatment results in the hydrolysis of hemicellulose and the decomposition of lignin, so free cellulose ﬁbers can be extracted from the medium [26,27]. Lignin and hemicellulose cannot be obtained in their polymeric forms by the common wood unlocking processes, but the development of steam explosion and implosion techniques (Fig. 2) permits separation of cellulose, oligomeric hemicellulose, and lignin monomers in one process [28–33]. In principle,
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cellulosic materials can be processed in a number of ways using chemical, biochemical, or thermochemical conversion methodologies (Fig. 3). Several strategies are potentially applicable or are being applied to cellulosics modiﬁcation and utilization on an industrial scale.



A. Chemical Modification (Acid/Alkali Hydrolysis and Derivatization) The most common method of converting cellulosics to useful products is a straightforward hydrolysis to component monosaccharides. The choices for this procedure are either acidic/alkaline hydrolysis (or enzymic hydrolysis). The advantages of acidic/alkaline hydrolysis stem from their nonspeciﬁcity (also the cause of their major drawbacks), meaning that all of the cellulosic sample can be hydrolyzed to glucose using a single application of acid/ alkali [34]. The obvious major drawback is that anything in the sample other than cellulose is also likely to react with the acid/alkali, a situation that can lead to the formation of harmful by-products. Treatment of lignocellulosic biomass with dilute sulfuric acid is primarily used as a means of hemicellulose hydrolysis and a pretreatment for enzymatic hydrolysis of cellulose [35]. Treatment of various celluloses in supercritical water has also been used to produce glucose and its derivatives [36]. A multitude of detailed information is available on the chemical (acid and alkali) degradation of cellulose [37–43].



Figure 2 Separation of lignin, cellulose, and hemicellulose by steam explosion.
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Figure 3 Potential conversion routes for cellulosic materials.



The acid-induced depolymerization of polysaccharides (hydrolysis of glycosidic linkages) is presented in Fig. 4. Clearly, if suﬃcient hydrolysis occurs then monosaccharides will ultimately be produced; however, further acid treatment results in the degradation/dehydration of the released monosaccharides producing 2-furfuraldehyde



(from pentoses) and 5-hydroxymethylfurfural (from hexoses) (Fig. 5) [44]. Cellulose glycosidic linkages are relatively alkali stable below 170jC; however, degradation does occur via a diﬀerent mechanism, namely, an endwise degradation known as peeling or unzipping. This involves the conver-



Figure 4 Acid-catalyzed hydrolysis of glycosidic linkages.
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Figure 5 Acidic dehydration of monosaccharides.



Figure 6 Alkaline hydrolysis of cellulose.
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Figure 7 Cellulose esteriﬁcation using acids, anhydrides, or acid chlorides.



sion of the reducing end of the cellulose molecule releasing D-glucoisosaccharinic acids via a h-alkoxycarbonyl elimination of the rest of the cellulose chain (Fig. 6) [43]. This generates a new deprotonated reducing end group that undergoes further alkaline degradation, and so on. If this erosion of cellulose molecules from their reducing ends were to continue unchecked, the whole of the cellulosic material would eventually break down; however, a competing reaction, namely, h-hydroxycarbonyl elimination, occurs at a slower rate producing terminal D-glucometasaccharinic acid end groups (Fig. 6). At temperatures >170jC, random alkaline scission (hydrolysis of cellulose glycosidic linkages) occurs, generating new reducing end groups that can undergo peeling [34].



Treatment with dilute mineral acids hydrolyzes some glycosidic bonds (a similar eﬀect is achievable using mild enzymic modiﬁcation). Products from these conversions could be used when high-solid, low-viscosity pastes are desired, e.g., in textile yarns, fabric ﬁnishing, gypsum board manufacture, paper manufacture, and in gum confectionery. The hydrolysis of sorghum straw using hydrochloric acid has been investigated to produce xylose-rich hydrolysates that can be bioconverted into xylitol [45]. The reactivity of the three hydroxyl groups at the C2, C3, and C6 positions of the D-glucosyl units of cellulose oﬀer a variety of possibilities for making useful derivatives. In most cases, the desired properties are achieved by producing a partially substituted derivative. Thus, the homopolymer is transformed into a copolymer of up to eight monomers randomly distributed along the polymer chain. The description and characterization of polymers of such complexity have been challenging problems of long-standing interest [46]. The lack of solubility of native cellulose in water and most organic solvent systems constitutes a major obstacle for its utilization in many industrial applications. Chemical modiﬁcation of cellulose was therefore initially performed to overcome this insolubility. An enormous number of cellulose derivatives have been synthesized and characterized over the years [47]. The main classes of commercially produced cellulose derivatives are cellulose esters and cellulose ethers. Esteriﬁcation is often performed using organic acids, anhydrides, or acid chlorides [48,156]. A general reaction scheme is provided in Fig. 7. The two major methodologies utilized for the production of cellulose ethers, namely, Williamson etheriﬁcation and alkaline-catalyzed oxalkylation [49], are presented in Fig. 8. Industrial modiﬁcation processes normally take place in heterogeneous



Figure 8 Cellulose etheriﬁcation: (a) alkali treatment, (b) Williamson etheriﬁcation, and (c) oxalkylation.
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systems; that is, both the cellulose substrate and the produced derivative are present as solids, either as dry matter or suspended in the reaction medium. Thorough mixing/ stirring is often required to ensure uniform swelling, alkali distribution, and production of a homogeneous product (with respect to random distribution of added functionality). Nonrandom derivatization can result in poor product solubility due to underivatized regions in the ﬁnal product. Information on the applications of speciﬁc derivatives and products is provided in Section IV.A of this chapter.



B. Biochemical Modification (Enzymatic Hydrolysis, Biodegradation, and Fermentation) Considerable research and development has been directed toward understanding and commercializing the enzymatic hydrolysis of wood and cellulose, ranging from applied work on bioreactors to fundamental focusing on the detailed molecular mechanisms of biological degradation [50–59]. However, cellulose requires an enzyme complex, which acts in a synergistic manner to be totally hydrolyzed to D-glucose. The reactivity of cellulose in the enzymatic hydrolysis depends on its physicochemical and structural parameters [60,61]. Physicochemical parameters of cellulose change during the course of enzymatic hydrolysis, and this aﬀects the kinetics of the process. An important structural feature that aﬀects the rate of enzymatic hydrolysis of cellulose ﬁbers is the degree of crystallinity of the cellulose. Cellulolytic enzymes are capable of degrading the more readily accessible amorphous portion of cellulose, but are unable to attack the less accessible crystalline portions. Studies on cellulose pretreatment have provided considerable insights into the inﬂuence of crystallinity and speciﬁc surface area on the rate and extent of hydrolysis [56]. As mentioned previously, the most common method of converting cellulosics to useful products is a straightforward hydrolysis to component monosaccharides. The advantage of carrying out this procedure enzymically using either a single enzyme, or a cocktail of cellulose degrading enzymes, is that the conditions are speciﬁc and nondestructive (unlike acid/alkaline hydrolysis), and hence the product can be tailored to suit the requirements of the customer. Additionally the milder conditions are far less likely to result in the formation of harmful by-products. The group of enzymes that act on cellulose are collectively named cellulases. They are produced by a number of bacteria and fungi, the most widely studied coming from Trichoderma and Clostridium species [62–65]. One of the most eﬃcient decomposers of wood and other natural lignocellulose is white rot fungi, which performs enzymatic hydrolysis of cellulose and oxidative breakdown of lignin [66–69]. Commercial preparations of cellulases are becoming more widely available on an industrial scale, and many have been evaluated for their suitability for conversion of biomass [70]. However, the major drawback to commercialization of enzymatic cellulose hydrolysis processes con-
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tinues to be the relatively slow rates of hydrolysis and the high cost of the enzymes [56]. Research eﬀorts are therefore being directed toward understanding and manipulating cellulase systems to achieve greater cellulase activity, through optimizing cellulase mixtures and protein engineering of cellulases [71]. Optimal combination of cellulases should lead to increased rates and extents of hydrolysis since synergistic mechanisms are observed in several cellulase systems. The fementability of municipal waste hemicelluloses (from teak, banana stalks, and sugarcane bagasse) in the presence of Clostridium sp. have been evaluated [72]. Monosaccharides produced by cellulose degradation can be treated with a variety of other enzymes leading to a whole host of potential products, such as glucose and fructose syrups. Fructose syrups can be produced by treatment of glucose with glucose isomerase [73]. The commercial production of fructose syrups was ﬁrst started in Japan. Such syrups are currently of great research interest, particularly in the development of fat substitutes and in the development of replacements for sucrose in foods and beverages. These syrups could also be used ‘‘as is’’ for animal feeds or as a chemical feedstock for enzyme/ fermentation processes, or they could be converted by other methodologies outlined in this chapter to produce other more reﬁned, higher-value chemicals. Anaerobic digestion is an important phase of sewage treatment in the developed world, and sewage gas (impure methane) is often used for electricity production. Anaerobic digestion is now being applied increasingly to process biowastes, particularly from farms and food factories [74]. In developing countries, especially India and China, many small digesters exist, and the biogas from them is commonly used for heating and sometimes for power generation. Large amounts of impure methane also arise from biological decay of domestic and commercial wastes that are landﬁlled. Landﬁll gas is being utilized on a growing scale, and electricity production is an increasingly popular method for exploiting the energy in that gas that would otherwise be wasted. It also provides a safe way of reducing the danger of explosions and pollution by landﬁll gas. Denmark has led the way in the development of biogas plants and has over 20 large centralized gas plants [75]. They are an important part in the Danish energy policy of reducing CO2 emissions by 20% by 2005, and utilize admixed industrial organic wastes and manure as substrate.



C. Thermochemical Modification (Gasification/ Combustion/Pyrolysis) Biomass is already being used, without preliminary conversion, as a fuel for direct combustion to raise steam and hence to generate electricity. Wood, agricultural and forestry wastes, and domestic and commercial wastes can be cited as examples of fuels utilized in this way. Direct combustion is well suited to the use of biomass having fairly low contents of moisture and ash. The design of the
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grate and boiler determines the completeness of combustion and eﬃciency of heat transfer. Improved designs aim to improve eﬃciency and to decrease noxious emissions. Other improvements include methods for using waste heat to partially dry the feedstock. Many diﬀerent kinds of biomass can be handled, and the combustion performance of eucalypt Eucalyptus nitens and aluminosilicate-rich bark residue have been compared [76]. Gasiﬁcation is the thermochemical conversion of organic material into useful gases. Biomass can be reacted with oxygen to produce mainly carbon monoxide and hydrogen, which can be used as a fuel or a chemical feedstock. In principle, the technology is not much diﬀerent from combustion, in which organic material also reacts with oxygen, although in combustion the main products are carbon dioxide and water. Whether a process results in gasiﬁcation or combustion depends on the air to fuel ratio. Biomass (in the form of anhydrocellulose, C6H10O5) can undergo combustion (1) or gasiﬁcation (2). In the combustion reaction, much more heat is given oﬀ (17.5 MJ/kg) than in the gasiﬁcation reaction (1.85 MJ/kg). Whereas combustion converts a chemical feedstock into heat, gasiﬁcation converts a solid carrier of chemical energy into a gaseous carrier. The gas obtained from gasiﬁcation can be combusted in a second step resulting in the liberation of the chemical energy of the gas in the form of heat [reactions, (3) and (4)]. 2C6 H10 O5 þ 12O2 ! 12CO2 þ 10H2 O ðcombustionÞ



ð1Þ



2C6 H10 O5 þ O2 ! 12CO þ 10H2 (gasiﬁcation)



ð2Þ



2CO þ O2 ! 2CO2



ð3Þ



2H2 þ O2 ! 2H2 O



ð4Þ



With respect to production of electricity via biomass conversion, gasiﬁcation followed by combustion is preferred to direct combustion for several reasons. A gas has signiﬁcantly better burning properties than a solid, therefore process control is easier, hardly any excess of air is necessary, simple burners can be used, and there are no particulate emissions and less gaseous pollutants. In addition, the gas obtained from gasiﬁcation can be directly converted to shaft power by combustion in a gas turbine, gas, or duel-fuel diesel engine [77]. This avoids the less eﬃcient indirect steam cycle that is generally used with the combustion of solids to transfer the heat from the combustion gases via a steam turbine into shaft power to drive the electricity generator. Therefore, electricity plants based on gasiﬁcation have higher overall eﬃciencies than those based on combustion, particularly at the relatively low capacities relevant in biomass conversion technology (typically below 100 MWe). In these circumstances, even taking into account the capital and running costs of a gasiﬁcation plant, the economics of electricity production of biomass via gasiﬁcation are believed to be more favorable than those of systems using direct combustion. Downdraft ﬁxed and moving bed gasiﬁcation, using air as the gasifying agent, are the most widely applied



small-scale technologies (below 1 MW). Such systems require good insulation since the poorer the insulation, the more the reactor behaves like a stove, and the more CO2 and H2O are produced at the expense of reduced outputs of CO and H2. Biomass is fed continuously so that the bed level in the gasiﬁer remains within certain limits. Producer gas is continuously sucked oﬀ at the bottom below a grate, usually by the engine that is fuelled by this gas. Continuous removal of producer gas causes air to be continuously sucked into the bed (Fig. 9). Around the air entrances rapid, exothermic, partial combustion occurs at temperatures >1000jC, causing char deposition below the air inlet (5). Gasiﬁcation takes place below the air inlet [endothermic reactions (6) and (7)] [78–81]. 2C6 H10 O5 þ O2 ! 11C þ CO2 þ 10H2 O



ð5Þ



C þ CO2 ! 2CO



ð6Þ



C þ H2 O ! CO þ H2



ð7Þ



If wood is the feedstock, the heat produced in the combustion zone is used to dry it in the zone above the air inlet and to drive the endothermic gasiﬁcation reactions. The wetter the wood and the greater the heat loss, the less heat remains for gasiﬁcation, and hence the lower the heating value of the gas produced. The moisture content of the wood should be 
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