






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































MRS: Multi-Resolution on the Sphere .fr

Cosmic Microwave Background radiation field over the whole celestial sphere, have and ...... orthogonal wavelet transform, this curve would be linear.) Due to ... 

















 Télécharger le PDF 






 8MB taille
 3 téléchargements
 382 vues






 commentaire





 Report




















MRS: Multi-Resolution on the Sphere URL: http://jstarck.free.fr/mrs.html Y. Moudden, J.L. Starck, P. Abrial and J.-F. Cardoso DAPNIA/SEDI-SAP, CEA/Saclay, Service d’Astrophysique, 91191 Gif sur Yvette, France Laboratoire APC, Coll`ege de France 11, place Marcelin Berthelot 75231 Paris Cedex 05, France Version 1.0



2



Contents Contents



3



Acknowledgments



7



1 Data on the Sphere 1.1 Introduction . . . . . . . . . . . . 1.2 Pixelization . . . . . . . . . . . . 1.3 Multiscale methods on the sphere 1.3.1 Wavelets on the sphere . . 1.3.2 Ridgelets and Curvelets on



. . . . . . . . . . . . . . . . . . . . . . . . . . . . the sphere .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



2 Multiscale Methods on the Sphere 2.1 Wavelet Transform on the Sphere . . . . . . . . . . . . . . . . . . . . . . 2.1.1 Isotropic Undecimated Wavelet Transform on the Sphere (UWTS) 2.1.2 Isotropic Pyramidal Wavelet Transform on the Sphere (PWTS) . 2.1.3 Mexican hat wavelet transform on the sphere . . . . . . . . . . . 2.2 Ridgelet and Curvelet Transform on the Sphere (CTS) . . . . . . . . . . 2.2.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2.2 Ridgelets and Curvelets on the Sphere. . . . . . . . . . . . . . . . 2.2.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2.4 Pyramidal Curvelet Transform on the Sphere (PCTS) . . . . . . . 3 ICA on the Sphere 3.1 Introduction . . . . . . . . . . . . . . . . . . 3.2 JADE . . . . . . . . . . . . . . . . . . . . . 3.3 FastICA . . . . . . . . . . . . . . . . . . . . 3.4 SMICA . . . . . . . . . . . . . . . . . . . . 3.4.1 SMICA’s objective function . . . . . 3.4.2 Source map estimation . . . . . . . . 3.4.3 SMICA for spherical maps . . . . . . 3.5 ICA and Wavelets . . . . . . . . . . . . . . . 3.5.1 WJADE . . . . . . . . . . . . . . . . 3.5.2 Covariance matching in wavelet space 3.6 Applications . . . . . . . . . . . . . . . . . . 3.6.1 CMB data analysis . . . . . . . . . . 3.6.2 Sunyaev-Zeldovich cluster detection . 3



. . . . . . . . . : . . .



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . WSMICA . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . . . . . . . . . .



. . . . .



9 9 10 12 12 13



. . . . . . .



15 15 15 19 19 23 23 23 24 27



. . . . . . . . . . . . .



29 29 30 31 32 33 33 34 34 35 35 37 37 38



.



4



4 Data Restoration on the Sphere 4.1 Introduction . . . . . . . . . . . . . . . . . . . . 4.2 Significant Wavelet Coefficients . . . . . . . . . 4.2.1 Definition . . . . . . . . . . . . . . . . . 4.2.2 Noise Modeling . . . . . . . . . . . . . . 4.2.3 Automatic Estimation of Gaussian Noise 4.2.4 Correlated Noise . . . . . . . . . . . . . 4.3 Thresholding . . . . . . . . . . . . . . . . . . . 4.4 The Combined Filtering Method on the Sphere



CONTENTS



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



47 47 47 47 48 48 49 49 50



5 Statistics on the Sphere and Non-Gaussianities Detection 5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.2 Point Sources on a Gaussian Background . . . . . . . . . . . . . . . . . 5.3 Detecting Faint Non-Gaussian Signals Superposed on a Gaussian Signal 5.3.1 Hypothesis Testing and Likelihood Ratio Test (LRT). . . . . . . 5.4 Kurtosis, HC from Wavelet and Curvelet Coefficients . . . . . . . . . . 5.4.1 Kurtosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.4.2 Max . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.4.3 Higher Criticism . . . . . . . . . . . . . . . . . . . . . . . . . . 5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . .



. . . . . . . . . .



55 55 57 58 58 59 59 60 61 62 63



6 IDL Routines 6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 6.2 Installation . . . . . . . . . . . . . . . . . . . . . . . . . 6.3 Wavelets . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.3.1 Mexican Hat Wavelet Transform: mrs wtmexhat . 6.3.2 bi-orthogonal wavelet transform: mrs owttrans . . 6.3.3 bi-orthogonal wavelet reconstruction: mrs owtrec 6.3.4 Undecimated Wavelet Transform:mrs wttrans . . 6.3.5 Undecimated Wavelet Reconstruction:mrs wtrec . 6.3.6 Pyramidal Wavelet Transform:mrs pwttrans . . . 6.3.7 Pyramidal Wavelet Reconstruction: mrs pwtrec . 6.3.8 Extract a Wavelet Scale: mrs wtget . . . . . . . . 6.3.9 Insert a band into Wavelet Transform: mrs wtput 6.3.10 Visualization of the wavelet scales: mrs wttv . . . 6.3.11 Wavelet filtering: mrs wtfilter . . . . . . . . . . . 6.4 Ridgelet . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.4.1 Ridgelet transform: mrs ridtrans . . . . . . . . . 6.4.2 Ridgelet reconstruction: mrs ridrec . . . . . . . . 6.4.3 Extract a ridgelet band: mrs ridget . . . . . . . . 6.4.4 Insert a band into Ridgelet Transform: mrs ridput 6.5 Curvelet . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.5.1 Curvelet transform: mrs curtrans . . . . . . . . . 6.5.2 Curvelet reconstruction: mrs currec . . . . . . . . 6.5.3 Extract a curvelet band: mrs curget . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



65 65 65 66 66 66 67 67 68 69 70 70 71 71 72 73 73 74 74 75 76 76 77 77



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . . . . . . .



CONTENTS



6.6



6.7



6.5.4 Insert a band into the Curvelet Transform: mrs curput . . . . . . 6.5.5 Curvelet filtering: mrs curfilter . . . . . . . . . . . . . . . . . . . 6.5.6 Combined filtering: mrs cbfilter . . . . . . . . . . . . . . . . . . . ICA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.6.1 Blind source separation using JADE: mrs jade . . . . . . . . . . . 6.6.2 Blind source separation using fastICA: mrs fastica . . . . . . . . . 6.6.3 Blind source separation using Spectral Matching ICA: mrs smica . 6.6.4 Handling missing/masked data through wavelet scales : mrs mask 6.6.5 A few more examples . . . . . . . . . . . . . . . . . . . . . . . . . Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.7.1 Compute several statistics: get stat . . . . . . . . . . . . . . . . . 6.7.2 Compute several statistics on the wavelet coefficients: mrs wtstat 6.7.3 Compute several statistics on the wavelet coefficients: mrs owtstat 6.7.4 Compute several statistics on the ridgelet coefficients: mrs ridstat 6.7.5 Compute several statistics on the curvelet coefficients: mrs curstat 6.7.6 Compute several statistics on wavelet, ridgelet and curvelet coefficients: mrs allstat . . . . . . . . . . . . . . . . . . . . . . . . . . .



5



. . . . . . . . . . . . . . .



78 78 80 81 81 82 83 87 88 88 88 89 90 90 91



. 92



Index



97



` Trous” Wavelet Transform Algorithm A The “A



99



B The Combined Filtering Method



101



Acknowledgments



7



Acknowledgments The authors of this software package would like to express their gratitude to all of their colleagues who have made this work possible through various contributions. We are especially thankful to our direct collaborators with whom we have been working for years on problems in statistics and data analysis in astrophysics and cosmology: Nabila Aghanim, Jacques Delabrouille, David Donoho, Olivier Forni, Jiashun Jin, Mai Nguyen and Guillaume Patanchon. This package is a compilation of the algorithms and methods which were developed and/or used successfully in a number of applications reported in the following publications: • Multi–Detector Multi–Component spectral matching and applications for CMB data analysis, J. Delabrouille, J.-F. Cardoso and G. Patanchon, Monthly Notices of the Royal Astronomical Society, 2003, vol. 346, n. 4, pp. 1089-1102 • Detecting Cosmological non-Gaussian Signatures by Multi-scale Methods, J.-L. Starck and N. Aghanim and O. Forni, Monthly Notices of the Royal Astronomical Society, 2004, vol. 416, n. 4, pp. 9-17 • Cosmological Non-Gaussian Signatures Detection: Comparison of Statistical Tests, J. Jin, J.-L. Starck, D.L. Donoho, N. Aghanim and O. Forni, EURASIP Journal of Applied Signal Processing, vol. 2005, n.15, pp 2470-2485, 2005. • Blind Component Separation in Wavelet Space: Application to CMB Analysis, Y. Moudden and J.-F. Cardoso and J.-L. Starck and J. Delabrouille, EURASIP Journal of Applied Signal Processing, vol. 2005, n. 15, pp 2437-2454, 2005. • Wavelets, Ridgelets and Curvelets on the Sphere, J.-L. Starck, P. Abrial, Y. Moudden and M. Nguyen, Astronomy and Astrophysics, 2005, to appear • Sunyaev-Zeldovich cluster reconstruction in multiband bolometer camera surveys, S. Pires, J.-B. Juin, D. Yvon, Y. Moudden, S. Anthoine and E. Pierpaoli, submitted to Astronomy and Astrophysics, June 2005, available at: http://arxiv.org/pdf/astro-ph/0508641 Other colleagues we would like to acknowledge include: Bedros Afeyan, Jerome Bobin, Emmanuel Candes, Pierre-Fran¸cois Honor´e, Ludovic Poupard, Philippe Querre, Sandrine Pires, Ryad Sehil and Patricio Vielva.



Chapter 1



Data on the Sphere 1.1



Introduction



In a number of areas of scientific activity, data is gathered which naturally maps to the sphere. For instance, remote sensing of the Earth’s surface and atmosphere,e.g. with POLDER1 , generates spherical data maps which are crucial for global and local geophysical studies such as understanding climate change, geodynamics or monitoring humanenvironment interactions. More examples can be found in medical imaging or computer graphics. In astronomy and astrophysics, recent and upcoming ground based and satellite borne experiments such as WMAP2 or Planck-Surveyor3 for the observation of the Cosmic Microwave Background radiation field over the whole celestial sphere, have and will produce full-sky maps in a wide range of wavelengths. These maps are necessarily digitized and hence distributed as a finite set of pixel values on some grid. The properties of this grid will affect the subsequent analysis of the data, and a good choice will make standard computations, such as the spherical harmonics transform, much faster and accurate. Considerable work has been dedicated to the development of pixelization schemes on the sphere. In particular, Healpix(G´orski et al., 2002) is a sampling scheme which has some attractive geometrical features profitably used in this spherical data analysis software package. Processing spherical data maps requires specific tools or somehow adapting traditional methods used on flat images to the spherical topology, such as multiscale transforms for image processing. Among these, Wavelets and related representations are by now successfully used in all areas of signal and image processing. Their recent inclusion in JPEG 2000 – the new still-picture compression standard– is an illustration of this lasting and significant impact. Wavelets are also very popular tools in astronomy (Starck and Murtagh, 2002) which have led to very impressive results in denoising and detection applications. For instance, both the Chandra and the XMM data centers use wavelets for the detection of extended sources in X-ray images. For denoising and deconvolution, wavelets have also demonstrated how powerful they are for discriminating signal from noise (Starck et al., 2002b). In cosmology, wavelets have been used in many studies 1 http://polder.cnes.fr 2 http://map.gsfc.nasa.gov 3 http://astro.estec.esa.nl/Planck
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such as for analyzing the spatial distribution of galaxies (Slezak et al., 1993; Escalera and MacGillivray, 1995; Starck et al., 2005a; Martinez et al., 2005), determining the topology of the universe (Rocha et al., 2004), detecting non-Gaussianity in the CMB maps (Aghanim and Forni, 1999; Barreiro et al., 2001; Vielva et al., 2004a; Starck et al., 2004), reconstructing the primordial power spectrum (Mukherjee and Wang, 2003), measuring the galaxy power spectrum (Fang and Feng, 2000) or reconstructing weak lensing mass maps (Starck et al., 2005b). It has also been shown that noise is a problem of major concern for N-body simulations of structure formation in the early Universe and that using wavelets for removing noise from N-body simulations is equivalent to simulations with two orders of magnitude more particles (Romeo et al., 2003; Romeo et al., 2004). Wavelets owe part of their success to their ability for sparse approximation of point singularities. However they are not as good at detecting highly anisotropic features such as curvilinear singularities in images. This is where other multiscale systems such as Ridgelets(Cand`es and Donoho, 1999) and Curvelets(Donoho and Duncan, 2000; Starck et al., 2002a), which exhibit high directional sensitivity and are highly anisotropic, come into play. Digital implementations of both ridgelet and curvelet transforms for image denoising are described in(Starck et al., 2002a). Inspired by the successes of Euclidean wavelets, ridgelets and curvelets, this package provides implementations of new multiscale decompositions for spherical images namely the isotropic undecimated wavelet transform, the ridgelet transform and the curvelet transform each of which is invertible.



1.2



Pixelization



Despite the apparent simplicity of the sphere, deriving numerical schemes on the sphere is not a trivial task. A major difficulty encountered in the design of numerical methods on the sphere is that of pixelization: there is no obvious way in which to reconcile the requirements for a maximally uniform sampling and for an exact and invertible computation of the spherical harmonics decomposition of band-limited functions(G´orski et al., 2002; Tegmark, 1996). Also, the sampling strategy determines largely the achievable algorithmic complexity of these computations. Several sampling schemes have been proposed recently such as Tegmark’s Icosahedron(Tegmark, 1996), the Igloo(Crittenden and Turok, 1998) or Healpix(G´orski et al., 2002) methods which tend to favor approximate uniformity among other properties. The Glesp(Doroshkevich et al., 2005) pixelization was developed with a strong focus on the accuracy of the spherical harmonics transform. Healpix The Healpix representation is a curvilinear hierarchical partition of the sphere into quadrilateral pixels of exactly equal area but with varying shape. The base resolution divides the sphere into 12 quadrilateral faces of equal area placed on three rings around the poles and equator. Each face is subsequently divided into nside2 pixels following a quadrilateral multiscale tree structure. The pixel centers are located on iso-latitude rings, and pixels from the same ring are equispaced in azimuth. This is critical for computational speed of all operations involving the evaluation of spherical harmonics transforms, including standard numerical analysis operations such as convolutions, power spectrum
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Figure 1.1: The Healpix sampling grid.



estimation, etc. An important geometrical feature of the Healpix sampling grid is the hierarchical quadrilateral tree structure. This defines a natural one-to-one mapping of the sphere sampled according to the Healpix grid, into twelve flat images, on all scales. It is then easy to partition a spherical map using Healpix into quadrilateral blocks of a specified size. One first extracts the twelve base-resolution faces, and each face is then decomposed into overlapping blocks of the specified size. This decomposition into blocks is an essential step of the traditional flat 2D curvelet transform. Based on the reversible warping of the sphere into a set of flat images made possible by the Healpix sampling grid, the ridgelet and curvelet transforms can be extended to the sphere. With the decomposition into blocks described above, there is no overlapping between neighboring blocks belonging to different base-resolution faces. This may result for instance in blocking effects in denoising experiments via non linear filtering. It is possible to overcome this difficulty in some sense by working simultaneously with various rotations of the data with respect to the sampling grid. This will average out undesirable effects at edges between base resolution faces.
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Multiscale methods on the sphere Wavelets on the sphere



In the last years, several wavelet transforms on the sphere have been proposed. Schr¨oder and Sweldens(Schr¨oder and Sweldens, 1995) have developed an orthogonal wavelet transform on the sphere based on the Haar wavelet function which then suffers from the poor properties of the Haar function and the problems inherent to the orthogonal decomposition. A few papers describe continuous wavelet transforms on the sphere(Antoine, 1999; Tenorio et al., 1999; Cay´on et al., 2001b; Holschneider, 1996). An application to the detection of non-Gaussianity in the CMB radiation using the stereographic Mexican hat wavelet is reported in (Vielva et al., 2004a). These methods have been extended to directional wavelet transforms(Antoine et al., 2002; McEwen et al., 2004; Wiaux et al., 2005). Although profitable for data analysis, these continuous transforms lack an inverse transform and hence are clearly not suitable for restoration purposes. The algorithm proposed by Freeden and Maier(Freeden and Windheuser, 1997; Freeden and Schneider, 1998), based on the Spherical Harmonic Decomposition, is to our knowledge the only one to have an inverse transform. A very popular wavelet algorithm in astrophysical applications is the so-called “`a trous algorithm” (a better name would be the “isotropic undecimated wavelet transform” ), which possesses the following features: i) it is isotropic, ii) it is undecimated, iii) it uses an order three Box-Spline as scaling function. The isotropy of the wavelet function makes this decomposition optimal for the detection of isotropic objects. The non decimation makes the decomposition redundant (the number of coefficients in the decomposition is equal to the number of samples in the data multiplied by the number of scales) and allows us to avoid Gibbs aliasing after reconstruction in image restoration applications, as generally occurs with orthogonal or bi-orthogonal wavelet transforms. The choice of a B3 spline is motivated by the fact that we want an analyzing function close to a Gaussian, but verifying the dilation equation, which is required in order to have a fast transformation. Finally the last property of this algorithm is to provide a very straightforward reconstruction. Indeed, the sum of all the wavelet scales and of the coarsest resolution image reproduces exactly the original image. The MRS package offers an implementation of a new isotropic wavelet transform on the sphere. Its properties are similar to those of the `a trous algorithm and therefore should be very useful for data denoising and deconvolution. This algorithm, described in chapter 2, is directly derived from the FFT-based wavelet transform proposed in(Starck et al., 1994) for aperture synthesis image restoration. It is relatively close to the Freeden and Maier(Freeden and Schneider, 1998) method, except that the reconstruction process is as straightforward as in the `a trous algorithm (i.e. the sum of the scales reproduces the original data). This new wavelet transform can also be easily extended to a pyramidal wavelet transform, which may be very important for larger data sets such such as from the future Planck experiment.
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Ridgelets and Curvelets on the sphere



When analyzing data which contains anisotropic features, wavelets are no longer optimal. This has motivated the development of new multiscale decompositions such as the ridgelet and the curvelet transforms (Donoho and Duncan, 2000; Starck et al., 2002a). Among possible applications of this data analysis methods, it was shown in Starck et al. (2004) that the flat curvelet transform could be useful for the detection of non Gaussianity in flat patches of CMB data, and also to discriminate among different causes of non Gaussianity. In this area, further insight will come from the analysis of full-sky data mapped to the sphere thus requiring the development of a curvelet transform on the sphere. The MRS package offers an implementation of ridgelet and curvelet transforms for spherical maps. These implementation are derived as extensions of the digital ridgelet and curvelet transforms described in (Starck et al., 2002a). The implemented undecimated isotropic wavelet transform on the sphere and the specific geometry of the Healpix sampling grid are important components of the present implementation of curvelets on the sphere. Further motivation for developing these new multiscale methods on the sphere follows from the results obtained in different data processing applications. As described in chapter4, the MRS package provides the necessary tools to experiment with these new spherical multiscale transforms in denoising applications, for instance using the Combined Filtering Method, which allows us to filter data on the sphere using both the Wavelet and the Curvelet transforms. The analysis of multichannel data mapped to the sphere, a problem encountered for instance in the processing of WMAP and Planck observations, is another issue that is shown to benefit from the developed multiscale representations on the sphere. This is reported in chapter 3 which is dedicated to describing some methods in multichannel data analysis extended to spherical maps which are implemented in the MRS package.
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Chapter 2



Multiscale Methods on the Sphere 2.1 2.1.1



Wavelet Transform on the Sphere Isotropic Undecimated Wavelet Transform on the Sphere (UWTS)



There are clearly many different possible implementations of a wavelet transform on the sphere and their performance depends on the application. We describe here an undecimated isotropic transform which is similar in many respects to the `a trous algorithm, and is therefore a good candidate for restoration applications. Its isotropy is a favorable property when analyzing a statistically isotropic Gaussian field such as the CMB, or data sets such as maps of galaxy clusters, which contain only isotropic features (Starck et al., 1998). Our isotropic transform is obtained using a scaling function φlc (ϑ, ϕ) with cut-off frequency lc and azimuthal symmetry, meaning that φlc does not depend on the azimuth ϕ. Hence the spherical harmonic coefficients φˆlc (l, m) of φlc vanish when m 6= 0 so that :



φlc (ϑ, ϕ) = φlc (ϑ) =



l=lc X



φˆlc (l, 0)Yl,0(ϑ, ϕ)



(2.1)



l=0



where the Yl,m are the spherical harmonic basis functions. Then, convolving a map f (ϑ, ϕ) with φlc is greatly simplified and the spherical harmonic coefficients cˆ0 (l, m) of the resulting map c0 (ϑ, ϕ) are readily given by (Bogdanova et al., 2005):



cˆ0 (l, m) = φ\ lc ∗ f(l, m) =



r



where ∗ stands for convolution. 15



4π ˆ φl (l, 0)fˆ(l, m) 2l + 1 c



(2.2)
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From one resolution to the next one



A sequence of smoother approximations of f on a dyadic resolution scale can be obtained using the scaling function φlc as follows c0 c1 cj



= φlc ∗ f = φ2−1 lc ∗ f ... = φ2−j lc ∗ f



(2.3)



where φ2−j lc is a rescaled version of φlc with cut-off frequency 2−j lc . The above multiresolution sequence can actually be obtained recursively. Define a low pass filter hj for each scale j by  ˆ l (l,m) r  c  φ 2j+1 lc 4π if l < 2j+1 and m = 0 ˆ ˆ ˆ φ lc (l,m) hj (l, m) = Hj (l, m) = (2.4) j  2l + 1  0 2 otherwise



It is then easily shown that cj+1 derives from cj by convolution with hj : cj+1 = cj ∗ hj . The wavelet coefficients



Given an asymmetrical wavelet function ψlc , we can derive in the same way a high pass filter gj on each scale j:  ψˆ lc (l,m)   lc r  and m = 0  φˆ2j+1(l,m) if l < 2j+1 4π lc ˆ j (2.5) gˆj (l, m) = Gj (l, m) = 2 lc  2l + 1 1 if l ≥ 2j+1 and m = 0    0 otherwise



Using these, the wavelet coefficients wj+1 at scale j + 1 are obtained from the previous resolution by a simple convolution: wj+1 = cj ∗ gj .



Just as with the `a trous algorithm, the wavelet coefficients can be defined as the difference between two consecutive resolutions, wj+1 (ϑ, ϕ) = cj (ϑ, ϕ) − cj+1 (ϑ, ϕ), which in fact corresponds to making the following specific choice for the wavelet function ψlc : ψˆ lc (l, m) = φˆ 2j



lc 2j−1



(l, m) − φˆ lc (l, m) 2j



The high pass filters gj defined above are, in this particular case, expressed as: r r 4π 4π ˆ ˆ j (l, m) ˆ gˆj (l, m) = 1 − hj (l, m) = 1 − H Gj (l, m) = 2l + 1 2l + 1 Obviously, other wavelet functions could be used just as well.



(2.6)



(2.7)
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Choice of the scaling function



Any function with a cut-off frequency is a possible candidate. We retained here a Bspline function of order 3. It is quite similar to a Gaussian function and converges rapidly to 0: 2l 3 (2.8) φˆlc (l, m = 0) = B3 ( ) 2 lc where B(x) =



1 (| 12



x − 2 |3 − 4| x − 1 |3 + 6| x |3 − 4| x + 1 |3 + | x + 2 |3 ).



ˆ Figure 2.1: On the left, the scaling function φˆ and, on the right, the wavelet function ψ.



In Fig. 2.1 the chosen scaling function derived from a B-spline of degree 3, and its resulting wavelet function, are plotted in frequency space. 1. Compute the B3 -spline scaling function and derive ψ, h and g numerically. 2. Compute the corresponding Spherical Harmonics of image c0 . We get cˆ0 . 3. Set j to 0. Iterate: b j . We get the array cˆj+1 . 4. Multiply cˆj by H Its inverse Spherical Harmonics Transform gives the image at scale j + 1. b j . We get the complex array w 5. Multiply cˆj by G ˆj+1 . The inverse Spherical Harmonics transform of w ˆj+1 gives the wavelet coefficients wj+1 at scale j + 1. 6. j=j+1 and if j ≤ J, return to Step 4. 9. The set {w1 , w2 , . . . , wJ , cJ } describes the wavelet transform on the sphere of c0 .



The numerical algorithm for the undecimated wavelet transform on the sphere. If the wavelet is the difference between two resolutions, Step 5 in the above UWTS algorithm can be replaced by the following simple subtraction wj+1 = cj − cj+1 . Reconstruction



If the wavelet is the difference between two resolutions, Step 5 in the above UWTS algorithm can be replaced by the following simple subtraction wj+1 = cj −cj+1 . In this case
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then, the reconstruction of an image from its wavelet coefficients W = {w1 , . . . , wJ , cJ } is straightforward: c0 (θ, φ) = cJ (θ, φ) +



J X



wj (θ, φ)



(2.9)



j=1



This is the same reconstruction formula as in the `a trous algorithm: the simple sum of all scales reproduces the original data. Actually, since the present decomposition is redundant, the procedure for reconstructing an image from its coefficients is not unique and in fact this can profitably be used to impose additional constraints on the synthesis functions (e.g. smoothness, positivity) used in the reconstruction. Here for instance, using the relations: b j (l, m)ˆ cˆj+1(l, m) = H cj (l, m) b j (l, m)ˆ wˆj+1(l, m) = G cj (l, m)



(2.10)



a least squares estimate of cj from cj+1 and wj+1 gives: b˜ + wˆ G b˜ cˆj = cˆj+1H j j+1 j



b˜ and G b˜ have the expression: where the conjugate filters H j j r 4π ˆ˜ b˜ = b ∗ /(| H b j |2 + | G b j |2 ) hj = H H j j 2l + 1 r 4π ˆ b ˜j = b∗j /(| H b j |2 + | G b j |2 ) G g˜ = G 2l + 1 j and the reconstruction algorithm is:



(2.11)



(2.12) (2.13)



ˆ ˆ h, ˆ gˆ, h, ˜ gˆ 1. Compute the B3 -spline scaling function and derive ψ, ˜ numerically. 2. Compute the corresponding Spherical Harmonics of the image at the low resolution cJ . We get cˆJ . 3. Set j to J − 1. Iterate: 4. Compute the Spherical Harmonics transform of the wavelet coefficients wj+1 at scale j + 1. We get w ˆj+1 . b˜ . 5. Multiply cˆj+1 by H j b˜ . 6. Multiply w ˆj+1 by G j 7. Add the results of steps 6 and 7. We get cˆj . 8. j=j-1 and if j ≥ 0, return to Step 4. 9. Compute The inverse Spherical Harmonic transform of cˆ0



ˆ˜ and g˜ˆ are plotted in Fig. 2.2. The synthesis low pass and high pass filters h Figure 2.3 shows the WMAP data (top left) and its undecimated wavelet decomposition on the sphere using five resolution levels. Figures 2.3 top right, middle left, middle right and bottom left show respectively the four wavelet scales. Figure 2.3 bottom right shows the last smoothed array. Figure 2.4 shows the backprojection of a wavelet coefficient at different scales and positions.
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ˆ˜ Figure 2.2: On the left, the filter h, and on the right the filter gˆ˜.



2.1.2



Isotropic Pyramidal Wavelet Transform on the Sphere (PWTS)



In the previous algorithm, no downsampling is performed and each scale of the wavelet decomposition has the same number of pixels as the original data set. Therefore, the number of pixels in the decomposition is equal to the number of pixels in the data multiplied by the number of scales. For applications such as PLANCK data restoration, we may prefer to introduce a decimation in the decomposition so as to reduce the required memory size and the computation time. This can be done easily by using a specific property of the chosen scaling function. Indeed, since we are considering here a scaling function with an initial cut-off lc in spherical harmonic multipole number l, and since the actual cut-off is reduced by a factor of two at each step, the number of significant spherical harmonic coefficients is then reduced by a factor of four after each convolution with the low pass filter h. Therefore, we need less pixels in the direct space when we compute the inverse spherical harmonic transform. Using the Healpix pixelization scheme (G´orski et al., 2002) , this can be done easily by dividing by 2 the nside parameter when calling to the inverse spherical harmonic transform routine. Figure 2.5 shows WMAP data (top left) and its pyramidal wavelet transform using five scales. As the scale number increases (i.e. the resolution decreases), the pixel size becomes larger. Figures 2.5 top right, middle left, middle right and bottom left show respectively the four wavelet scales. Figure 2.5 bottom right shows the last smoothed array. 2.1.3



Mexican hat wavelet transform on the sphere



The 1D Euclidean mexican hat wavelet is defined as the second derivative of a Gaussian. Its isotropic extension in 2D is expressed as :  r 2  r2 1  ψ(r) = √ 2− e− 2R2 (2.14) R 2π
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Figure 2.3: WMAP Data and its wavelet transform on the Sphere using five resolution levels (4 wavelet scales and the coarse scale). The sum of these five maps reproduces exactly the original data (top left). Top,original data and the first wavelet scale. Middle, the second and third wavelet scales. Bottom, the fourth wavelet scale and the last smoothed array.
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Figure 2.4: Backprojection of a wavelet coefficient at different scales. Each map is obtained by setting all wavelet coefficients to zero but one, and applying an inverse wavelet transform. Depending on the scale and the position of the non zero wavelet coefficient, the reconstructed image presents an isotropic feature with a given size.



where R is the scale factor and r measures the distance to the center of the wavelet. This function has been used to implement a continuous wavelet transform resulting in a powerful tool for data analysis purposes and especially for the detection of mostly isotropic features embedded in noise. Using the inverse stereographic projection of the plane unto the sphere, it is possible to design an extension of the continuous Mexican Hat wavelet transform to the sphere, as motivated and explained in (Antoine, 1999; Tenorio et al., 1999; Cay´on et al., 2001b; Holschneider, 1996). This leads to the following expression :  δ 2 2   δ 2  δ2 1  ψs (δ) = √ 1+ 2− e− 2R2 (2.15) 2 R 2πNR where R is the scale factor, NR is a normalization factor :  R2 R4  12 + NR = R 1 + 2 4



(2.16)



and δ is the distance to the tangency point in the tangent plane which is related to the polar angle θ through the stereographic projection by : δ = 2tan



θ 2



(2.17)



The resulting wavelet function on the sphere is clearly zonal so that one can move to a spherical harmonics representation and resort to equation 2.2 to compute the wavelet coefficients. This transform was used successfully for the detection of point sources in
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Figure 2.5:
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WMAP Data (top left) and its pyramidal wavelet transform on the Sphere using five



resolution levels (4 wavelet scales and the coarse scale). The original map can be reconstructed exactly from the pyramidal wavelet coefficients. Top, original data and the first wavelet scale. Middle, the second and third wavelet scales. Bottom, the fourth wavelet scale and the last smoothed array. The number of pixels is divided by four at each resolution level, which can be helpful when the data set are large.
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maps of the Cosmic Microwave Background and an application to the detection of nongaussianity in CMB is reported in (Vielva et al., 2004a). However, although it is profitable for data analysis, this continuous transform lacks an inverse and hence is clearly not suitable for restoration purposes.



2.2 2.2.1



Ridgelet and Curvelet Transform on the Sphere (CTS) Introduction.



The 2D curvelet transform, proposed in (Donoho and Duncan, 2000; Starck et al., 2002a; Starck et al., 2003a), enables the directional analysis of an image in different scales. The fundamental property of the curvelet transform is to analyze the data with functions of length about 2−j/2 for the j th sub-band [2j , 2j+1] of the two dimensional wavelet transform. Following the implementation described in (Starck et al., 2002a; Starck et al., 2003a), the data first undergoes an Isotropic Undecimated Wavelet Transform (i.e. `a trous algorithm). Each scale j is then decomposed into smoothly overlapping blocks of side-length Bj pixels in such a way that the overlap between two vertically adjacent blocks is a rectangular array of size Bj ×Bj /2. And finally, the ridgelet transform (Cand`es and Donoho, 1999) is applied on each individual block. Recall that the ridgelet transform precisely amounts to applying a 1-dimensional wavelet transform to the slices of the Radon transform. More details on the implementation of the digital curvelet transform can be found in Starck et al(2002a; 2003a). It has been shown that the curvelet transform could be very useful for the detection and the discrimination of non-Gaussianity in CMB (Starck et al., 2003b). The curvelet transform is also redundant, with a redundancy factor of 16J + 1 whenever J scales are employed. Its complexity scales like that of the ridgelet transform that is as O(n2 log2 n). This method is best for the detection of anisotropic structures and smooth curves and edges of different lengths. 2.2.2



Ridgelets and Curvelets on the Sphere.



The Curvelet transform on the sphere (CTS) can be similar to the 2D digital curvelet transform, but replacing the `a trous algorithm by the Isotropic Wavelet Transform on the Sphere previously described. The CTS algorithm consists in the following three steps which we describe in more details next. • Isotropic Wavelet Transform on the Sphere. • Partitioning. Each scale is decomposed into blocks of an appropriate scale (of sidelength ∼ 2−s ), thanks to the Healpix pixelization. • Ridgelet Analysis. Each square is analyzed via the discrete ridgelet transform. Partitioning using the Healpix representation.



The Healpix representation is a curvilinear partition of the sphere into quadrilateral pixels of exactly equal area but with varying shape. The base resolution divides the
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sphere into 12 quadrilateral faces of equal area placed on three rings around the poles and equator. Each face is subsequently divided into nside2 pixels following a hierarchical quadrilateral tree structure. The geometry of the Healpix sampling grid makes it easy to partition a spherical map into blocks of a specified size 2n . We first extract the twelve base-resolution faces, and each face is then decomposed into overlapping blocks as in the 2D digital curvelet transform. With this scheme however, there is no overlapping between blocks belonging to different base-resolution faces. This may result in blocking effects for instance in denoising experiments via non linear filtering. A simple way around this difficulty is to work with various rotations of the data with respect to the sampling grid. Ridgelet transform



Once the partitioning is performed, the standard 2D ridgelet transform described in (Starck et al., 2003a) is applied in each individual block : 1. Compute the 2D Fourier transform. 2. Extract lines going through the origin in the frequency plane. 3. Compute the 1D inverse Fourier transform of each line. We get the Radon transform. 4. Compute the 1D wavelet transform of the lines of the Radon transform. The first three steps correspond to a Radon transform method called the linogram. Other implementations of the Radon transform, such as the Slant Stack Radon Transform (Donoho and Flesia, 2002), can be used as well, as long as they offer an exact reconstruction. Figure 2.6 shows the flowgraph of the ridgelet transform on the sphere and Figure 2.7 shows the backprojection of a ridgelet coefficient at different scales and orientations. 2.2.3



Algorithm



The curvelet transform algorithm on the sphere is as follows: 1. apply the isotropic wavelet transform on the sphere with J scales, 2. set the block size B1 = Bmin , 3. for j = 1, . . . , J do, • partition the subband wj with a block size Bj and apply the digital ridgelet transform to each block, • if j modulo 2 = 1 then Bj+1 = 2Bj , • else Bj+1 = Bj . The sidelength of the localizing windows is doubled at every other dyadic subband, hence maintaining the fundamental property of the curvelet transform which says that elements of length about 2−j/2 serve for the analysis and synthesis of the j-th subband [2j , 2j+1]. We used the default value Bmin = 16 pixels in our implementation. Finally, Figure 2.8 gives an overview of the organization of the algorithm. Figure 2.9 shows the backprojection of curvelet coefficients at different scales and orientations.
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Figure 2.6: Flowgraph of the Ridgelet Transform on the Sphere.



Figure 2.7: Backprojection of a ridgelet coefficient at different scales and orientations.



Each map is



obtained by setting all ridgelet coefficients to zero but one, and applying an inverse ridgelet transform. Depending on the scale and the position of the non zero ridgelet coefficient, the reconstructed image presents a feature with a given width and a given orientation.
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Figure 2.8: Flowgraph of the Curvelet Transform on the Sphere.



Figure 2.9: Backprojection of a curvelet coefficient at different scales and orientations.



Each map is



obtained by setting all curvelet coefficients to zero but one, and applying an inverse curvelet transform. Depending on the scale and the position of the non zero curvelet coefficient, the reconstructed image presents a feature with a given width, length and orientation.
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Pyramidal Curvelet Transform on the Sphere (PCTS)



The CTS is very redundant, which may be a problem for handling huge data sets such as the future PLANCK data. The redundancy can be reduced by substituting, in the curvelet transform algorithm, the pyramidal wavelet transform to the undecimated wavelet transform. The second step which consists in applying the ridgelet transform on the wavelet scale is unchanged. The pyramidal curvelet transform algorithm is: 1. apply the pyramidal wavelet transform on the sphere with J scales, 2. set the block size B1 = Bmin , 3. for j = 1, . . . , J do, • partition the subband wj with a block size Bj and apply the digital ridgelet transform to each block, • if j modulo 2 = 2 then Bj+1 = Bj /2, • else Bj+1 = Bj .



In the next section, it is shown how the pyramidal curvelet transform can be used for image filtering.
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Chapter 3



Independent Component Analysis on the Sphere 3.1



Introduction



Blind Source Separation (BSS) is a problem that occurs in multi-dimensional data processing. The overall goal is to recover unobserved signals, images or sources S from mixtures of these sources X observed typically at the output of an array of sensors. The simplest mixture model takes the form: X = AS



(3.1)



where X and S are random vectors of respective sizes m × 1, n × 1 and A is an m × n matrix. The entries of S are assumed to be independent random variables. Multiplying S by A linearly mixes the n sources into m observed processes. Independent Component Analysis methods were developed to solve the BSS problem, i.e. given a batch of T observed samples of X, estimate the mixing matrix A and reconstruct the corresponding T samples of the source vector S, relying mostly on the statistical independence of the source processes. Note that with the above model, the independent sources can only be recovered up to a multiplication by a non-mixing matrix i.e. up to a permutation and a scaling of the entries of S. Although independence is a strong assumption, it is in many cases physically plausible. The point is that it goes beyond the simple second order decorrelation obtained for instance using Principal Component Analysis (PCA) : decorrelation is not enough to recover the source processes since any rotation of a white random vector remains a white random vector. Algorithms for blind component separation and mixing matrix estimation depend on the model used for the probability distribution of the sources (Cardoso, 2001). In a first set of techniques, source separation is achieved in a noise-less setting, based on the nonGaussianity of all but possibly one of the components. Most mainstream ICA techniques belong to this category : JADE (Cardoso, 1999), FastICA, Infomax (Hyv¨arinen et al., 29
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2001). In a second set of blind techniques, the components are modeled as Gaussian processes, either stationary or non stationary and, in a given representation, separation requires that the sources have diverse, i.e. non proportional, variance profiles. The Spectral Matching ICA method (SMICA) (Delabrouille et al., 2003), considers in this sense the case of mixed stationary Gaussian components and goes further than the above model (Eq. 3.1) by taking into account additive instrumental noise N: X = AS + N



(3.2)



Moving to a Fourier representation, the idea is that colored components can be separated based on the diversity of their power spectra. The next two sections give a short overview of two significant ICA methods mentioned above and implemented in the MRS package: JADE and SMICA. A shorter description of FastICA (Hyv¨arinen et al., 2001) is also given. This is followed by a description of ways to combine wavelets and ICA techniques. Some useful properties of wavelet transforms can indeed come enhance the performance of ICA methods in several situations.



3.2



JADE



The Joint Approximate Diagonalization of Eigenmatrices method (JADE) assumes the observed data X follows the noiseless mixture model (3.1) where the independent sources S are non-Gaussian i.i.d.1 random processes. The mixing matrix is assumed to be square and invertible so that (de)mixing is actually just a change of basis. As mentioned above, second order statistics do not retain enough information for source separation in this context: finding a change of basis in which the data covariance matrix is diagonal will not in general enable to identify the independent sources properly. Nevertheless, decorrelation is half the job (Cardoso, 1998) and one may seek the basis in which the data is represented by maximally independent processes among those bases in which the data is decorrelated. This leads to so-called orthogonal algorithms: after a proper whitening of the data by multiplication with the inverse of a square root of the covariance matrix of the data W , one is then seeking a rotation R (which leaves things white) so that Sˆ defined by Sˆ = W −1 Y = W −1 R Xwhite = W −1 R W X (3.3) d −1 = W −1 R W are estimations of the sources and of the inverse of the mixing ˆ=A and B matrix. JADE is such an orthogonal ICA method and, like most mainstream ICA techniques, it exploits higher order statistics so as to achieve some sort of non linear decorrelation. Precisely, in the case of JADE, statistical independence is assessed using fourth order 1 The



letters i.i.d. stand for independently and identically distributed meaning that each entries of X at a given time t



are independent of X at any other time t0 and that the distribution of X does not depend on time.
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cross cumulants : Fijkl = cum(yi , yj , yk , yl ) = E(yi yj yk yl ) − E(yiyj )E(yk yl ) −E(yi yl )E(yj yk ) − E(yiyk )E(yj yk )



(3.4)



where E stands for statistical expectation and the yi’s are the entries of vector Y modeled as random variables, and the correct change of basis (i. e. rotation) is found by somehow diagonalizing the fourth order cumulant tensor. Indeed, if the yi ’s were independent, all the cumulants with at least two different indices would be zero. As a consequence of the independence assumption of the source processes S and of the whiteness of Y for all rotations R, the fourth order tensor F is well structured: JADE was precisely devised to take advantage of the algebraic properties of F . JADE’s objective function is given by XX Jjade (R) = cum(yi, yj , yk , yl )2 ij



k6=l



which can be interpreted as a joint diagonalization criterion. Fast and robust algorithms are available for the minimization of Jjade (R) with respect to R based on Jacobi’s method for matrix diagonalization (Pham, 2001). More details on JADE can be found in (Cardoso, 1999; Cardoso, 1998; Hyv¨arinen et al., 2001). JADE for spherical maps



Applying JADE on multichannel data mapped to the sphere does not require any particular modification of the algorithm. Indeed, JADE estimates the fourth order cumulant tensor from the available data samples assuming an i.i.d. random field. Hence, given a pixelization scheme on the sphere such as provided by the Healpix package, JADE can be directly applied to the multichannel spherical data pixels.



3.3



FastICA



FastICA is by now a standard technique in ICA. Like JADE, it is meant for the analysis of mixtures of independent non-Gaussian sources in a noise-less setting. A complete description of this method can be found in (Hyv¨arinen et al., 2001) and references therein. Many papers on this algorithm are available at http://www.cs.helsinki.fi/ u/ahyvarin/papers/fastica.shtml. We give here a brief and simplified account of the algorithm. FastICA, again like JADE, is a so-called orthogonal ICA method: the independent components are sought by maximizing a measure of non-Gaussianity under the constraint that they are decorrelated. Intuitively, one should understand that mixtures of independent non-Gaussian random variables tend to look more Gaussian. An enlightening view on the relation between mutual information, which is a natural measure of independence, decorrelation and non-Gaussianity can be found in (Cardoso, 2001; Cardoso, 2003). NonGaussianity is assessed in FastICA using a contrast function G based on a non-linear approximation to negentropy (Hyv¨arinen et al., 2001). In practice, depending on the application, different approximations or non-linear (non-quadratic) functions should be
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experimented with. In a simple deflation scheme, for sphered data, the directions are found sequentially : a direction r of maximal non-Gaussianity is sought by maximizing  2 (3.5) JG (r) = E{G(r T xwhite )} − E{G(ν)} where ν stands for centered unit variance Gaussian variable, under the constraint that r has unit norm and that r is orthogonal to the directions found previously. The contrast function G can for instance be chosen among the following (Hyv¨arinen et al., 2001): 1 log cosh(au) a 1 G1 (u) = − exp(−au2 /2) a 1 4 u G2 (u) = 4



G0 (u) =



(3.6) where a is a constant to be determined depending on the application. It can be shown that the maxima of JG occur at certain maxima of E{G(r T xwhite )}. These are obtained for r solution to : E{xwhite g(r T xwhite )} − λr = 0 (3.7)



where λ is a constant easily expressed in terms of the optimal direction r0 , and g is the derivative of G. Solving this equation using Newton’s method, and a few approximations, a fixed-point algorithm is derived which consists in repeating the following two steps until convergence : r ← E{xwhite g(r T xwhite )} − E{g 0(r T xwhite )}r r r ← krk



(3.8)



A simple implementation of this algorithm is included in the present package. It is largely based on the MatlabT M code available at www.cis.hut.fi/projects/ica/fastica/.



3.4



SMICA



Spectral Matching ICA (SMICA) was designed to address some of the general problems raised by Cosmic Microwave Background data analysis where the major component of interest (CMB itself) is well modeled by an isotropic stationary Gaussian random field. Although standard ICA methods may be used in this context, they are not expected to perform as well as methods based on Gaussian model especially in the presence of additive Gaussian instrumental noise as in (3.2). SMICA belongs to a set of blind source separation techniques where the components are modeled in a given representation as locally i.i.d. centered Gaussian processes. Independent Gaussian sources can then be separated based on their statistical independence ( which obviously reduces locally to decorrelation) provided they have diverse (i.e. non
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proportional) variance profiles i.e. energy distributions in that representation.SMICA considers in this sense the case of mixed stationary Gaussian components in a noisy context as in model (3.2) : moving to a Fourier representation, colored components can be separated based on the diversity of their power spectra. 3.4.1



SMICA’s objective function



In order to derive the Spectral Matching ICA criterion, we assume that, in the Fourier domain, the locally i.i.d. Gaussian source S and noise N processes in (3.2) actually have constant spectral covariance matrices RfS (q) ∈ Rn×n and RfN (q) ∈ Rm×m on each of a set of Q frequency bands. Clearly, the appropriate notion of frequency should be used, depending on whether the data X is a set of time series, a set of 2D maps, etc. The assumption of statistical independence between the components S implies that the RfS (q) are diagonal matrices. With a similar assumption regarding the noise processes in the m different channels, the RfN (q) also are diagonal matrices. Applying a Fourier transform on (3.2) does not affect the mixing matrix A, so that the model covariance matrix of the observations X in the q th frequency band , is structured as RfX (q) = ARfS (q)A† + RfN (q)



(3.9)



where we assumed that the instrumental noise is independent of the sources. Then , bX (q) of RX (q) can be obtained from the available data (e.g. empirical provided estimates R f f covariance estimator), SMICA consists in minimizing Φf (θ) =



Q X q=1



  bX (q) , ARS (q)A† + RN (q) αq D R f f f



(3.10)



for some sensible choice of the weights αq and of the matrix mismatch measure D, with respect to the full set of parameters θ = (A, RfS (q), RfN (q)) or a subset thereof. As discussed in (Delabrouille et al., 2003), a good choice for D is  1 −1 −1 DKL(R1 , R2 ) = tr(R1 R2 ) − log det(R1 R2 ) − m (3.11) 2 which is the Kullback-Leibler divergence between two m-variate zero-mean Gaussian distributions with covariance matrices R1 and R2 . With this mismatch measure, the SMICA criterion is shown to be related to the likelihood of the data in a Gaussian model, so that we can resort to the EM algorithm to minimize (3.10). The weights αq should be chosen to reflect the variability of the estimate of the corresponding covariance matrix. Following the derivation in (Delabrouille et al., 2003), these are taken to be the number of Fourier modes in each band q.



3.4.2



Source map estimation



As a result of applying SMICA, power densities in each frequency band are estimated for the sources and detector noise along with the estimated mixing matrix. These may
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be used in reconstructing the source maps via for instance Wiener filtering in each band: a Fourier mode X(ν) in frequency band q is used to reconstruct the maps according to b b† R bN (q)−1 A b+R bS (q)−1 )−1 A b† R bN (q)−1 X(ν) S(ν) = (A f f f



(3.12)



In the limiting case where noise is small compared to signal components, this filter reduces to b b† R bfN (q)−1 A) b −1 A b† R bfN (q)−1 X(ν) S(ν) = (A (3.13)



Clearly, the above Wiener filter is optimal only in front of stationary Gaussian processes. For non Gaussian maps, such as given by the Sunyaev Zel’dovich effect, better reconstruction can be expected from non linear methods. 3.4.3



SMICA for spherical maps



In the linear mixture model (3.2), X now stands for an array of observed spherical maps, S is now an array of spherical source maps to be recovered and N is an array of spherical noise maps. The mixing matrix A achieves a pixelwise linear mixing of the source maps, in the Healpix scheme for instance. Extending SMICA to deal with multichannel data mapped to the sphere is straightforward (Delabrouille et al., 2003). The idea is simply to substitute the spherical harmonics transform to the Fourier transform used in the above description of SMICA. Then, data covariance matrices are estimated in this representation over Q intervals in multipole number l, assuming the components are stationary and isotropic over the sphere. These Q covariance matrices are still structured according to (3.9) and source separation can be achieved by minimizing the spectral matching criterion (3.10). Source map reconstruction follows as in section 3.4.2. SMICA has already been applied in astrophysical data analysis, showing significant success for CMB spectral estimation in multidetector experiments (Delabrouille et al., 2003; Patanchon et al., 2004). Working in the frequency domain does offer several benefits such as easy handling of detector dependent point spread functions. However, the non locality of the Fourier or the spherical harmonics transform will have some undesired effects when dealing with non-stationary components or noise, or with incomplete data maps. The latter is a common issue in astrophysical data analysis : either the instrument scanned only a fraction of the sky or some regions of the sky were masked due to localized strong astrophysical sources of contamination ( compact radio-sources or galaxies, strong emitting regions in the galactic plane). A simple way to overcome these effects is to move instead to a wavelet representation so as to benefit from the localization property of wavelet filters. This leads to WSMICA (Moudden et al., 2005), an extension of SMICA which is reviewed in section 3.5.2 below.



3.5



ICA and Wavelets



Several properties of wavelets have been recognized as particularly useful in multichannel data processing : bringing wavelets and independent component analysis together has



3.5. ICA AND WAVELETS



35



proven quite profitable. Extensions WJADE and WSMICA of the two ICA methods described previously are discussed in this section. Wavelets are remarkable at data compression meaning data that is structured in the initial representation requires fewer significant coefficients in a wavelet representation. In imprecise and general terms, wavelets grab the coherence between coefficients of the structured data and produces a smaller set of significant coefficients which are then less coherent and which have a sparser statistical distribution. Then, the super-Gaussian2 i.i.d. statistical model which appears in most standard ICA methods may better suit the wavelet coefficients of the data than the data samples in the initial representation. Wavelets have been developed for the analysis of non-stationary and singular data in order to overcome certain difficulties attached to the Fourier transform. Wavelets are widely used to reveal variations in the spectral content of time series or images as they permit to single out regions in direct space while retaining localization in the frequency domain. Astrophysical data analysis has much to gain in avoiding the assumption of stationarity underlying Fourier analysis. Moreover, observed data maps are commonly imperfectly shaped and incomplete with missing or masked patches due to experimental settings, scanning strategies, etc. This will impair direct application of the Spectral Matching ICA method described previously. One might consider resorting to wavelets. 3.5.1



WJADE



Wavelets come into play as a sparsifying transform. Applying a wavelet transform on both sides of (3.1) does not affect the mixing matrix and the model structure is preserved. Also, moving the data to a wavelet representation does not affect its information content. However, the statistical distribution of the data coefficients in the new representation is different: wavelets are known to lead to sparse i.i.d. representations of structured data. Further, the local (coefficient wise) signal to noise ratio depends on the choice of a representation. A wavelet transform tends to grab the informative coherence between pixels while averaging the noise contributions, thus enhancing structures in the data. Although the standard ICA model (3.1) is for a noiseless setting, the derived methods can be applied to real data. Performance will depend on the detectability of significant coefficients i.e. on the sparsity of the statistical distribution of the coefficients. Moving to a wavelet representation will often lead to more robustness to noise. Once the data has been transformed to a proper representation (e.g. wavelets but also ridgelets and curvelets in the case of strongly anisotropic 2D or 3D data), WJADE consists in applying the standard JADE method to the new multichannel coefficients. Once the mixing matrix is estimated, the initial source maps are obtained using the adequate inverse transform after some non linear denoising or thresholding of the coefficients if necessary. 3.5.2



Covariance matching in wavelet space : WSMICA



Let us consider the case of spherical maps as in 3.4.3 but possibly incomplete, partly masked or non-stationary. As a model case, we actually consider incomplete data maps 2A



super-Gaussian distribution is also called a lepto-kurtic distribution, referring to a distribution with a narrow central



peak and heavy tails. A typical example is the Laplacian distribution.



36



CHAPTER 3. ICA ON THE SPHERE



in which the positions of the missing pixels are known in advance. Moving to a wavelet representation, it is possible to keep track of the missing pixels on each scale so that we can derive a covariance matching ICA criterion, WSMICA, robust to gaps in the data. Indeed, an attractive feature of wavelet filters over the spherical harmonic transform is that they are well localized in the initial representation. Provided the wavelet filter response on scale j is short enough compared to data size and gap widths, most of the samples in the filtered signal will then be unaffected by the presence of gaps. Using exclusively these bwX (j) which is not biased by the missing samples yields an estimated covariance matrix R data. The price to pay is a possibly slight increase in variance which depends on scale j. With the Isotropic Undecimated Wavelet Transform on the Sphere (UWTS) decribed in section 2.1, the multichannel data X is decomposed into J detail maps Xjw and a w smooth approximation map XJ+1 over a dyadic resolution scale which simply sum back as: J X w X(ϑ, ϕ) = XJ+1 (ϑ, ϕ) + Xjw (ϑ, ϕ) (3.14) j=1



Denoting lj the size of the set Mj of wavelet coefficients unaffected by the gaps at scale j, the wavelet covariances are empirically estimated using X bX (j) = 1 Xjw (ϑt , ϕt )Xjw (ϑt , ϕt )† (3.15) R w lj t∈M j



Clearly, applying the above UWTS on both sides of (3.2) does not affect the mixing matrix A so that the model covariance matrix of the observations at scale j, is still structured as RwX (j) = ARwS (j)A† + RwN (j) (3.16) where RwS (j) and RwN (j) are the model diagonal spectral covariance matrices in the wavelet representation of S and N respectively at scale j. Given an estimation of RwX (j) from the bX (j), source separation follows from minimizing the following covariance matching data, R w criterion WSMICA-S in this spherical wavelets representation: Φ(θ) =



J+1 X j=1



  bX (j), ARS (j)A† + RN (j) αj D R w w w



(3.17)



with respect to the full set of parameters θ = (A, RwS (j), RwN (j)) or a subset thereof. Again, a good choice for D is the Kullback-Leibler divergence given in equation 3.11. With this mismatch measure, we can again resort to the EM algorithm to minimize (3.17). The weights in the covariance mismatch (3.17) should be chosen to reflect the variability of the estimate of the corresponding covariance matrix. Since WSMICA-S uses wavelet filters with only limited overlap, in the case of complete data maps we follow the derivation in (Delabrouille et al., 2003) and take αj to be proportional to the number of spherical harmonic modes in the spectral domain covered at scale j. In the case of data with gaps, we must further take into account that only a fraction βj of the wavelet coefficients are unaffected so that the αj should be modified in the same ratio. Source maps may be reconstructed outside the possible gaps by Wiener filtering on each scale prior to inverting the wavelet transform, following the procedure described
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in section 3.4.2. Non linear filtering techniques may yield better results in the case of non-Gaussian components. WSMICA for flat maps



WSMICA can be easily implemented in the case of flat 2D data maps by substituting the 2D isotropic undecimated `a trous algorithm with the cubic box-spline (Starck and Murtagh, 2002) as scaling function to the UWTS used in the previous section to deal with incomplete spherical maps. This transform has several favorable properties for astrophysical data analysis. In particular, it is a shift invariant transform, the wavelet coefficient maps on each scale are the same size as the initial image, and the wavelet and scaling functions have small compact supports in the initial representation. As in the case of spherical maps, these properties allow missing patches in the data maps to be handled easily. WSMICA was used in (Moudden et al., 2005) to process realistic CMB multichannel data as expected from the Planck experiment however on small enough maps so that curvature could be neglected. The reported numerical experiments clearly confirm the benefits of correctly processing existing gaps. Wavelets are able to correctly grab the spectral content of partly masked data maps and from there allow for better component separation.



3.6 3.6.1



Applications CMB data analysis



As an application of WSMICA on the sphere, we consider here the problem of CMB data analysis but in the special case where the use of a galactic mask is a cause of nonstationarity which impairs the use of the spherical harmonics transform. The simulated CMB, galactic dust and Sunyaev Zel’dovich (SZ) maps used, shown on the left-hand side of figure 3.1, were obtained as described in (Delabrouille et al., 2003). The problem of instrumental point spread functions is not addressed here, and all maps are assumed to have the same resolution. The high level foreground emissions from the galactic plane region were discarded using the Kp2 mask from the WMAP team website3 . These three incomplete maps were mixed using the matrix in table 3.1, in order to simulate observations in the six channels of the Planck high frequency instrument (HFI). Gaussian instrumental noise was added in each channel according to model (3.1). The relative noise standard deviations between channels were set according to the nominal values of the Planck HFI given in table 3.2. The synthetic observations were decomposed into six scales using the isotropic UWTS and WSMICA was used to obtain estimates of the mixing matrix and of the initial source templates. The resulting component maps estimated using WSMICA, for nominal noise levels, are shown on the right-hand side of figure 3.1 where the quality of reconstruction can be visually assessed by comparison to the initial components. The component separation was also performed with SMICA based on Fourier statistics computed in the same six 3 http://lambda.gsfc.nasa.gov/product/map/intensity
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DUST



SZ



channel



1.0



1.0 2.20



−1.51



100 GHz



1.0 1.0



7.16



1.0 1.0 1.0



−1.05



143 GHz



0.0



217 GHz



56.96



2.22



353 GHz



1.1 × 103



5.56



545 GHz



11.03



857 GHz



1.47 × 105



Table 3.1: Entries of A, the mixing matrix used in our simulations. 100



143



217



353



545



857



channel



2.65×10−6



2.33×10−6



3.44×10−6



1.05×10−5



1.07×10−4



4.84×10−3



noise std



Table 3.2: Nominal noise standard deviations in the six channels of the Planck HFI.



dyadic bands imposed by our choice of wavelet transform, and with JADE. In figure 3.2, the performances of SMICA, WSMICA and JADE, are compared in the particular case of CMB map estimation, in terms of the relative standard deviation of the reconstruction error, MQE, defined by MQE =



\ std(CMB(ϑ, ϕ) − α × CMB(ϑ, ϕ)) std(CMB(ϑ, ϕ))



(3.18)



where std stands for empirical standard deviation ( obviously computed outside the masked regions), and α is a linear regression coefficient estimated in the least squares sense. As expected, since it is meant to be used in a noiseless setting, JADE performs well when noise is very low. However, as the noise level increases, its performance degrades quite rapidly compared to the covariance matching methods. Further, these results clearly show that using wavelet-based covariance matrices provides a simple and efficient way to cancel the bad impact that gaps have on the performance of source separation using statistics based on the non local Fourier representation. 3.6.2



Sunyaev-Zeldovich cluster detection



Another application of component separation techniques in astrophysics and cosmology is in the reconstruction of Sunyaev-Zel’dovich (SZ) galaxy clusters in future SZ-survey experiments such as Olimpo, APEX, or Planck which will use multiband bolometer cameras. The goal is to optimize SZ-Cluster extraction from the multichannel observed noisy maps. Resorting to blind methods is again attractive. A complete description of the method we developed is given in (Pires et al., 2005). Before the actual detection of the SZ clusters, the multichannel data maps are combined and filtered to produce a clean map of the SZ component, with greater signal to noise ratio.



3.6. APPLICATIONS



39



We used an ICA approach to estimate the mixing matrix and perform the separation. A non linear filtering technique in the wavelet domain was used for the purpose of denoising. Finally a detection algorithm extracts the SZ clusters candidates from the restored SZ map. This is a new application of ICA to multichannel astrophysical data analysis. In the 100 to 600 GHz range, the brightest components of the sky are the Cosmic Microwave Background (CMB), the Infrared Point Sources, the Galactic dust emission and, swamped in the previous ones, the SZ clusters. It follows that the true sky map Xν (ϑ, ϕ), in a given optic band centered on ν, can be modeled as a sum of distinct astrophysical radiations as in Xν (ϑ, ϕ) = CMBν (ϑ, ϕ) + IRν (ϑ, ϕ) + Galν (ϑ, ϕ) + SZν (ϑ, ϕ)



(3.19)



where ϑ, ϕ denote spatial or angular indexes on 2D or spherical maps. Assuming again that the radiative properties of the sources are completely isotropic in the sense that they do not depend on the direction of observation, the above model can be rewritten in the following factored form: X Xν (ϑ, ϕ) = aν,i Si (ϑ, ϕ) + Nν (ϑ, ϕ) (3.20) i



where Si is the spatial template and aν,i the emission law of the i th astrophysical component. Although this is a coarse approximation in the case of Infrared Point Sources, it is mostly valid for the other three components. With observations available in m channels, assuming the beam varies only slightly as a function of ν, equation (3.20) can be written in matrix form : X(ϑ, ϕ) = A S(ϑ, ϕ) + N(ϑ, ϕ) (3.21) where X(ϑ, ϕ) is a vector in Rm , A is an m×n matrix, n is the number of contributing astrophysical components, S(ϑ, ϕ) is now a vector in Rn and N(ϑ, ϕ) in Rm . Equation (3.21) expresses that the observations consist of linear mixtures of astrophysical components with different weights and additive noise. Simulations of the major contributions in the frequency range considered here were generated according to the procedure described in (Pires et al., 2005). Figure 3.3 shows such typical simulations. These four physical components are linearly combined into a “true” sky maps which are then convolved with the experimental beam. Then instrumental noise is added. The resulting noisy mixture maps, as shown on figure 3.4 would be what the analysis team would recover from the data, after pointing reconstruction, outlier removal, de-correlation of instrumental systematics in the data, and map-making. Any mainstream ICA algorithm for sparse sources, based on maximizing non-Gaussianity, would probably be successful at separating the SZ component map. We chose to use JADE in the wavelet domain, as described in section 3.5.1. Wavelets come into play as a sparsifying transform : data is sparse on a basis when this basis allows to describe that signal with a small number of coefficients. This is a highly desirable property, since noise is not expected to be sparse at the same time on such a basis. Choosing a sparsifying basis thus allows to enhance signal to noise ratio. Moving the data to a wavelet representation does not affect its information content and applying a wavelet transform on both sides of (3.1) does not affect the mixing matrix and the model structure is preserved. However, the statistical distribution of the data coefficients in the new representation is
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different: wavelets are known to lead to sparse approximately i.i.d. representations of structured data. Further, the local (coefficient wise) signal to noise ratio depends on the choice of a representation. A wavelet transform tends to grab the informative coherence between pixels while averaging the noise contributions, thus enhancing structures in the data. Although the standard ICA model is for a noiseless setting, the derived methods can be applied to real data. Performance will depend on the detectability of significant coefficients i.e. on the sparsity of the statistical distribution of the coefficients. Moving to a wavelet representation will then often lead to more robustness to noise. We noted that the estimation of the mixing matrix could be slightly enhanced by prefiltering the data using a Gaussian with the same width as the optical beam. The resulting SZ component map is shown on figure 3.5. Different filtering techniques were applied on this map and the results of a quantitative comparison are given in (Pires et al., 2005).
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Figure 3.1: The maps on the left are zero mean templates for CMB (σ = 4.17 × 10−5 ), galactic dust



(σ = 8.61 × 10−6 ) and SZ (σ = 3.32 × 10−6 ) used in the experiment described in section 3.6.1. The



standard deviations given are for the region outside the galactic mask. The maps on the right were estimated using WSMICA and scalewise Wiener filtering as is explained in Appendix 2. Obviously, map reconstruction using Wiener filtering is optimal only in front of stationary Gaussian processes. For non Gaussian maps, such as given by the Sunyaev Zel’dovich effect, better reconstruction can be expected from non linear methods. The different maps are drawn here in different color scales in order to enhance structures and ease visual comparisons.
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Figure 3.2: Relative reconstruction error defined by (3.18) of the CMB component map using SMICA, WSMICA and JADE as a function of the instrumental noise level in dB relative to the nominal values in table 3.2.
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Figure 3.3: The 4 physical components of the sky included in our simulation: a) is a map of the CMB’s anisotropies in unit of µK, b) is the SZ Cluster map, in unit of y Compton, c) is the IR point source map, convolved with a beam of 2 arcmin, in Jy at 350GHz, finally d) is the Galactic dust map in unit of MJy/st at 100 µm.
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Figure 3.4: Simulated maps in Olimpo’s four frequency bands. upper right is the 147 GHz Band, upper left) is the 217 GHz Band, lower right is the 385 GHz Band: CMB anisotropies, IR point sources and Galactic Dust blend in this band lower left 500 GHz: IR point sources and Galactic Dust are the dominant features at high frequencies. SZ cluster signal is dominated by other astrophysical sources at all frequencies.
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Figure 3.5: SZ component map extracted by JADE from the four observed noisy maps. The SZ cluster signal, subdominant at all observed frequencies, now appears clearly. No obvious leftovers from other astrophysical sources are seen. Remaining noise is small, because we prefiltered data before JADE processing, and we simulated the nominal noise levels of an ambitious project: Olimpo.
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Chapter 4



Data Restoration on the Sphere 4.1



Introduction



Wavelets and Curvelets have been used successfully for image denoising via non-linear filtering or thresholding methods (Starck and Murtagh, 2002; Starck et al., 2002a). Hard thresholding, for instance, consists in setting all insignificant coefficients (i.e. coefficients with an absolute value below a given threshold) to zero. In practice, we need to estimate the noise standard deviation σj in each band j and a wavelet (or curvelet) coefficient wj is significant if | wj |> kσj , where k is a user-defined parameter, typically chosen between 3 and 5. The σj estimation in band j can be derived from simulations (Starck and Murtagh, ˜ 2002). Denoting D the noisy data and δ the thresholding operator, the filtered data D are obtained by : ˜ = Rδ(T D) D



(4.1)



where T is the wavelet (resp. curvelet) transform operator and R is the wavelet (resp. curvelet) reconstruction operator.



4.2 4.2.1



Significant Wavelet Coefficients Definition



In most applications, it is necessary to know if a wavelet coefficient is due to signal (i.e. it is significant) or to noise. The wavelet (resp. curvelet) transform yields a set of resolution-related views of the input image. A wavelet (resp. curvelet) band at level j has coefficients given by wj,k . If we obtain the distribution of the coefficient wj,k for each band of the decomposition, based on the noise, we can introduce a statistical significance test for this coefficient. This procedure is the classical significance-testing one. Let H0 be the hypothesis that the image is locally constant at scale j. Rejection of hypothesis H0 depends (for positive coefficient values) on: P = P rob(| wj,k | < τ | H0 ) 47



(4.2)
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The detection threshold, τ , is defined for each scale. Given an estimation threshold, , if P = P (τ ) >  the null hypothesis is not excluded. Although non-null, the value of the coefficient could be due to noise. On the other hand, if P < , the coefficient value cannot be due to the noise alone, and so the null hypothesis is rejected. In this case, a significant coefficient has been detected. 4.2.2



Noise Modeling



If the distribution of wj,l is Gaussian, with zero mean and standard deviation σj , we have the probability density 1 2 2 p(wj,l ) = √ e−wj,l /2σj (4.3) 2πσj Rejection of hypothesis H0 depends (for a positive coefficient value) on: Z +∞ 1 2 2 P = P rob(wj,l > W ) = √ e−W /2σj dW 2πσj wj,l and if the coefficient value is negative, it depends on Z wj,l 1 2 2 e−W /2σj dW P = P rob(wj,l < W ) = √ 2πσj −∞



(4.4)



(4.5)



Given stationary Gaussian noise, it suffices to compare wj,l to kσj . Often k is chosen as 3, which corresponds approximately to  = 0.002. If wj,l is small, it is not significant and could be due to noise. If wj,l is large, it is significant: if | wj,l | ≥ kσj if | wj,l | < kσj



then wj,l is significant then wj,l is not significant



(4.6)



So we need to estimate, in the case of Gaussian noise models, the noise standard deviation at each scale. These standard deviations can be determined analytically, but the calculations can become complicated. The appropriate value of σj in the succession of wavelet planes is assessed from the standard deviation of the noise σN in the original data D, and from study of the noise in the wavelet space. This study consists of simulating a data set containing Gaussian noise with a standard deviation equal to 1, and taking the wavelet transform of this data set. Then we compute the standard deviation σje at each scale. We get a curve σje as a function of j, giving the behavior of the noise in the wavelet space. (Note that if we had used an orthogonal wavelet transform, this curve would be linear.) Due to the properties of the wavelet (resp. curvelet) transform, we have σj = σN σje . The noise standard deviation at scale j of the data is equal to the noise standard deviation σN multiplied by the noise standard deviation at scale j of the simulated data. 4.2.3



Automatic Estimation of Gaussian Noise



k-sigma clipping



The Gaussian noise σN can be estimated automatically in a data set D. This estimation is particularly important, because all the noise standard deviations σj in the scales j are
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derived from σN . Thus an error associated with σN will introduce an error on all σj . Noise is therefore more usefully estimated in the high frequencies, where it dominates the signal. The resulting method consists first of filtering the data D with an average filter or the median filter and subtracting from D the filtered signal F : S = D − F . In our case, we replace S by the first scale of the wavelet transform (S = w1 ), which is more convenient from the computation time point of view. The histogram of S shows a Gaussian peak around 0. A k-sigma clipping is then used to reject pixels where the signal is significantly large. We denote S (1) the subset of S which contains only the pixels such that | Sl | < kσS , where σS is the standard deviation of S, and k is a constant generally (n) chosen equal to 3. By iterating, we obtain the subset S (n+1) verifying | Sl | < kσS (n) , where σS (n) is the noise standard deviation of S (n) . Robust estimation of the noise σ1 in w1 (as S = w1 ) is now obtained by calculation of the standard deviation of S (n) (σ1 = σS (n) ). In practice, three iterations are enough, and accuracy is generally better than 5%. σN is finally calculated by: σ (n) σ1 (4.7) σN = e = S e σ1 σ1 4.2.4



Correlated Noise



In this case, the data can be treated as for the Gaussian case, but the noise standard deviation σj at scale j is calculated independently at each scale. Two methods can be used: 1. σj can be derived from a k-sigma clipping method applied at scale j. 2. The median absolute deviation, MAD, can be used as an estimator of the noise standard deviation: σj = median(| wj |)/0.6745



4.3



(4.8)



Thresholding



Many filtering methods have been proposed in the last ten years. Hard thresholding consists of setting to 0 all wavelet coefficients which have an absolute value lower than a threshold Tj (non-significant wavelet coefficient):  wj,k if | wj,k |≥ Tj w ˜j,k = 0 otherwise where wj,k is a wavelet coefficient at scale j and at spatial position k. Soft thresholding consists of replacing each wavelet coefficient by the value w˜ where  sgn(wj,k )(| wj,k | −Tj ) if | wj,k |≥ Tj w˜j,k = 0 otherwise This operation is generally written as: w˜j,k = soft(wj,k ) = sgn(wj,k )(| wj,k | −Tj )+



(4.9)
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where (x)+ = MAX(0, x). When the discrete orthogonal wavelet transform is used instead of the `a trous algorithm, it is interesting to note that the hard and soft thresholded estimators are solutions of the following minimization problems: 1 k D − W −1 w k2l2 +λ k w k2l0 2 1 w˜ = argw min k D − W −1 w k2l2 +λ k w k2l1 2



w˜ = argw min



hard threshold soft threshold



where D is the input data, W the wavelet transform operator, and l0 indicates the limit of lδ when δ → 0. This counts in fact the number of non-zero elements in the sequence. As described before, in the case of Gaussian noise, Tj = Kσj , where j is the scale of the wavelet coefficient, σj is the noise standard deviation at the scale j, and K is a constant generally chosen equal to 3. Other threshold methods have been proposed, like the universal threshold (Donoho and Johnstone, 1994; Donoho, 1993), or the SURE (Stein Unbiased Risk Estimate) method (Coifman and Donoho, 1995), but they generally do not yield as good results as the hard thresholding method based on the significant coefficients. For astronomical data, soft thresholding should never be used because it leads to a photometry loss associated with all objects, which can easily be verified by looking at the residual map (i.e. data − filtered data). Concerning the threshold level, the universal threshold corresponds to a minimum risk. The larger the number of pixels, the larger √ is the risk, and it is normal that the threshold T depends on the number of pixels (T = 2 log nσj , n being the number of pixels). The Kσ threshold corresponds to a false detection probability, the probability to detect a coefficient as significant when it is due to the noise. The 3σ value corresponds to 0.27 % false detection. Figure 4.1 describes the setting and the results of a simulated denoising experiment : upper left, the original simulated map of the synchrotron emission (renormalized between 0 and 255); upper right, the same image plus additive Gaussian noise (σ = 5); middle, the pyramidal wavelet filtered image and the residual (i.e. noisy data minus filtered data); bottom, the pyramidal curvelet transform filtered image and the residual. A 5σj detection threshold was used in both cases. On such data, presenting very anisotropic features, the curvelets produces better results than the wavelets.



4.4



The Combined Filtering Method on the Sphere



Although the results obtained by simply thresholding the curvelet expansion are encouraging, there is of course ample room for further improvement. A quick inspection of the residual images for both the wavelet and curvelet transforms shown in Figure 4.1 reveals the existence of very different features. For instance, wavelets do not restore long features with high fidelity while curvelets are seriously challenged by isotropic or small features. Each transform has its own area of expertise and this complementarity is of great potential. The Combined Filtering Method (CFM) (Starck et al., 2001) allows us to benefit from the advantages of both transforms. This iterative method detects the significant coefficients in both the wavelet domain and the curvelet domain and guarantees that
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Figure 4.1: Denoising. Upper left and right : simulated synchrotron image and same image with an additive Gaussian noise (i.e. simulated data). Middle: pyramidal wavelet filtering and residual. Bottom: pyramidal curvelet filtering and residual. On such data, presenting very anisotropic features, the residual with a curvelet denoising is cleaner than with the wavelet denoising.



Figure 4.2: Denoising. Combined Filtering Method (pyramidal wavelet and pyramidal curvelet) and residual.
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Combined Filtering Method, face 6 in the Healpix representation of the image shown in



figure 4.2. From top to bottom and left to right, respectively the a) original image face, b) the noisy image, c) the combined filtered image, d) the combined filtering residual, e) the wavelet filtering residual and f) the curvelet filtering residual.
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Error Standard Deviation



SNR (dB)



5.



13.65



Wavelet



1.30



25.29



Curvelet



1.01



27.60



CFM



0.86



28.99



Noisy map



Table 4.1: Table of error standard deviations and SNR values after filtering the synchrotron noisy map (Gaussian white noise - sigma = 5 ) by the wavelet, the curvelet and the combined filtering method. Images are available at ”http://jstarck.free.fr/mrs.html”.



the reconstructed map will take into account any pattern which is detected as significant by either of the transforms. A full description of the algorithm is given in Appendix B. Figure 4.2 shows the CFM denoised image and its residual. Figure 4.3 shows one face (face 6) of the following Healpix images: upper left, original image; upper right, noisy image; middle left, restored image after denoising by the combined transform; middle right, the residual; bottom left and right, the residual using respectively the curvelet and the wavelet denoising method. The results are reported in Table 4.1. The residual is much better when the combined filtering is applied, and no feature can be detected any more by eye in the residual. This was not the case for either the wavelet and the curvelet filtering.
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Chapter 5



Statistics on the Sphere and Non-Gaussianities Detection 5.1



Introduction



The search for non-Gaussian signatures in the cosmic microwave background (CMB) temperature fluctuation maps furnished by MAP1 (Komatsu et al., 2003), and to be furnished by PLANCK2 , is of great interest for cosmologists. Indeed, the non-Gaussian signatures in the CMB can be related to very fundamental questions such as the global topology of the universe (Riazuelo et al., 2002), superstring theory, topological defects such as cosmic strings (Bouchet et al., 1988), and multi-field inflation (Bernardeau and Uzan, 2002). The non-Gaussian signatures can, however, have a different but still cosmological origin. They can be associated with the Sunyaev-Zel’dovich (SZ) effect (Sunyaev and Zeldovich, 1980) (inverse Compton effect) of the hot and ionized intra-cluster gas of galaxy clusters (Aghanim and Forni, 1999; Cooray, 2001), with the gravitational lensing by large scale structures (Bernardeau et al., 2003), or with the reionization of the universe (Aghanim and Forni, 1999; Castro, 2003). They may also be simply due to foreground emission (Jewell, 2001), or to non-Gaussian instrumental noise and systematics (Banday et al., 2000). All these sources of non-Gaussian signatures might have different origins and thus different statistical and morphological characteristics. It is therefore not surprising that a large number of studies have recently been devoted to the subject of the detection of nonGaussian signatures. Many approaches have been investigated: Minkowski functionals and the morphological statistics (Novikov et al., 2000; Shandarin, 2002), the bispectrum (3-point estimator in the Fourier domain) (Bromley and Tegmark, 1999; Verde et al., 2000; Phillips and Kogut, 2001), the trispectrum (4-point estimator in the Fourier domain) (Kunz et al., 2001), wavelet transforms (Aghanim and Forni, 1999; Forni and Aghanim, 1999; Hobson et al., 1999; Barreiro and Hobson, 2001; Cay´on et al., 2001a; Jewell, 2001; Starck et al., 2004), and the curvelet transform (Starck et al., 2004). In (Aghanim et al., 1 http://map.gsfc.nasa.gov/ 2 http://astro.estec.esa.nl/SA-general/Projects/Planck/
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2003; Starck et al., 2004), it was shown that the wavelet transform was a very powerful tool to detect the non-Gaussian signatures. Indeed, the excess kurtosis (4th moment) of the wavelet coefficients outperformed all the other methods (when the signal is characterized by a non-zero 4th moment). Based on kurtosis of wavelet coefficients, recent studies have reported non-Gaussian signatures in the WMAP data (Vielva et al., 2004b; Mukherjee and Wang, 2004; Cruz et al., 2005). The excess kurtosis is a widely used statistic, based on the 4th moment. The kurtosis measures a kind of departure of X from Gaussianity. The non-Gaussianty detector consists of first applying a multiscale transform (e.g., wavelet, or curvelet), and then calculating at each scale the kurtosis. In practice, missing data and instrumental effects may create an artificial kurtosis and it is very important to produce realistic simulations which present the same caracteristics as the observated data (e.g., missing data, noise, etc.). Then the kurtosis obtained from the data is compared to the kurtosis level expected from the simulations. Finally, a major issue of the non-Gaussian studies in CMB remains our ability to disentangle all the sources of non-Gaussianity from one another. Recent progress has been made on the discrimination between different possible origins of non-Gaussianity. Namely, it was possible to separate the non-Gaussian signatures associated with topological defects (cosmic strings) from those due to the Doppler effect of moving clusters of galaxies (both dominated by a Gaussian CMB field) by combining the excess kurtosis derived from both the wavelet and the curvelet transforms (Starck et al., 2004). The wavelet transform is suited to spherical-like sources of non-Gaussianity, and a curvelet transform is suited to structures representing sharp and elongated structures such as cosmic strings. Each provides an adapted non-Gaussian estimator, namely the normalised mean excess kurtosis. The combination of these transforms through the product of the normalized mean excess kurtosis of wavelet transforms by normalized mean excess kurtosis of curvelet transforms highlights the presence of the cosmic strings in a mixture CMB+SZ+CS. Such a combination gives information about the nature of the non-Gaussian signals. The sensitivity of each transform to a particular shape makes it a very strong discriminating tool (Starck et al., 2004; Jin et al., 2005). In order to illustrate this, we show in Fig. 5.1 a set of simulated maps. Primary CMB, kinetic SZ and cosmic string maps are shown respectively in Fig. 5.1 top left, top right and bottom left. The “simulated observed map”, containing the three previous components, is displayed in Fig. 5.1 bottom right. The primary CMB anisotropies dominate all the signals except at very high multipoles (very small angular scales). The wavelet function is overplotted on the kinetic Sunyaev-Zel’dovich map and the curvelet function is overplotted on cosmic string map. CMB data are different from other astronomical data sets in the sense that they are not sparse (typical sparse data are stars or/and galaxies on top of a smooth background). After a component separation processing (see chapter3), the CMB data are not completely free of contaminations. Point sources still need to be detected and removed. Once we believe the data are clean enough, we want to check if the distribution of CMB temperature fluctuations is Gaussian by using robust statistical Gaussianity tests.
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Figure 5.1: Top, primary Cosmic Microwave Background anisotropies (left) and kinetic SunyaevZel’dovich fluctuations (right). Bottom, cosmic string simulated map (left) and simulated observation containing the previous three components (right). The wavelet function is overplotted on the SunyaevZel’dovich map and the curvelet function is overplotted on cosmic string map.



5.2



Point Sources on a Gaussian Background



Several methods have been proposed in the last years for point source detection in the CMB such as the the Mexican Hat wavelet (Cay´on et al., 2000; Cay´on et al., 2001a), the pseudo-filter (Sanz et al., 2001), or the biparametric scale-adaptive filter (L´opez-Caniego et al., 2005). A simple and robust technique, which maximizes the signal-to-noise ratio is the Matched Filter (Vio et al., 2002). Assuming an isotropic point spread function (PSF) with known power sprectum τ (q) and the CMB with power spectrum P (q), the Matched Filter is (Vio et al., 2002): Z +∞ 2 1 τ (q) τ b ψM F (q) = , α≡ q dq, (5.1) 2πα P (q) P 0 with minimum variance



1 . (5.2) 2πα If the PSF is unknown (or space-variant), the Mexican Hat wavelet may be a good al), ternative. It consists of convolving the data with the wavelet function ψa,b (x) = ψ( x−b a 2 /2 1 2 −x where ψ(x) = √2π (1 − x )e . a is the scale parameter and b the position parameter. A σ2 =
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fast implementation is obtained by using the Fourier transform to perform the convolution 2 1 products (ψba (q) = √2π (qa)2 e− 2 (qa) ) (L´opez-Caniego et al., 2005).



5.3



Detecting Faint Non-Gaussian Signals Superposed on a Gaussian Signal



The superposition of a non-Gaussian signal with a Gaussian signal can be modeled as Y = N + G, where Y is the observed image, N is the non-Gaussian component and G is the Gaussian component. We are interested in using transform coefficients to test whether N ≡ 0 or not. 5.3.1



Hypothesis Testing and Likelihood Ratio Test (LRT).



Transform coefficients of various kinds [Fourier, wavelet, curvelet, etc.] have been used for detecting non-Gaussian behavior in numerous studies. Let X1 , X2 , . . . , Xn be the transform coefficients of Y ; we model these as √ √ Xi = 1 − λ · zi + λ · wi, 0 < λ < 1, (5.3) iid



where λ > 0 is a parameter, zi ∼ N(0, 1) are the transform coefficients of the Gaussian iid component G, wi ∼ W are the transform coefficients of the non-Gaussian component N, and W is some unknown symmetrical distribution. Here without loss of generality, we assume the standard deviation for both zi and wi are 1. Phrased in statistical terms, the problem of detecting the existence of a non-Gaussian component is equivalent to discriminating between the hypotheses: H0 :



Xi = zi , √ √ H1 : Xi = 1 − λ · zi + λ · wi ,



(5.4) 0 < λ < 1,



(5.5)



and N ≡ 0 is equivalent to λ ≡ 0. We call H0 the null hypothesis H0 , and H1 the alternative hypothesis. When both W and λ are known, then the optimal test for Problem (5.4) - (5.5) is simply the Neyman-Pearson Likelihood ratio test (LRT), (Lehmann, 1986, Page 74 ). The size of λ = λn for which reliable discrimination between H0 and H1 is possible can be derived using asymptotics. If we assume that the tail probability of W decays algebraically, lim xα P {|W | > x} = Cα ,



x→∞



Cα is a constant,



(5.6)



(we say W has a power-law tail), and we calibrate λ to decay with n, so that increasing amounts of data are offset by increasingly hard challenges: λ = λn = n−r ,



(5.7)



then there is a threshold effect for the detection problem (5.4) - (5.5). In fact, define:  2/α, α ≤ 8, ∗ (5.8) ρ1 (α) = 1/4, α > 8,
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Figure 5.2: Detection Boundary in the α − r plane. The solid curve is the detection boundary of LRT,



above which is not possible to detect, and below which it is possible to reliably detect, the dotted line



segment and solid line segment together is the detection boundary for Kurtosis, the dotted curve and the solid curve together is the detection boundary of Max/HC. Right panel: detectable regions for Kurtosis, Max/HC.



then as n → ∞, LRT is able to reliably detect for large n when r < ρ∗1 (α), and is unable to detect when r > ρ∗1 (α); this is proved in (Donoho and Jin, 2004b). Since LRT is optimal, it is not possible for any statistic to reliably detect when r > ρ∗1 (α). We call the curve r = ρ∗1 (α) in the α-r plane the detection boundary; see Figure 5.2. In fact, when r < 1/4, asymptotically LRT is able to reliably detect whenever W has a finite 8-th moment, even without the assumption that W has a power-law tail. Of course, the case that W has an infinite 8-th moment is more complicated, but if W has a power-law tail, then LRT is also able to reliably detect if r < 2/α. Despite its optimality, LRT is not a practical procedure. To apply LRT, one needs to specify the value of λ and the distribution of W , which seems unlikely to be available. We need non-parametric detectors, which can be implemented without any knowledge of λ or W , and depend on Xi ’s only. In the next section, we are going to introduce three non-parametric detectors: excess kurtosis, Max and Higher Criticism (HC).



5.4 5.4.1



Kurtosis, HC from Wavelet and Curvelet Coefficients Kurtosis



For a statistic Tn , the p-value is the probability of seeing equally extreme results under the null hypothesis: p = PH0 {Tn ≥ tn (X1 , X2 , . . . , Xn )};



here PH0 refers to probability under H0 , and tn (X1 , X2 , . . . , Xn ) is the observed value of statistic Tn . Notice that the smaller the p-value, the stronger the evidence against the null hypothesis. A natural decision rule based on p-values rejects the null when p < α for some selected level α, and a convenient choice is α = 5%. When the null hypothesis is
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indeed true, the p-values for any statistic are distributed as uniform U(0, 1). This implies that the p-values provide a common scale for comparing different statistics. We now introduce two statistics for comparison. Excess Kurtosis (κn ). Excess kurtosis is a widely used statistic, based on the 4-th moment. For any (symmetrical) random variable X, the kurtosis is: κ(X) =



EX 4 − 3. (EX 2 )2



The kurtosis measures a kind of departure of X from Gaussianity, as κ(z) = 0. Empirically, given n realizations of X, the excess kurtosis statistic is defined as: r  1P 4  n i Xi n P κn (X1 , X2 , . . . , Xn ) = −3 . (5.9) 24 ( n1 i Xi2 )2 When the null is true, the excess kurtosis statistic is asymptotically normal: κn (X1 , X2 , . . . , Xn ) →w N(0, 1),



n → ∞,



thus for large n, the p-value of the excess kurtosis is approximately: ¯ −1 (κn (X1 , X2 , . . . , Xn )), p˜ = Φ ¯ is the survival function (upper tail probability) of N(0, 1). where Φ(·) It is proved in (Donoho and Jin, 2004b) that the excess kurtosis is asymptotically optimal for the hypothesis testing of (5.4) - (5.5) if E[W 8 ] < ∞. However, when E[W 8 ] = ∞, even though kurtosis is well-defined (E[W 4 ] < ∞), there are situations in which LRT is able to reliably detect but excess kurtosis completely fails. In fact, by assuming (5.6) - (5.7) with an α < 8, if (α, r) falls into the blue region of Figure 5.2, then LRT is able to reliably detect, however, excess kurtosis completely fails. This shows that in such cases, excess kurtosis is not optimal; see (Donoho and Jin, 2004b). 5.4.2



Max



The largest (absolute) observation is a classical and frequently-used non-parametric statistic: Mn = max(|X1 |, |X2|, . . . , |Xn |), under the null hypothesis, Mn ≈



p



2 log n,



and moreover, by normalizing Mn with constants cn and dn , the resulting statistic con−x verges to the Gumbel distribution Ev , whose cdf is e−e : Mn − cn →w Ev , dn
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√



6Sn ¯ − 0.5772dn ; , cn = X π ¯ and Sn are the sample mean and sample standard deviation of {Xi }n respectively. here X i=1 Thus a good approximation of the p-value for Mn is: dn =



p˜ = exp(−exp(−



Mn − cn )). dn



We have tried the above experiment for n = 2442, and found that taking cn = 4.2627, dn = 0.2125 gives a good approximation. Assuming (5.6) - (5.7) and α < 8, or λ = n−r and that W has a power-law tail with α < 8, it is proved in (Donoho and Jin, 2004b) that Max is optimal for hypothesis testing (5.4) - (5.5). Recall if we further assume 41 < r < α2 , then asymptotically, excess kurtosis completely fails; however, Max is able to reliably detect and is competitive to LRT. On the other hand, recall that excess kurtosis is optimal for the case α > 8. In comparison, in this case, Max is not optimal. In fact, if we further assume α2 < r < 41 , then excess kurtosis is able to reliably detect, but Max will completely fail. In Figure 5.2, we compared the detectable regions of the excess kurtosis and Max in the α-r plane. 5.4.3



Higher Criticism



The Higher Criticism statistic (HC), was proposed in (Donoho and Jin, 2004a). To define HC first we convert the individual Xi ’s into p-values for individual z-tests. Let pi = P {N(0, 1) > Xi } be the ith p-value, and let p(i) denote the p-values sorted in increasing order; the Higher Criticism statistic is defined as: q √ ∗ HCn = max n[i/n − p(i) ]/ p(i) (1 − p(i) ) , i



or in a modified form: HCn+



q √ n[i/n − p(i) ]/ p(i) (1 − p(i) ) ; = max {i: 1/n≤p(i) ≤1−1/n} 



we let HCn refer either to HCn∗ or HCn+ whenever there is no confusion. The above definition is slightly different from (Donoho and Jin, 2004a), but the ideas are essentially the same. With an appropriate normalization sequence: p an = 2 log log n, bn = 2 log log n + 0.5 log log log n − 0.5 log(4π),



the distribution of HCn converges to the Gumbel distribution Ev4 , whose cdf is exp(−4exp(−x)), (Shorack and Wellner, 1986): an HCn − bn →w Ev4 , so the p-values of HCn are approximately:



exp(−4exp(−[an HCn − bn ])).



(5.10)
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For moderately large n, in general, the approximation in (5.10) is accurate for the HCn+ , but not for HCn∗ . A brief remark comparing Max and HC. Max only takes into account the few largest observations, HC takes into account those outliers, but also moderate large observations; as a result, in general, HC is better than Max, especially when we have unusually many moderately large observations. However, when the actual evidence lies in the middle of the distribution both HC and Max will be very weak.



5.5



Experiments



Figure 5.3: Top, image with Gaussians and image with lines. Bottom, same images but with an additional Gaussian noise. The SNR is equal to 1.



Fig. 5.3 shows, top left and right, two images with respectively Gaussians and lines. We have created a set of simulated images by adding a Gaussian white noise with different standard deviations to these two images. The Signal to Noise Ratio (SNR) varies between 0 and 1. For the image with lines, the SNR is defined as the pixel values along the lines divided by the noise standard deviation, and for the image with Gaussians, the SNR is defined as the maximum of the Gaussians divided by the noise standard deviation. Fig. 5.3 shows, bottom left and right, the two noisy images with a SNR equal to 1. Hence, for each SNR value, we have thirty realizations of the noise, and we have calculated the kurtosis at the different scales of both the curvelet and the wavelet coefficients. These kurtosis values were normalized by the standard deviation of the kurtosis obtained from the wavelet and the curvelet transform of thirty Gaussian white noise realizations. Finally we kept for each SNR the maximum normalized kurtosis along the scales. Fig. 5.4 left (resp. right) shows
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the normalized kurtosis values using the wavelet transform (resp. the curvelet transform) for the two images (i.e. lines and Gaussians) versus the SNR. Continuous error bars correspond to 1σ level and dashed error bars correspond to 2σ level. We can clearly see that the detection power of the wavevet transform is much larger than the detection power of the curvelet transform for detecting non-Gaussianities due to isotropic features, while curvelets are more powerful than wavelets for detecting anisotropic features.



Figure 5.4: Normalised kurtosis value versus the SNR for the wavelet coefficients (left) and the curvelet coefficients (right). The continuous error bars correspond to one σ and the dashed error bars correspond to 2σ.



5.6



Conclusions



The kurtosis of the wavelet coefficients is very often used in astronomy for the detection of non-Gaussianities in the CMB. It has been shown (Starck et al., 2004) that it is also possible to separate the non-Gaussian signatures associated with cosmic strings from those due to SZ effect by combining the excess kurtosis derived from these both the curvelet and the wavelet transform. It has been shown that kurtosis is asymptotically optimal in the class of weakly dependent symmetric non-Gaussian contamination with finite 8-th moments, while HC and MAX are asymptotically optimal in the class of weakly dependent symmetric non-Gaussian contamination with infinite 8-th moment (Jin et al., 2005). Hence depending on the nature of the non-Gaussianity, a statitic is better than another one. This is a motivation for using several statistics rather than a single one, for analysing CMB data. The case of the detection of cosmic string contaminations has been studied on simulated maps, and it has been shown that kurtosis outperforms clearly Max/HC (Jin et al., 2005).
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Chapter 6



IDL Routines 6.1



Introduction



A set of routines has been developed in IDL. Starting IDL using the script program mrs.pro allows the user to get the multiresolution environment on the sphere, and all routines described in the following can be called. An online help facility is also available by invoking the mrsh program under IDL.



6.2



Installation



The MRS package requires that IDL (version 6.0 or later) and HEALPix (version 2.0) be installed. The HEALPix environment variable HEALPix is expected to be defined. The alias idl should also be defined to launch the IDL environment. Then, installing the MRS package simply requires adding some lines in your shell environment profile: • define the environment variable MRS setenv MRS /home/user/mrs_1.0 • define the alias mrs alias mrs



’idl $MRS/idl/mrs.pro’



Then the command ”mrs” will start the IDL session using the MRS environment. Test program examples can be found in $MRS/idl (test mrs.pro, test mrs smica.pro, . . . ). These routines use data in directory $MRS/data. 65
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6.3 6.3.1



Wavelets Mexican Hat Wavelet Transform: mrs wtmexhat



Convolves an input spherical map with the mexican hat wavelet function at a given scale. USAGE: Scale = mrs wtmexhat(Image, ScaleParameter) where • Image: IDL array of HEALPix map. Input image to be transformed • ScaleParameter : float = Scale parameter Examples:



• coef = mrs wtmexhat(Image, sqrt(3.) / 3.) Convolve the data with a mexican hat wavelet function, with a scale parameter equal √ 3 to 3 which corresponds to an angular spread in θ of about π3 . 6.3.2



bi-orthogonal wavelet transform: mrs owttrans



Computes the bi-orthogonal wavelet transform on the sphere with the filter bank 7/9 (L2 normalization), using the HEALPix pixel representation (nested data representation). The wavelet transform is applied successively on the 12 faces of the HEALPix image. The output is an IDL structure. USAGE: mrs owttrans, Imag, Trans, NbrScale=NbrScale where • Image: IDL array of a HEALPix map : the Input image to be transformed. • Trans : IDL structures with the following fields: – NBRSCALE: Number of scales of the wavelet transform. – COEF: 3D IDL array [∗, ∗, 12] which contains the wavelet coefficients. COEF [∗, ∗, f ] is the wavelet transform of the face f (f =0..11). – Nx: number of pixels on the side of the HEALPix patch, nside – Ny: same as Nx. • NbrScale: Input optional parameter specifying the number of scales of the wavelet transform (default is 4.)



6.3. WAVELETS



67



Examples:



• mrs owttrans, Imag, WT, NbrScale=5 Compute the bi-orthogonal wavelet transform with five scales. • tvscl, WT.coef[*,*,f] plot the wavelet transform of the fth for f ∈ {0 . . . 11}. 6.3.3



bi-orthogonal wavelet reconstruction: mrs owtrec



Reconstructs an image on the Sphere from its bi-orthogonal wavelet transform. USAGE: mrs owtrec, WT Struct, result where • WT Struct: IDL structure = Wavelet transform structure • Result: 1D array of an HEALPix image (nested format). Examples:



• mrs owttrans, Imag, WT, NbrScale=5 Compute the bi-orthogonal wavelet transform with five scales. • mrs owtrec, WT, RecIma Wavelet reconstruction. 6.3.4



Undecimated Wavelet Transform:mrs wttrans



Computes the undecimated isotropic wavelet transform on the sphere, using the HEALPix pixel representation (nested data representation). The wavelet function is zonal and its spherical harmonics coefficients al,0 follow a cubic box-spline profile. If DifInSH is set, wavelet coefficients are derived in the Spherical Harmonic Space, otherwise (default) they are derived in the direct space. USAGE: mrs wttrans, Imag, Trans, NbrScale=NbrScale, lmax=lmax, DifInSH=DifInSH where • Imag: IDL array of HEALPix map. Input image be transformed. • Trans: output IDL structures with the following fields: – – – –



NbrScale : int = number of scales nside : int = HEALPix nside parameter lmax : int = maximum l value in the Spherical Harmonic Space npix : int = Number of pixels of the input image
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– Coef : fltarr[npix,NbrScale] = wavelet transform of the data Coef[*,0] = wavelet coefficients of the finest scale (highest frequencies). Coef[*,NbrScale-1] = coarsest scale (lowest frequencies). • NbrScale : Optional input parameter specifying the number of scales (default is 4).



• Lmax : Optional input parameter specifying the maximum multipole number l in the spherical harmonics decomposition (default is 3 × nside, should be between 2 × nside and 4 × nside). • DifInSH: Input keyword parameter. If set, the wavelet coefficients are computed as the difference between two resolutions, in the spherical harmonics representation. Otherwise, the wavelet coefficients are computed as the difference between two resolutions in direct space.



Examples:



• mrs wttrans, Imag, Trans, NbrScale=5 Undecimated Wavelet transform with five scales. • tvs, Trans.coef[*,0] Visualization of the first scale. 6.3.5



Undecimated Wavelet Reconstruction:mrs wtrec



Reconstructs an image on the sphere from its wavelet coefficients obtained with the undecimated isotropic wavelet transform on the sphere, described right above. USAGE: mrs wtrec, Trans, Rec, filter=filter where • Trans: input IDL structures with the following fields:



– NbrScale : int = number of scales – nside : int = HEALPix nside parameter – lmax : int = Optional input parameter specifying the maximum multipole number l in the spherical harmonics decomposition (default is 3 × nside, should be between 2 × nside and 4 × nside). – npix : int = Number of pixels of the input image – Coef : fltarr[npix,NbrScale] = wavelet transform of the data Coef[*,0] = wavelet coefficients of the finest scale (highest frequencies). Coef[*,NbrScale-1] = coarsest scale (lowest frequencies). – lmax: int = lmax parameter at the first scale



• Rec: IDL array of HEALPix map. Output reconstructed image.



• filter: Input keyword parameter. If set, conjugate filters are used in the reconstruction. If not set, the reconstructed image is obtained by a simple addition of all wavelet scales.
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Examples:



• mrs wttrans, Imag, Trans, NbrScale=5 Undecimated Wavelet transform with five scales. • mrs wtrec, Trans, RecIma Reconstruction of the image from its wavelet coefficients. 6.3.6



Pyramidal Wavelet Transform:mrs pwttrans



Computes the pyramidal wavelet transform on the sphere, using the HEALPix pixel representation (nested data representation). The wavelet function is zonal and its spherical harmonics coefficients al,0 follow a cubic box-spline profile. USAGE: mrs pwttrans, Imag, Trans, NbrScale=NbrScale, lmax=lmax, DifInSH=DifInSH where • Imag: IDL array of HEALPix map. Input image be transformed. • Trans: output IDL structures with the following fields: – NbrScale : int = number of scales – nside : int = HEALPix nside parameter – npix : int = Number of pixels of the input image – Scalej: j th scale (j=1..NbrScale) • NbrScale : Optional input parameter specifying the number of scales in the decomposition (default is 4). • lmax : Optional input parameter specifying the maximum multipole number l in the spherical harmonics decomposition (default is 3 × nside, should be between 2 × nside and 4 × nside). • DifInSH: Compute be difference between two resolution in the spherical harmonic space instead of the direct space. Examples:



• mrs pwttrans, Imag, Trans, NbrScale=5 Pyramidal Wavelet transform with five scales. • tvs, Trans.Scale1 Visualization of the first scale.
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6.3.7



Pyramidal Wavelet Reconstruction: mrs pwtrec



Computes the inverse pyramidal wavelet transform on the sphere. USAGE: mrs pwtrec, Trans, Rec, filter=filter where • Trans: Input IDL structures with the following fields: – NbrScale : int = number of scales – nside : int = HEALPix nside parameter – lmax : int = maximum l value in the Spherical Harmonic Space – npix : int = Number of pixels of the input image – Scalej: jth scale (j=1..NbrScale) • Rec: IDL array of HEALPix map. Output reconstructed image. • filter: Optional inout keyword. If set, conjugate filters are used in the reconstruction. Otherwise, the reconstructed image is obtained by a simple interpolation/addition of all wavelet scales. Examples:



• mrs pwttrans, Imag, Trans, NbrScale=5 Pyramidal Wavelet transform with five scales. • mrs pwtrec, Trans, RecIma Reconstruction of the image from its wavelet coefficients. 6.3.8



Extract a Wavelet Scale: mrs wtget



Returns a scale of the wavelet transform obtained by the command mrs wttrans or by the command mrs pwttrans. USAGE: Scale = mrs wtget(Trans, ScaleNumber, Face=Face, NormVal=NormVal) where • Trans: Input IDL structure containing the wavelet transform. • ScaleNumber: integer scale number. The scale number must be between 0 and Trans.NbrScale-1 • Face: optional input keyword parameter. If set, the routine returns a Cube[*,*,0:11] containing the twelve faces of the HEALPix representation. • NormVal: float: Normalization coefficient in that band.
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Examples:



• mrs pwttrans, Imag, Trans, NbrScale=5 Pyramidal Wavelet transform with five scales. • Band1 = mrs wtget(Trans,0) Extract the first wavelet scale. 6.3.9



Insert a band into Wavelet Transform: mrs wtput



Replaces a map of coefficients at a given scale in the wavelet transform obtained by the command mrs wttrans or by the command mrs pwttrans. USAGE: mrs wtput, Trans, Scale, ScaleNumber, Face=Face where • Trans: Input IDL structure containing the wavelet transform. • Scale: IDL array, the wavelet scale we want to insert in the specified decomposition. • ScaleNumber: integer. Specifies the scale number to be replaced by the given Scale map. The scale number must be between 0 and Trans.NbrScale − 1. • Face: If set, the routine returns a Cube[*,*,0:11] containing the twelve faces of the HEALPix representation • NormVal: float: Normalization value of the band. Examples:



• mrs pwttrans, Imag, Trans, NbrScale=5 Pyramidal Wavelet transform with five scales. • Band1 = mrs wtget(Trans,0) Extract the first wavelet scale. 6.3.10



Visualization of the wavelet scales: mrs wttv



Visualization of the wavelet transform obtained by the command mrs wttrans or by the command mrs pwttrans. If the keyword WRITE is set to a string, then all the scales are written on the disk as PNG files, and the string is used as a prefix for the file name of the different scales. USAGE: mrs wttv, Trans, Tit=Tit, write=write, graticule=graticule where • Trans: Input IDL structure containing the wavelet transform.



72



CHAPTER 6. IDL ROUTINES



• Tit: string: Title of the plot. • Write: string: Prefix filename. If set, write to disk each scale of the wavelet transform in PNG format. • graticule: this is the GRATICULE keyword in the HEALPix command MOLLVIEW. Examples:



• mrs pwttrans, Imag, Trans, NbrScale=5 Pyramidal Wavelet transform with five scales. • mrs wttv, Trans Visualization of all scales. 6.3.11



Wavelet filtering: mrs wtfilter



Wavelet denoising of an image on the sphere (HEALPix pixel representation). By default, the noise is assumed to follow a Gaussian distribution. If the keyword SigmaNoise is not set, then the noise standard deviation is automatically estimated. If the keyword MAD is set, then a correlated Gaussian noise is considered, and the noise level at each scale is derived from the Median Absolution Deviation (MAD) method. If the keyword KillLastScale is set, the coarsest resolution is set to zero. If the ”Undec” keyword is used, then an undecimated WT is used instead of the the pyramidal WT. If the keyword CYCLE is set, the denoising is performed three times, by shifting the data by PI/4 and -PI/4, denoising the shifted version, and averaging the unshifted denoising maps. This procedure also us to remove the block effect which may appear on the border of the HEALPix faces. The thresholded wavelet coefficients can be obtained using the keyword Trans. If the input keyword NITER is set, then an iterative algorithm is applied and if the POS keyword is also set, then a positivity constraint is added. USAGE: mrs wtfilter, Image, Filter, NbrScale=NbrScale, NSigma=NSigma, SigmaNoise=SigmaNoise, mad=mad, KillLastScale=KillLastScale, Trans=Trans, Undec=Undec, Pos=Pos, Niter=Niter, cycle=cycle, FirstScale=FirstScale where • Image: Input IDL HEALPix array containing the input map. • Filter: Output IDL HEALPix array containing the output filtered map. • NbrScale: int = Number of scales (default is 4). • NSigma: float = Level of thresholding (default is 3).
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• SigmaNoise: float = Noise standard deviation. Default is automatically estimated. • MAD: if set, then the noise level is derive at each scale using the MAD of the wavelet coefficient. MAD = median ( ABS( WaveletScale) ) / 0.6745. • KillLastScale: if set, the last scale is set to zero. • niter: number of iterations used in the reconstruction. • pos: if set, the solution is assumed to be positive. • Undec: if set, an undecimated WT is used instead of the the pyramidal WT. • cycle: int: if set, then a cycle spanning is applied. • FirstScale: int: Consider only scales larger than FirstScale. Default is 1 (i.e. all scales are used). Examples:



• mrs wtfilter, Imag, Filter, NbrScale=5 Pyramidal Wavelet filtering with five scales. • mrs wtfilter, Imag, Filter, NbrScale=5, Nsigma=5 Ditto, but using a 5 sigma threshold.



6.4 6.4.1



Ridgelet Ridgelet transform: mrs ridtrans



Compute the ridgelet transform on the sphere using the HEALPix pixel representation (nested data representation). The standard ridgelet transform is applied on the 12 faces of the HEALPix image. The output is an IDL structure. A band at scale j (j = 0..NBRSCALE − 1) can be extracted using the function mrs ridget(Rid, j) (e.g.



Scale2 = mrs ridget(RidTrans, 2)), and a band can be inserted in the transformation using the routine mrs ridput (e.g. mrs ridput, RidTrans, Scale2, 2). USAGE: mrs ridtrans, Imag, RidTrans, NbrScale=NbrScale, overlap=overlap, blocksize=blocksize where • Image: Input IDL HEALPix array containing the input map. • RidTrans: Trans – IDL structure with the following fields: – NBRSCALE: – LONG: Number of scales of the ridgelet transform. – COEF : – 3D IDL array [*,*,12] : Ridgelet coefficients. Cube containing all ridgelet coefficients. COEF [∗, ∗, 0 : 11] is the cube of coefficients at scale j.
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– – – – –



BSIZE: – LONG: Block size used in the ridgelet transform. NXB: – LONG: Number of blocks in the x-axis direction. NYB: – LONG: Number of blocks in the x-axis direction. OVERLAP: – LONG: is equal to 1 if blocks are overlapping. TABNORM: – FLOAT Array[0:NBRSCALE-1]: Normalization value for each scale.



Examples:



• mrs ridtrans, Imag, Rid Compute the ridgelet transform • mrs ridtrans, Imag, Rid, /overlap, blocksize=32 Ditto, but using a overlapping blocks of size 32. 6.4.2



Ridgelet reconstruction: mrs ridrec



Reconstructs an image on the Sphere from its ridgelet transform (see mrs ridtrans). USAGE: mrs ridrec, Rid Struct, Result where • Rid Struct : Input IDL structure; Ridgelet transform structure (see MRS RIDTRANS). • Result : Output 1D array of an HEALPix image (nested format). Examples:



• mrs ridtrans, Imag, Rid Compute the ridgelet transform • mrs ridrec, Rid, RecIma Ridgelet reconstruction. 6.4.3



Extract a ridgelet band: mrs ridget



Extracts a ridgelet band from the ridgelet transform (see mrs ridtrans). A specific normalization can be applied to the local ridgelet coefficients. Indeed, after applying the ridgelet transform to all blocks, we obtain a set of nb blocks Ri (a, b, θ) (i = 1 . . . nb ), and for each scale, orientation and position (a, b, θ), we extract the vector Va,b,θ (i). Then the normalization consists in dividing the ridgelet coefficients Ri (a, b, θ) (i = 1..nb ) by their MAD value (Median Absolute Deviation) defined by MAD = median(| x |)/0.6745 (Rousseeuw and Croux, 1993). Hence, we normalize the ridgelet coefficients by the following expression: ¯ i (a, b, θ) = Ri (a, b, θ) . R MAD(Va,b,θ )



(6.1)
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If the keyword NormMad is set, the normalization is applied. Result = mrs ridget(Rid Struct, ScaleRid, NormMad=NormMad, ImaMean=ImaMean, ImaMad=ImaMad) where • Rid Struct : Input IDL structure; Ridgelet transform structure (see MRS RIDTRANS).



• ScaleRid: int: input Ridgelet band number.



• NormMad: scalar: if set, normalize the coefficients by the Median Absolution Deviation of all coefficients at a give position in the block. • ImaMean: 2D IDL array: Image containing the mean value for all coefficients at a given position in the block. • ImaMad: 2D IDL array: Image containing the normalization parameters. • Result: IDL 2D array: output extracted band.



Examples:



• mrs ridtrans, Imag, Rid Compute the ridgelet transform • Band = mrs ridrec(Rid,0) Extract the first scale. 6.4.4



Insert a band into Ridgelet Transform: mrs ridput



Insert a band in the ridgelet transform (see mrs ridtrans). mrs ridput, Rid Struct, Band, ScaleRid where • Rid Struct : Input/Output IDL structure; Ridgelet transform structure (see MRS RIDTRANS).



• Band: IDL 2D array: input band to insert in the ridgelet transform. • ScaleRid: int: input Ridgelet band number. Examples:



• mrs ridtrans, Imag, Rid Compute the ridgelet transform • Band = mrs ridget(Rid,0) Extract the first scale. • Band[*] = 0 Set the band to zero. • mrs ridput, Rid Struct, Band, 0 Reinsert the modified band.
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6.5 6.5.1



Curvelet Curvelet transform: mrs curtrans



Computes the curvelet transform on the sphere, using the HEALPix pixel representation (nested data representation). A band of the curvelet transform is defined by two number, the 2D WT scale number and the ridgelet scale number. The output is an IDL structure. A band at wavelet scale j (j=0..NBRSCALE-1) and ridgelet scale j1 can be extracted using the function mrs curget(Curtrans, j, j1 ) (ex: Scale2 1 = mrs curget(CurTrans, 2, 1)) and a band can be inserted in the transformation using the routine mrs curput (ex: mrs curput, CurTrans, Scale2 1, 2, 1). By default, the pyramidal curvelet is applied. If the keyword UNDEC is set, then the standard undecimated curvelet transform is applied. mrs curtrans, Imag, Trans, lmax=lmax, NbrScale=NbrScale, Overlap=Overlap, Undec=Undec, FirstBlockSize=FirstBlockSize where • Image: Input IDL HEALPix array containing the input map. • RidTrans: Trans – IDL structure with the following fields:



– NBRSCALE: – LONG: Number of scales of the ridgelet transform. – TABBLOCKSIZE: – INT: TABBLOCKSIZE[j], Block size in the ridgelet transform at scale j, j = [0..NBRSCALE-2]. – TABNBRSCALERID: – INT: TABNBRSCALERID[j], number of ridgelet band at scale j . – TABNORM: – 2D IDL ARRAY: Normalization array. – RIDSCALE1: – IDL STRUCT: ridgelet transform of the first wavelet scale (see mrs ridtrans.pro for details). – RIDSCALEj: – IDL STRUCT : ridgelet transform of the jth wavelet scale, j = [0..NBRSCALE-2]. – LASTSCALE: – IDL 1D array: HEALPix image of the coarsest scale. – WT: – IDL STRUCT: Wavelet structure (for internal use only). – PYRTRANS: – INT: equal to 1 for a pyramidal curvelet transform and 0 otherwise .



• NbrScale: – INT: Number of scales in the 2D wavelet transform (default 4).



• Undec: – INT: if set, an undecimated curvelet transform is used instead of the pyramidal curvelet transform. • FirstBlockSize: – INT: Block size in the ridgelet transform at the finest scale (default is 16). • Lmax : – int : Number of used spherical harmoniques used in the wavelet transform. (default = 3*nside, should be between 2*nside and 4*nside).
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Example:



• mrs curtrans, Imag, Cur Compute the curvelet transform 6.5.2



Curvelet reconstruction: mrs currec



Reconstructs an image on the Sphere from its curvelet transform (see mrs curtrans). mrs currec, Cur Struct, result where • Cur Struct : Input IDL structure; Curvelet transform structure (see MRS CURTRANS). • Result : Output 1D array of an HEALPix image (nested format). Examples:



• mrs curtrans, Imag, Cur Compute the curvelet transform • mrs currec, Cur, RecIma Curvelet reconstruction. 6.5.3



Extract a curvelet band: mrs curget



Extracts a curvelet band from the curvelet transform (see mrs curtrans). If the keyword NormMad is set, a normalization is applied (see mrs ridget). Result = mrs curget(Cur Struct, ScaleWT2D, ScaleRid, NormMad=NormMad, ImaMean=ImaMean, ImaMad=ImaMad) where • Cur Struct : Input IDL structure; Curvelet transform structure (see MRS CURTRANS). • ScaleWT2D: integer: specifies in which 2D WT scale to get the curvelet band. • ScaleRid: integer: specifies which ridgelet band of the specified wavelet scale corresponds to the requested curvelet band. • NormMad: scalar: if set, normalize the coefficients by the Median Absolution Deviation of all coefficients at a give position in the block. • ImaMean: 2D IDL array: Image containing the mean value for all coefficients at a given position in the block. • ImaMad: 2D IDL array: Image containing the normalization parameters. • Result: IDL 2D array: output extracted band
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Example:



• mrs curtrans, Imag, Cur Compute the ridgelet transform • Band = mrs ridrec(Rid,0,0) Extract the first scale. 6.5.4



Insert a band into the Curvelet Transform: mrs curput



Inserts a band back in the curvelet transform (see mrs curtrans). mrs curput,Cur Struct, Band, ScaleWT2D, ScaleRid where • Cur Struct : Input/Output IDL structure; Curvelet transform structure (see MRS CURTRANS). • Band: IDL 2D array: input, this is the band to insert in the curvelet transform. • ScaleWT2D: integer: specifies in which 2D WT scale to put the given curvelet band. • ScaleRid: integer: specifies which ridgelet band of the specified wavelet scale is to be replaced by the given curvelet band. Examples:



• mrs curtrans, Imag, Cur Compute the curvelet transform • Band = mrs curget(Rid,0, 0) Extract the first scale. • Band[*] = 0 Set the band to zero. • mrs curput, Cur Struct, Band, 0, 0 Reinsert the modified band. 6.5.5



Curvelet filtering: mrs curfilter



Curvelet denoising of an image on the sphere (HEALPix pixel representation). By default Gaussian noise is considered. If the keyword SigmaNoise is not set, then the noise standard deviation is automatically estimated. If the keyword MAD is set, then a correlated Gaussian noise is considered, and the noise level at each scale is derived from the Median Absolution Deviation (MAD) method. If the keyword KillLastScale is set, the coarsest resolution is set to zero. If the UNDEC keyword is used, then a undecimated decomposition is used instead of the pyramidal WT. The threshold curvelet coefficient can be obtained using the keyword Trans. If the input keyword NITER is set, then an iterative
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algorithm is applied and if the POS keyword is also set, then a positivity constraint is added. If the keyword CYCLE is set, the denoising is performed three times, by shifting the data by PI/4 and -PI/4, denoising the shifted version, and averaging the unshifted denoising maps. This procedure also us to remove the block effect which may appear on the border of the Healpix faces. USAGE: mrs curfilter, Image, Filter, NbrScale=NbrScale, NSigma=NSigma, SigmaNoise=SigmaNoise, mad=mad, KillLastScale=KillLastScale, Trans=Trans, Undec=Undec, FirstBlockSize=FirstBlockSize, niter=niter, pos=pos, cycle=cycle, FirstScale=FirstScale where • Image: Input IDL HEALPix array containing the input map. • Filter: Output IDL HEALPix array containing the output filtered map. • NbrScale: int = Number of scales (default is 4). • NSigma: float = Level of thresholding (default is 3). • SigmaNoise: float = Noise standard deviation. Default is automatically estimated. • MAD: if set, then the noise level is derive at each scale using the MAD of the wavelet coefficient. MAD = median ( ABS( WaveletScale) ) / 0.6745. • KillLastScale: if set, the last scale is set to zero. • niter: number of iterations used in the reconstruction. • pos: if set, the solution is assumed to be positive. • Undec: if set, an undecimated WT is used instead of the the pyramidal WT. • cycle: int: if set, then a cycle spanning is applied. • FirstScale: int: Consider only scales larger than FirstScale. Default is 1 (i.e. all scales are used). Examples:



• mrs curfilter, Imag, Filter, NbrScale=5 Pyramidal Curvelet filtering with five scales. • mrs curfilter, Imag, Filter, NbrScale=5, Nsigma=5 Ditto, but using a 5 sigma threshold.
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6.5.6



Combined filtering: mrs cbfilter



Combined filtering using Wavelet and Curvelet of an image on the sphere (Healpix pixel representation). By default Gaussian noise is considered. If the keyword SigmaNoise is not set, then the noise standard deviation is automatically estimated. If the keyword MAD is set, then a correlated Gaussian noise is considered, and the noise level at each scale is derived from the Median Absolution Deviation (MAD) method. If the keyword KillLastScale is set, the coarsest resolution is set to zero. If the ”undec” keyword is used, then a undecimated decomposition is used instead of the pyramidal WT. An iterative algorithm is applied and the keyword NITER gives the number of iterations (10 iterations by default). USAGE: mrs cbfilter, Image, Filter, NbrScale=NbrScale, NSigma=NSigma, SigmaNoise=SigmaNoise, mad=mad, KillLastScale=KillLastScale, Undec=Undec, FirstBlockSize=FirstBlockSize, niter=niter, pos=pos, FirstScale=FirstScale where • Image: Input IDL HEALPix array containing the input map. • Filter: Output IDL HEALPix array containing the output filtered map. • NbrScale: int = Number of scales (default is 4). • NSigma: float = Level of thresholding (default is 3). • SigmaNoise: float = Noise standard deviation. Default is automatically estimated. • MAD: if set, then the noise level is derive at each scale using the MAD of the wavelet coefficient. MAD = median ( ABS( WaveletScale) ) / 0.6745. • KillLastScale: if set, the last scale is set to zero. • niter: number of iterations used in the reconstruction. • pos: if set, the solution is assumed to be positive. • Undec: if set, an undecimated WT is used instead of the the pyramidal WT. • FirstScale: int: Consider only scales larger than FirstScale. Default is 1 (i.e. all scales are used). Examples:



• mrs cbfilter, Imag, Filter, NbrScale=5 Pyramidal Curvelet and pyramidal wavelet filtering with five scales. • mrs cbfilter, Imag, Filter, NbrScale=5, Nsigma=5 Ditto, but using a 5 sigma threshold.
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ICA



6.6.1



Blind source separation using JADE: mrs jade



Apply the ICA method JADE (Cardoso, 1999) on data in different settings : the mixed multichannel data gathered from m sensors, may consist of either 1D time series, 2D flat images or spherical maps. A mask can be specified to indicate missing or invalid pixels. The components to be separated are all assumed to be independently and identically distributed random fields in the specified representation. The possible representations offered here are ’initial’ or ’wavelet’. The chosen wavelet transform is an orthogonal wavelet transform or an extension of it to the sphere. USAGE: mrs jade, data, topology, nb sources, sources, demixingmat, domain = domain, mask = mask, nb scales=nb scales where • data: either an IDL 2D array of size m*T in the ’1D’ case, or an IDL 3D array of size tx*ty*m in the flat ’2D’ case, or an array of strings giving the filenames of m spherical data maps in the HEALPix nested format in the ’Sphere’ case. • topology: string = either ’1D’ or ’2D’ or ’Sphere’. Specifies the topology of the maps in the multichannel data to be processed. This is clearly redundant information but makes things simpler. The specified ’topology’ and the structure of the input data should obviously agree. • nb sources: integer = number of independent sources one wants to recover from the data. The number of sources should be less than or equal to the number of channels m. • sources: either an IDL 2D array of size nb sources*T in the ’1D’ case, or an IDL 3D array of size tx*ty*nb sources in the flat ’2D’ case, or an array of strings giving the predefined filenames of nb sources spherical data maps in the HEALPix nested format in the ’Sphere’ case. • demixingmat: IDL array of size nb sources * m. Inverse or pseudo inverse of the mixing matrix, used to estimate the source processes from the data according to ’sources = demixingmat * data’. • domain: string = either ’initial’ or ’wavelet’. Specifies the representation in which the source separation algorithm JADE should be run i.e. the representation in which the cumulant statistics should be computed (default is ’initial’). • mask: either a length T IDL array in the ’1D’ case, or an IDL array of size tx*ty in the flat ’2D’ case, or a string giving the filename of a spherical map in the HEALPix nested format in the ’Sphere’ case. The specified mask should be the same size as one of the data maps. A mask is an array of 0s and 1s where 0 indicates an invalid data sample, and 1 indicates a valid data sample. IF A MASK IS SPECIFIED, THE DATA HAS TO BE MULTIPLIED BY THE MASK PRIOR TO CALLING THE MRS JADE ROUTINE.
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• nb scales : int = number of scales in the wavelet transform including the smooth array (default is nb scales = 4). There is no verification that it is a valid number of scales for the given data. Examples:



• mrs jade, data, ’Sphere’, 4, sources, demixingmat Recovering four independent sources from a set of spherical mixture maps using Jade. • mrs jade, data, ’1D’, 3, sources, demixingmat, domain = ’wavelet’, mask = ’themask.fits’, nb scales=5 Recovering three independent sources from a set of 1D mixtures using Jade in a wavelet representation on five scales, with missing samples specified by a mask. 6.6.2



Blind source separation using fastICA: mrs fastica



Apply the ICA method fastICA (Hyv¨arinen et al., 2001) on data in different settings : the mixed multichannel data gathered from m sensors may consist of either 1D time series, 2D flat images or spherical maps. A mask can be specified to indicate missing or invalid pixels. The components to be separated are all assumed to be independently and identically distributed random fields in the specified representation. The possible representations offered here are ’initial’ or ’wavelet’. The chosen wavelet transform is an orthogonal wavelet transform or an extension of it to the sphere. USAGE: mrs fastica, data, topology, nb sources, sources, demixingmat, domain = domain, mask = mask, nb scales=nb scales where • data: either an IDL 2D array of size m*T in the ’1D’ case, or an IDL 3D array of size tx*ty*m in the flat ’2D’ case, or an array of strings giving the filenames of m spherical data maps in the HEALPix nested format in the ’Sphere’ case. • topology: string = either ’1D’ or ’2D’ or ’Sphere’. Specifies the topology of the maps in the multichannel data to be processed. This is clearly redundant information but makes things simpler. The specified ’topology’ and the structure of the input data should obviously agree. • nb sources: integer = number of independent sources one wants to recover from the data. The number of sources should be less than or equal to the number of channels m. • sources: either an IDL 2D array of size nb sources*T in the ’1D’ case, or an IDL 3D array of size tx*ty*nb sources in the flat ’2D’ case, or an array of strings giving the predefined filenames of nb sources spherical data maps in the HEALPix nested format in the ’Sphere’ case.
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• demixingmat: IDL array of size nb sources * m. Inverse or pseudo inverse of the mixing matrix, used to estimate the source processes from the data according to ’sources = demixingmat * data’. • domain: string = either ’initial’ or ’wavelet’. Specifies the representation in which the source separation algorithm fastICA should be run (default is ’initial’). • mask: either a length T IDL array in the ’1D’ case, or an IDL array of size tx*ty in the flat ’2D’ case, or a string giving the filename of a spherical map in the HEALPix nested format in the ’Sphere’ case. The specified mask should be the same size as one of the data maps. A mask is an array of 0s and 1s where 0 indicates an invalid data sample, and 1 indicates a valid data sample. IF A MASK IS SPECIFIED, THE DATA HAS TO BE MULTIPLIED BY THE MASK PRIOR TO CALLING THE MRS FASTICA ROUTINE. • nb scales : int = number of scales in the wavelet transform including the smooth array (default is nb scales = 4). There is no verification that it is a valid number of scales for the given data. Examples:



• mrs fastica, data, ’Sphere’, 4, sources, demixingmat Recovering four independent sources from a set of spherical mixture maps using fastICA. • mrs fastica, data, ’1D’, 3, sources, demixingmat, domain = ’wavelet’, mask = ’themask.fits’, nb scales=5 Recovering three independent sources from a set of 1D mixtures using fastICA in a wavelet representation on five scales, with missing samples specified by a mask. 6.6.3



Blind source separation using Spectral Matching ICA: mrs smica



Apply the ICA method SMICA (Moudden et al., 2005; Delabrouille et al., 2003) on data in different settings: the mixed multichannel data gathered from m sensors, may consist of either 1D time series, 2D flat images or spherical maps. A mask can be specified to indicate missing or invalid pixels. The possible representations offered here are ’Fourier’ or ’wavelet’. The chosen wavelet transform is an isotropic undecimated wavelet transform. The SMICA method is based on the EM algorithm. However, near the convergence, the EM algorithm may become extremely slow in low noise regions. In order to overcome this difficulty, one may want to enhance convergence by resorting to other methods. This package includes implementations of the BFGS method on the mixing matrix (bfgsa fit.pro), some fixed point methods to improve on the estimation of the noise and source covariance matrices (qn fit.pro and qp fit.pro) and a conjugate gradient descent method (conjgrad fit.pro). The user is welcome to modify the proposed implementation
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and try different combinations of the available methods until convergence is found to be satisfactory. The lines to be modified occur in mrs smica.pro after the computation of the covariance statistics and before the source map reconstruction. Warning: This IDL implementation of SMICA is adapted from a Matlab/Octave implementation developed by J.-F. Cardoso. A much more versatile implementation of SMICA is under active development (by J.-F. Cardoso and coworkers) which will, in particular, offer the following features: use of various pixellizations; more general multiresolution spherical statistics; ability to include, in a flexible manner, arbitrary constraints on the components (like power-law emission spectra, smoothness of the harmonic spectra, etc...); non-stationary components; multi-dimensional components. Please contact [email protected] for release information. USAGE: mrs smica, data, topology, bands, nb sources, stats, param, sources, domain = domain, mask = mask, filter type = filter type, nlmax = nlmax, l2 norm = l2 norm, old mask = old mask, old data = old data, old stats = old stats, old param = old param, white noise = white noise, nb em steps = nb em steps where • data: either an IDL 2D array of size m*T in the ’1D’ case, or an IDL 3D array of size tx*ty*m in the flat ’2D’ case, or an array of strings giving the filenames of m spherical data maps in the HEALPix nested format in the ’Sphere’ case. • topology: string = either ’1D’ or ’2D’ or ’Sphere’. Specifies the topology of the maps in the multichannel data to be processed. This is clearly redundant information but makes things simpler. The specified ’topology’ and the structure of the input data should obviously agree. • bands: either a 2*q array specifying reduced frequency bins or reduced frequency rings or multipole number l bins in the ’Fourier’ case, or a scalar specifying a number of wavelet scales in the ’wavelet’ case. The specified bands, topology and domain should obviously be coherent. • nb sources: integer = number of independent sources one wants to recover from the data. The number of sources should be less than or equal to the number of channels m. • stats: IDL structure grouping the covariance statistics estimated from the data, in the specified representation or domain. This structure is created by the routine. Fields that are required by several hidden routines are : – stats.covmat : m*m*q 3D array of q m*m covariance matrices where q is the number of bands or scales, etc. and m is the number of data channels – stats.weight : statistical significance weights of the covariance matrices
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Depending on the topology and representation, the following fields will be also included: – stats.fmean : 1*q array containing the mean frequency vector norm over ring q (fourier, 1D case or 2D case) – stats.fwidth : 1*q array containing the width in frequency vector norm of ring q (fourier, 1D case or 2D case) – stats.frings : 2*q array equal to freq rings (fourier, 2D case) – stats.fbins: 2*q array equal to freq bins (fourier, 1D case) – stats.lmean : 1*q array containing the mean frequency vector norm over ring q (fourier, spherical case) – stats.lwidth : 1*q array containing the width in frequency vector norm of ring q (fourier, spherical case) – stats.lbins : 2*q array equal to l bins (fourier, spherical case) – stats.normalization : 1*q array containing the l2 norm of the wavelet or smoothing filters on each of the q scales (wavelet case) • param: IDL structure grouping the optimized parameter values of the covariance matching model. This structure is created by the routine. Fields that are required by several hidden routines are : – param.mixmat : m*nb sources matrix of mixing coefficients – param.source : nb sources*q matrix of source variance profiles – param.noise : m vector of white noise variance on each channel colored noise case, this is an m*q matrix of noise variance profiles – param.type : int =1 or 2 respectively if considering the white noise case or the colored noise case • sources: either an nb sources*T array in the 1D case, or a tx*ty*nb sources array in the flat 2D case, or an array of strings giving the predefined filenames of the nb sources spherical reconstructed source maps in HEALPix format. • domain: string = either ’fourier’ or ’wavelet’. Specifies the representation in which the covariance statistics should be computed ( default is ’fourier’). • mask: either a length T IDL array in the ’1D’ case, or an IDL array of size tx*ty in the flat ’2D’ case, or a string giving the filename of a spherical map in the HEALPix nested format in the ’Sphere’ case. The specified mask should be the same size as one of the data maps. A mask is an array of 0s and 1s where 0 indicates an invalid data sample, and 1 indicates a valid data sample. IF A MASK IS SPECIFIED, THE DATA HAS TO BE MULTIPLIED BY THE MASK PRIOR TO CALLING THE MRS SMICA ROUTINE. • filter type: string = either ’wiener’, ’pinv’, ’pinvA’ or ’passband’. Specifies the type of filter to use for source map estimation (default is ’wiener’)
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• nlmax: this is used in the isotropic undecimated spherical wavelet transform so when the specified domain is ’wavelet’ and the specified topology is ’Sphere’. See mrs wttrans.pro for more details. There is a default value set in one of the subroutines (data2stats sph w.pro) where unless specified otherwise, nlmax = 3.5*nside where nside is the number of pixels on each side of the 12 major faces of a spherical map in the HEALPix format. • l2 norm: filename, the corresponding file is a fits file containing an array of l2 normalization coefficients for the nromalisation of the wavelet coefficients. if the file is specified, then these coefficients are used otherwise they are computed from the wavelet transform of a Dirac on the sphere. This option is implemented for the ’sphere’ case only. • old mask: If not set, a mask on each scale is determined from the wavelet transform of the specified mask. If set, the masks on each scale are read from the current directory, from files named wave i mask where mask is the filename of the specified mask. This option is implemented for the ’sphere’ case only. • old data: If not set, the wavelet transforms of the specified data maps are computed and saved in the current directory. If set, the wavelet coefficients of the data maps are read from the current directory, from files named wave i name where name stands for the filenames of the specified data files. This option is implemented for the ’sphere’ case only. • old stats: If not set, this procedure starts from the data maps, computes covariance matrices from different subsets of the data, optimizes the model parameters and estimates the component maps with the optimized separating filter. If set, the computation of the covariance statistics is omitted, and stats (normally an output, see below) is interpreted as an input. The estimation of the component maps is conducted normally provided all the necessary files are in the current directory. • old param: If set, then used as a starting point for the optimization. This is a structure of the same nature as param. • white noise: If set, the optimization consists only of em steps in white noise. Otherwise, the optimization starts with steps in white noise followed by steps in free noise. • nb em steps: If set, this specifies the number of iterations of the EM algorithm in white noise and, unless white noise is set, the number of iterations of the EM algorithm in free noise. Default is 200. Examples:



• mrs smica, data, ’1D’, 5, 3, stats, param, sources, domain = ’wavelet’, mask = ’themask.fits’, filter type = ’pinv’ Recovering three independent sources from a set of 1D mixture signals using WSMICA on five scales of a wavelet representation of the data with missing samples specified using a mask.
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• mrs smica, ’Sphere’, ’2D’, frequency bins, 3, stats, param, sources Recovering three independent sources from a set of 2D mixture maps using SMICA in a Fourier representation with specified reduced frequency bins. 6.6.4



Handling missing/masked data through wavelet scales : mrs mask



When gaps exist in a signal or a map, some wavelet coefficients located outside the initial mask are affected. The extent of the influence of the mask depends on scale. The purpose of this function is to apply the specified wavelet transform to the specified mask and to return a mask on each scale where 1s correspond to valid coefficients (i.e. coefficient which are contaminated by the mask but below some threshold) and 0s correspond to contaminated coefficients. Implemented for three different topologies and ”two” different transforms (ie undecimated a trous algorithm or orthogonal transform ): the undecimated transform is the one used in mrs smica whereas the orthogonal transform is used in mrs jade. USAGE: mrs mask, mask, topology, wt type, nb scales, mask out, nlmax = nlmax where • mask: either a length T IDL array in the ’1D’ case, or a tx*ty IDL array in the flat ’2D’ case, or an IDL array in HEALPix nested format in the ’Sphere’ case. • topology:string = either ’1D’ or ’2D’ or ’Sphere’. Specifies the topology of the maps in the multichannel data to be processed. This is clearly redundant information but makes things simpler. The specified ’topology’ and the structure of the input data should obviously agree. • wt type: string = either ’atrous’ or ’ortho’. Specifies the wavelet transform type to be used, either respectively the undecimated a trous wavelet transform (and extensions in different topologies) or the orthogonal wavelet transform (and extensions in the different topologies) • nb scales: int = number of scales in the wavelet transform including the smooth array (there is no verification that it is a valid number of scales for the given data). • mask out: – if wt type = ’atrous’, this is either an nb scales*T array in the 1D case, or a tx*ty*nb scales array in the flat 2D case, or an npix*nb scales array of nb scales spherical masks in HEALPix nested format where npix is the size of the initial mask in HEALPix nested format – if wt type = ’ortho’, this is either a length T array in the 1D case, or a tx*ty array in the flat 2D case, or an array the same size as the initial mask in HEALPix nested format.
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• nlmax: this is only used in the undecimated spherical wavelet transform so when the specified topology is ’Sphere’ and the specified transform is ’atrous’. This is not an optional input in the ’Sphere’ AND ’atrous’ case. N.B.: The same value of nlmax should be used as in the corresponding spherical wavelet transform of the data maps on which the map is to be applied. Examples:



• mrs mask, mask, ’1D’, ’ortho’, 5, mask out Computing the mask to be used on each scale of a 1D orthogonal wavelet transform on five scales of the data. • mrs mask, mask, ’Sphere’, ’atrous’, 5, mask out, nlmax = 512 Computing the mask to be used on each scale of an isotropic undecimated spherical wavelet transform on five scales of the data. 6.6.5



A few more examples



Several scripts are included in the package giving examples of how to run the different source separation codes : • test mrs smica.pro • test mrs jade.pro • test mrs fastica.pro • test mrs mask.pro These scripts use the data files and masks provided with the package in $MRS/data. These scripts use a procedure called emphtest data sph.pro to generate synthetic noisy mixtures of the available component maps on the sphere.



6.7 6.7.1



Statistics Compute several statistics: get stat



Return statistical information relative to a given data set. The return value is an IDL array of 7 elements. Tab[0] = standard deviation, Tab[1] = skewness, Tab[2] = Kurtosis Tab[3] = Min, Tab[4] = Max Tab[5] = HC, Tab[6] = HC^+ If the keyword norm is set, the data are first normalized.
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USAGE: TabStat = get stat(Data, TabStatName=TabStatName, norm=norm, qpplot=qpplot, verb=verb) where • Data: IDL array. Input data to analyze. • Norm: int = if set, the input data are centered (i.e. Data = (Data-Mean)/Sigma). • qpplot: int = if set, plot the qpplot of the data. • verb: int = if set, the calculated statistics are printed on the screen. • TabStatName: output IDL table of string = [”Sigma”, ”Skewness”, ”Kurtosis”, ”Min”, ”Max”, ”HC1”, ”HC2”] ; Examples:



• TabStat = get stat(Data, /verb) Compute statistical information about the data set Data. 6.7.2



Compute several statistics on the wavelet coefficients: mrs wtstat



Return statistical information relative to the wavelet transform of a given data set. The return value is a 2D IDL array of 7 elements x Number of scales. For each scale j, we have: Tab[0,j] = standard deviation, Tab[1,j] = skewness, Tab[2,j] = Kurtosis Tab[3,j] = Min, Tab[4,j] = Max Tab[5,j] = HC, Tab[6,j] = HC^+ USAGE: TabStat = mrs wtstat(Data, TabStatName=TabStatName, NbrScale=NbrScale, undec=undec, verb=verb) where • Data: IDL array of HEALPix map = Input data to analyze. • NbrScale: int = Number of scales. Default is 4. • undec: int = if set, use an undecimated WT instead of the pyramidal WT. • verb: int = if set, the calculated statistics are printed on the screen. • TabStatName: output IDL table of string = [”Sigma”, ”Skewness”, ”Kurtosis”, ”Min”, ”Max”, ”HC1”, ”HC2”] Examples:



• TabStat = mrs wtstat(Data, NbrScale=5, /verb) Compute the pyramidal wavelet transform with 5 scales and compute statistical information relative to each scale of the wavelet transform.



90



CHAPTER 6. IDL ROUTINES



6.7.3



Compute several statistics on the wavelet coefficients: mrs owtstat



Return statistical information relative to the bi-orthogonal wavelet transform wavelet transform of a given data set. The return value is a 3D IDL array of 7 elements x Number of scales x 3 directions (i.e. horizontal, vertical and diagonal directions). For each scale j, we have: Tab[0,d,j] = standard deviation, Tab[1,j] = skewness, Tab[2,j] = Kurtosis Tab[3,d,j] = Min, Tab[4,j] = Max Tab[5,d,j] = HC, Tab[6,j] = HC^+ with d=0 for the horizontal direction, d=1 for the vertical direction and d=2 USAGE: TabStat = mrs owtstat(Data, TabStatName=TabStatName, NbrScale=NbrScale, verb=verb) where • Data: IDL array of HEALPix map = Input data to analyze. • NbrScale: int = Number of scales. Default is 4. • verb: int = if set, the calculated statistics are printed on the screen. • TabStatName: output IDL table of string = [”Sigma”, ”Skewness”, ”Kurtosis”, ”Min”, ”Max”, ”HC1”, ”HC2”] Examples:



• TabStat = mrs owtstat(Data, NbrScale=5, /verb) Compute the bi-orthogonal wavelet transform with 5 scales and compute statistical information relative to each scale and each direction of the wavelet transform. 6.7.4



Compute several statistics on the ridgelet coefficients: mrs ridstat



Return statistical information relative to the ridgelet transform of a given data set. The return value is a 2D IDL array of 7 elements x Number of scales. For each scale j, we have: Tab[0,j] = standard deviation, Tab[1,j] = skewness, Tab[2,j] = Kurtosis Tab[3,j] = Min, Tab[4,j] = Max Tab[5,j] = HC, Tab[6,j] = HC^+ If the keyword NormMad is set, the ridgelet coefficients are first normalized (see mrs ridget). USAGE: TabStat = mrs ridstat(Data, TabStatName=TabStatName, NbrScale=NbrScale, BlockSize=BlockSize, NormMad=NormMad, verb=verb)



6.7. STATISTICS



91



where • Data: IDL array of HEALPix map = Input data to analyze. • NbrScale: int = Number of scales. Default value is automatically calculated. • BlockSize: int = Block size used in the ridgelet transform. By default, BlockSize=nside/2. • verb: int = if set, the calculated statistics are printed on the screen. • TabStatName: output IDL table of string = [”Sigma”, ”Skewness”, ”Kurtosis”, ”Min”, ”Max”, ”HC1”, ”HC2”] • NormMad: int = if set, a normalization is applied to the curvelet coefficient. Examples:



• TabStat = mrs ridstat(Data, NbrScale=4, /verb) Compute the ridgelet transform with 4 scales and compute statistical information relative to each scale of the wavelet transform. 6.7.5



Compute several statistics on the curvelet coefficients: mrs curstat



Return statistical information relative to the pyramidal curvelet transform of a given data set. The return value is a 2D IDL array of 7 elements x Number of scales. For each scale j, we have: Tab[0,j] = standard deviation, Tab[1,j] = skewness, Tab[2,j] = Kurtosis Tab[3,j] = Min, Tab[4,j] = Max Tab[5,j] = HC, Tab[6,j] = HC^+ If the keyword NormMad is set, the curvelet coefficients are first normalized (see mrs ridget). USAGE: TabStat = mrs curstat(Data, TabStatName=TabStatName, Firstblocksize=Firstblocksize, normMad=normMad, NbrScale=NbrScale, verb=verb) where • Data: IDL array of HEALPix map = Input data to analyze. • NbrScale: int = Number of scales. Default is 4. • verb: int = if set, the calculated statistics are printed on the screen. • TabStatName: output IDL table of string = [”Sigma”, ”Skewness”, ”Kurtosis”, ”Min”, ”Max”, ”HC1”, ”HC2”] • NormMad: scalar: if set, normalize the coefficients by the Median Absolution Deviation of all coefficients at a give position in the block. • Firstblocksize: int: First block size used in the curvelet transform.
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Examples:



• TabStat = mrs curstat(Data, NbrScale=4, /verb) Compute the pyramidal curvelet transform with 4 scales and compute statistical information relative to each scale of the wavelet transform. 6.7.6



Compute several statistics on wavelet, ridgelet and curvelet coefficients: mrs allstat



Return statistical information relative to several multiscale transforms of a given data set. The five used multiscale transforms are: the pyramidal wavelet transform, the ridgelet transform with a block size equals to 8, the ridgelet transform with a block size equals to 16,the ridgelet transform with a block size equals to 32 and the pyramidal curvelet transform. The return value is a IDL structure with the five following fields: IWTStat, RidStat8, RidStat16, RidStat32, CurStat. Each of these fields is 2D IDL array of 7 elements x Number of scales and for each scale j, we have: Tab[0,j] = standard deviation, Tab[1,j] = skewness, Tab[2,j] = Kurtosis Tab[3,j] = Min, Tab[4,j] = Max Tab[5,j] = HC, Tab[6,j] = HC^+ USAGE: TabStat = mrs curstat(Data, TabStatName=TabStatName, NbrScale=NbrScale, verb=verb) where • Data: IDL array of HEALPix map = Input data to analyze. • NbrScale: int = Number of scales. Default is 4. • verb: int = if set, the calculated statistics are printed on the screen. • TabStatName: output IDL table of string = [”Sigma”, ”Skewness”, ”Kurtosis”, ”Min”, ”Max”, ”HC1”, ”HC2”] Examples:



• TabStat = mrs curstat(Data, NbrScale=4, /verb) Compute the pyramidal curvelet transform with 4 scales and compute statistical information relative to each scale of the wavelet transform.



Bibliography Aghanim, N. and Forni, O.: 1999, Astronomy and Astrophysics 347, 409 Aghanim, N., Kunz, M., Castro, P. G., and Forni, O.: 2003, Astronomy and Astrophysics 406, 797 Antoine, J., Demanet, L., Jacques, L., and Vandergheynst, P.: 2002, Appl. Comput. Harmon. Anal. 13, 177 Antoine, J.-P.: 1999, in Wavelets in Physics, pp 23–+ Banday, A. J., Zaroubi, S., and G´orski, K. M.: 2000, Astrophysical Journal 533, 575 Barreiro, R. B. and Hobson, M. P.: 2001, Monthly Notices of the Royal Astronomical Society 327, 813 Barreiro, R. B., Mart´ınez-Gonz´alez, E., and Sanz, J. L.: 2001, Monthly Notices of the Royal Astronomical Society 322, 411 Bernardeau, F. and Uzan, J.: 2002, Phys. Rev. D 66, 103506 Bernardeau, F., van Waerbeke, L., and Mellier, Y.: 2003, Astronomy and Astrophysics 397, 405 Bijaoui, A., Starck, J.-L., and Murtagh, F.: 1994, Traitement du Signal 3, 11 Bogdanova, I., Vandergheynst, P., Antoine, J.-P., Jacques, L., and Mrovidone, M.: 2005, Applied and Computational Harmonic Analysis, in press Bouchet, F. R., Bennett, D. P., and Stebbins, A.: 1988, Nature 335, 410 Bromley, B. C. and Tegmark, M.: 1999, Astrophysical Journal Letter 524, L79 Cand`es, E. and Donoho, D.: 1999, Philosophical Transactions of the Royal Society of London A 357, 2495 Cardoso, J.-F.: 1998, Proceedings of the IEEE. Special issue on blind identification and estimation 9(10), 2009 Cardoso, J.-F.: 1999, Neural Computation 11(1), 157 Cardoso, J.-F.: 2001, in Proc. ICA 2001, San Diego Cardoso, J.-F.: 2003, Journal of Machine Learning Research 4, 1177 Castro, P. G.: 2003, Phys. Rev. D 67, 123001 Cay´on, L., Sanz, J. L., Barreiro, R. B., Mart´ınez-Gonz´alez, E., Vielva, P., Toffolatti, L., Silk, J., Diego, J. M., and Arg¨ ueso, F.: 2000, Monthly Notices of the Royal Astronomical Society 315, 757 Cay´on, L., Sanz, J. L., Mart´ınez-Gonz´alez, E., Banday, A. J., Arg¨ ueso, F., Gallegos, J. E., G´orski, K. M., and Hinshaw, G.: 2001a, Monthly Notices of the Royal Astronomical Society 326, 1243 Cay´on, L., Sanz, J. L., Mart´ınez-Gonz´alez, E., Banday, A. J., Arg¨ ueso, F., Gallegos, J. E., G´orski, K. M., and Hinshaw, G.: 2001b, Monthly Notices of the Royal Astronomical 93



94



BIBLIOGRAPHY



Society 326, 1243 Chui, C.: 1992, Wavelet Analysis and Its Applications, Academic Press Coifman, R. and Donoho, D.: 1995, in A. Antoniadis and G. Oppenheim (eds.), Wavelets and Statistics, pp 125–150, Springer-Verlag Cooray, A.: 2001, Phys. Rev. D 64, 3514 Crittenden, R. G. and Turok, N. G.: 1998, available at http://arXiv.org/abs/astroph/9806374 Cruz, M., Mart´ınez-Gonz´alez, E., Vielva, P., and Cay´on, L.: 2005, Monthly Notices of the Royal Astronomical Society 356, 29 Daubechies, I.: 1988, Communications in Pure and Applied Mathematics 41, 909 Delabrouille, J., Cardoso, J.-F., and Patanchon, G.: 2003, Monthly Notices of the Royal Astronomical Society 346(4), 1089, to appear, also available as http://arXiv.org/abs/astro-ph/0211504 Donoho, D.: 1993, in A. M. Society (ed.), Proceedings of Symposia in Applied Mathematics, Vol. 47, pp 173–205 Donoho, D. and Duncan, M.: 2000, in H. Szu, M. Vetterli, W. Campbell, and J. Buss (eds.), Proc. Aerosense 2000, Wavelet Applications VII, Vol. 4056, pp 12–29, SPIE Donoho, D. and Flesia, A.: 2002, in J. Schmeidler and G. Welland (eds.), Beyond Wavelets, Academic Press Donoho, D. and Jin, J.: 2004a, Ann. Statist. 32(3), 962 Donoho, D. and Johnstone, I.: 1994, Biometrika 81, 425 Donoho, D. L. and Jin, J.: 2004b, Optimality of excess kurtosis for detecting a nonGaussian component in high-dimensional random vectors, Technical report, Stanford University Doroshkevich, A. G., Naselsky, P. D., Verkhodanov, O. V., Novikov, D. I., Turchaninov, V. I., Novikov, I. D., Christensen, P. R., and Chiang, L.-Y.: 2005, International Journal of Modern Physics D 14(2), 275, also available at http://arXiv.org/abs/astroph/0305537 Escalera, E. and MacGillivray, H. T.: 1995, Astronomy and Astrophysics 298, 1 Fang, L.-Z. and Feng, L.-l.: 2000, Astrophysical Journal 539, 5 Forni, O. and Aghanim, N.: 1999, Astronomy and Astrophysics, Supplement Series 137, 553 Freeden, W. and Schneider, F.: 1998, Inverse Problems 14, 225 Freeden, W. and Windheuser, U.: 1997, Applied and Computational Harmonic Analysis 4, 1 G´orski, K. M., Banday, A. J., Hivon, E., and Wandelt, B. D.: 2002, in Astronomical Society of the Pacific Conference Series, pp 107–+ Hobson, M. P., Jones, A. W., and Lasenby, A. N.: 1999, Monthly Notices of the Royal Astronomical Society 309, 125 Holschneider, M.: 1996, J. Math. Phys. 37(8), 4156 Holschneider, M., Kronland-Martinet, R., Morlet, J., and Tchamitchian, P.: 1989, in Wavelets: Time-Frequency Methods and Phase-Space, pp 286–297, Springer-Verlag Hyv¨arinen, A., Karhunen, J., and Oja, E.: 2001, Independent Component Analysis, John Wiley, New York, 481+xxii pages Jewell, J.: 2001, Astrophysical Journal 557, 700 Jin, J., Starck, J.-L., Donoho, D., Aghanim, N., and Forni, O.: 2005, EURASIP Journal



BIBLIOGRAPHY



95



on Applied Signal Processing 2005(15), 2470 Komatsu, E., Kogut, A., Nolta, M. R., Bennett, C. L., Halpern, M., Hinshaw, G., Jarosik, N., Limon, M., Meyer, S. S., Page, L., Spergel, D. N., Tucker, G. S., Verde, L., Wollack, E., and Wright, E. L.: 2003, Astrophysical Journal, Supplement Series 148, 119 Kunz, M., Banday, A. J., Castro, P. G., Ferreira, P. G., and G´orski, K. M.: 2001, Astrophysical Journal Letter 563, L99 L´opez-Caniego, M., Herranz, D., Barreiro, R. B., and Sanz, J. L.: 2005, Monthly Notices of the Royal Astronomical Society pp 368–+ Lehmann, E.: 1986, Testing Statistical Hypotheses, 2nd ed., John Wiley & Sons Martinez, V., Starck, J.-L., Donoho, E. S. D., de la Cruz, P., Paredes, S., and Reynolds, S.: 2005, APJ, submitted McEwen, J. D., Hobson, M. P., Lasenby, A. N., and Mortlock, D. J.: 2004, MNRAS, submitted Moudden, Y., Cardoso, J.-F., Starck, J.-L., and Delabrouille, J.: 2005, EURASIP Journal on Applied Signal Processing 2005(15), 2437 Mukherjee, P. and Wang, Y.: 2003, Astrophysical Journal 599, 1 Mukherjee, P. and Wang, Y.: 2004, Astrophysical Journal 613, 51 Novikov, D., Schmalzing, J., and Mukhanov, V. F.: 2000, Astronomy and Astrophysics 364, 17 Patanchon, G., Cardoso, J. F., Delabrouille, J., and Vielva, P.: 2004 Pham, D.-T.: 2001, SIAM Journal on Matrix Analysis and Applications 22(4), 1136 Phillips, N. G. and Kogut, A.: 2001, Astrophysical Journal 548, 540 Pires, S., Juin, J.-B., Yvon, D., Moudden, Y., Anthoine, S., and Pierpaoli, E.: 2005, submitted to Astronomy and Astrophysics Riazuelo, A., Uzan, J.-P., Lehoucq, R., and Weeks, J.: 2002, Simulating Cosmic Microwave Background maps in multi-connected spaces, astro-ph/0212223 Rocha, G., Cay´on, L., Bowen, R., Canavezes, A., Silk, J., Banday, A. J., and G´orski, K. M.: 2004, Monthly Notices of the Royal Astronomical Society 351, 769 Romeo, A. B., Horellou, C., and Bergh, J.: 2003, Monthly Notices of the Royal Astronomical Society 342, 337 Romeo, A. B., Horellou, C., and Bergh, J.: 2004, Monthly Notices of the Royal Astronomical Society 354, 1208 Rousseeuw, P. and Croux, C.: 1993, Journal of the American Statistical Asssociation 88, 1273 Ruskai, M., Beylkin, G., Coifman, R., Daubechies, I., Mallat, S., Meyer, Y., and Raphael, L.: 1992, Wavelets and Their Applications, Jones and Barlett Sanz, J. L., Herranz, D., and Mart´ınez-G´onzalez, E.: 2001, Astrophysical Journal 552, 484 Schr¨oder, P. and Sweldens, W.: 1995, Computer Graphics Proceedings (SIGGRAPH 95) pp 161–172 Shandarin, S. F.: 2002, Monthly Notices of the Royal Astronomical Society 331, 865+ Shensa, M.: 1992, IEEE Transactions on Signal Processing 40, 2464 Shorack, G. and Wellner, J.: 1986, Empirical Processes with Applications to Statistics, John Wiley & Sons Slezak, E., de Lapparent, V., and Bijaoui, A.: 1993, Astrophysical Journal 409, 517 Starck, J.-L., Aghanim, N., and Forni, O.: 2004, Astronomy and Astrophysics 416, 9



96



BIBLIOGRAPHY



Starck, J.-L., Bijaoui, A., Lopez, B., and Perrier, C.: 1994, Astronomy and Astrophysics 283, 349 Starck, J.-L., Cand`es, E., and Donoho, D.: 2002a, IEEE Transactions on Image Processing 11(6), 131 Starck, J.-L., Candes, E., and Donoho, D.: 2003a, Astronomy and Astrophysics 398, 785 Starck, J.-L., Donoho, D. L., and Candes, E. J.: 2001, in Proc. SPIE Vol. 4478, p. 9-19, Wavelets: Applications in Signal and Image Processing IX, Andrew F. Laine; Michael A. Unser; Akram Aldroubi; Eds., pp 9–19 Starck, J.-L., Martinez, V., Donoho, D., Levi, O., Querre, P., and Saar, E.: 2005a, EURASIP Journal on Applied Signal Processing 2005(15), 2455 Starck, J.-L. and Murtagh, F.: 2002, Astronomical Image and Data Analysis, SpringerVerlag Starck, J.-L., Murtagh, F., and Bijaoui, A.: 1998, Image Processing and Data Analysis: The Multiscale Approach, Cambridge University Press Starck, J.-L., Murtagh, F., Candes, E., and Donoho, D.: 2003b, IEEE Transactions on Image Processing 12(6), 706 Starck, J.-L., Pantin, E., and Murtagh, F.: 2002b, Publications of the Astronomical Society of the Pacific 114, 1051 Starck, J.-L., Pires, S., , and Refr´egier, A.: 2005b, AA, submitted Sunyaev, R. A. and Zeldovich, I. B.: 1980, Annual review of astronomy and astrophysics 18, 537 Tegmark, M.: 1996, Astrophysical Journal Letter 470, L81, also available at http://arXiv.org/abs/astro-ph/9610094 Tenorio, L., Jaffe, A. H., Hanany, S., and Lineweaver, C. H.: 1999, Monthly Notices of the Royal Astronomical Society 310, 823 Verde, L., Wang, L., Heavens, A. F., and Kamionkowski, M.: 2000, Monthly Notices of the Royal Astronomical Society 313, 141 Vielva, P., Mart´ınez-Gonz´alez, E., Barreiro, R. B., Sanz, J. L., and Cay´on, L.: 2004a, Astrophysical Journal 609, 22 Vielva, P., Mart´ınez-Gonz´alez, E., Barreiro, R. B., Sanz, J. L., and Cay´on, L.: 2004b, Astrophysical Journal 609, 22 Vio, R., Tenorio, L., and Wamsteker, W.: 2002, Astronomy and Astrophysics 391, 789 Wiaux, Y., Jacques, L., and Vandergheynst, P.: 2005, Astrophysical Journal 632, 15 Yamada, I.: 2001, in D. Butnariu, Y. Censor, and S. Reich (eds.), Inherently Parallel Algorithms in Feasibility and Optimization and Their Applications, Elsevier



Index algorithm curvelet transform, 24 undecimated wavelet reconstruction, 18 undecimated wavelet transform, 17



CMB, 37 fast ICA, 82 fastica, 31 jade, 30, 81 smica, 32, 83 wavelet, 34 wjade, 35 wsmica, 35, 83 IDL routines get stat, 88 mrs allstat, 92 mrs cbfilter, 80 mrs curfilter, 78 mrs curget, 77 mrs curput, 78 mrs currec, 77 mrs curstat, 91 mrs curtrans, 76 mrs fastica, 82 mrs jade, 81 mrs mask, 87 mrs owtrec, 67 mrs owtstat, 90 mrs owttrans, 66 mrs pwtrec, 70 mrs pwttrans, 69 mrs ridget, 74 mrs ridput, 75 mrs ridrec, 74 mrs ridstat, 90 mrs ridtrans, 73 mrs smica, 83 mrs wtfilter, 72 mrs wtget, 70 mrs wtmexhat, 66 mrs wtput, 71 mrs wtrec, 68 mrs wtstat, 89



B-spline, 17 blind source separation, 29 CMB, 37, 55, 56 ICA, 37 combined filtering method, 50 cosmic strings, 55, 56, 63 curvelet, 27, 76, 78, 80 combined filtering, 50 denoising, 47 filtering, 78, 80 Higher Criticism, 63, 91 Kurtosis, 63, 91 pyramidal transform, 27 reconstruction, 77 statistics, 91 transform, 76 curvelet transform, 23 Denoising, 47 detection matched filter, 57 non-Gaussianity, 55, 63 point sources, 57 fast ICA, 82 Filtering, 47 Higher Criticism, 61, 88 curvelet, 91 ridgelet, 90 wavelet, 89, 90 ICA, 29 97



98



mrs wttrans, 67 mrs wttv, 71 installation, 65 jade, 38, 81 wavelet, 35, 38, 81 Kurtosis, 59, 88 curvelet, 91 ridgelet, 90 wavelet, 89, 90 MAD, 49 mask, 87 max, 60 median median absolute deviation, 49 noise, 47–49 Gaussian, 48 median absolute deviation, 49 sigma clipping, 48 Radon transform, 24 ridgelet, 73 Higher Criticism, 90 Kurtosis, 90 reconstruction, 74 statistics, 90 transform, 73 ridgelet transform, 24 scaling function, 17 sigma clipping, 48 smica, 32, 38, 83 wavelet, 35, 38, 83 stationary signal, 48 statistic, 55, 88–91 Higher Criticism, 61 Kurtosis, 59 LRT, 58 max, 60 SURE, 50 SZ effect, 55, 56, 63 thresholding hard, 50 soft, 50



INDEX



SURE, 50 universal threshold, 50 universal threshold, 50 wavelet, 66, 67, 69, 72, 80, 90 `a trous, 16 bi-orthogonal wavelet reconstruction, 67 bi-orthogonal wavelet transform, 66, 90 combined filtering, 50 denoising, 47 filtering, 72, 80 hard threshold, 50 Higher Criticism, 63, 89, 90 ICA, 34 Kurtosis, 63, 89, 90 mexican hat, 19, 57, 66 pyramidal wavelet reconstruction, 19, 70 pyramidal wavelet transform, 19, 69 significant coefficient, 47 soft threshold, 50 statistics, 89, 90 transform, 35 undecimated wavelet reconstruction, 17, 68 undecimated wavelet transform, 15, 67 visualization, 71



Appendix A



` Trous” Wavelet Transform The “A Algorithm In a wavelet transform, a series of transformations of a signal is generated, providing a resolution-related set of “views” of the signal. The properties satisfied by a wavelet transform, and in particular by the `a trous wavelet transform, are further discussed by Bijaoui et al. (Bijaoui et al., 1994). Extensive literature exists on the wavelet transform and its applications ((Daubechies, 1988; Chui, 1992; Ruskai et al., 1992; Starck et al., 1998)). The discrete `a trous algorithm is described in (Holschneider et al., 1989; Shensa, 1992). We consider spectra, {c0 (k)}, defined as the scalar product at samples k of the function f (x) with a scaling function φ(x) which corresponds to a low pass filter: c0 (k) =< f (x), φ(x − k) > The scaling function is chosen to satisfy the dilation equation: X 1 x φ( ) = h(l)φ(x − l) 2 2 l



(A.1)



(A.2)



where h is a discrete low-pass filter associated with the scaling function φ. This means that a low-pass filtering of the signal is, by definition, closely linked to another resolution level of the signal. The distance between levels increases by a factor 2 from one scale to the next. The smoothed data cj (k) at a given resolution j and at a position k is the scalar product 1 x−k < f (x), φ( j ) > j 2 2



(A.3)



This is consequently obtained by the convolution: X cj (k) = h(l) cj−1 (k + 2j−1 l)



(A.4)



cj (k) =



l
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` TROUS” WAVELET TRANSFORM ALGORITHM APPENDIX A. THE “A



The signal difference wj between two consecutive resolutions is: wj (k) = cj−1 (k) − cj (k)



(A.5)



or: wj (k) =



1 x−k < f (x), ψ( j ) > j 2 2



(A.6)



Here, the wavelet function ψ is defined by: 1 x 1 x ψ( ) = φ(x) − φ( ) 2 2 2 2



(A.7)



Equation A.6 defines the discrete wavelet transform, for a resolution level j. For the scaling function, φ(x), the B-spline of degree 3 was used in our calculations. 1 1 3 1 1 As a filter we use h = ( 16 , 4 , 8 , 4 , 16 ). See Starck (1993) for discussion of linear and other scaling functions. Here we have derived a simple algorithm in order to compute the associated wavelet transform: 1. We initialize j to 0 and we start with the data cj (k). 2. We increment j, and carry out a discrete convolution of the data cj−1 (k) using the filter h. The distance between the central sample and the adjacent ones is 2j−1. 3. After this smoothing, we obtain the discrete wavelet transform from the difference cj−1(k) − cj (k). 4. If j is less than the number p of resolutions we want to compute, then we go to step 2. 5. The set W = {w1 , ..., wp , cp } represents the wavelet transform of the data. A series expansion of the original signal, c0 , in terms of the wavelet coefficients is now given as follows. The final smoothed array cp (x) is added to all the differences wj : c0 (k) = cp +



p X



wj (k)



(A.8)



j=1



This equation provides a reconstruction formula for the original signal. At each scale j, we obtain a set {wj } which we call a wavelet scale. The wavelet scale has the same number of samples as the signal.



Appendix B



The Combined Filtering Method In general, suppose that we are given K linear transforms T1 , . . . , TK and let αk be the coefficient sequence of an object x after applying the transform Tk , i.e. αk = Tk x. We will assume that for each transform Tk we have available a reconstruction rule that we will denote by Tk−1 although this is clearly an abuse of notation. Finally, T will denote the block diagonal matrix with the Tk ’s as building blocks and α the amalgamation of the αk ’s. A hard thresholding rule associated with the transform Tk synthesizes an estimate s˜k via the formula s˜k = Tk−1 δ(αk ) (B.1) where δ is a rule that sets to zero all the coordinates of αk whose absolute value falls below a given sequence of thresholds (such coordinates are said to be non-significant). Given data y of the form y = s + σz, where s is the image we wish to recover and z is standard white noise, we propose solving the following optimization problem (Starck et al., 2001): min kT s˜k`1 , subject to s ∈ C, (B.2) where C is the set of vectors s˜ which obey the linear constraints  s˜ ≥ 0, |T s˜ − T y| ≤ e;



(B.3)



here, the second inequality constraint only concerns the set of significant coefficients, i.e. those indices µ such that αµ = (T y)µ exceeds (in absolute value) a threshold tµ . Given a vector of tolerance (eµ ), we seek a solution whose coefficients (T s˜)µ are within eµ of the noisy empirical αµ ’s. Think of αµ as being given by y = hy, ϕµi, so that αµ is normally distributed with mean hf, ϕµ i and variance σµ2 = σ 2 kϕµ k22 . In practice, the threshold values range typically between three and four times the noise level σµ and in our experiments we will put eµ = σµ /2. In short, our constraints guarantee that the reconstruction will take into account any pattern which is detected as significant by any of the K transforms. 101
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APPENDIX B. THE COMBINED FILTERING METHOD



The Minimization Method



We propose solving (B.2) using the method of hybrid steepest descent (HSD) (Yamada, 2001). HSD consists of building the sequence sn+1 = P (sn ) − λn+1 ∇J (P (sn ));



(B.4)



Here, P is the `2 projection operator onto the feasible set C, ∇J is the gradient of equation B.2, and (λn )n≥1 is a sequence obeying (λn )n≥1 ∈ [0, 1] and limn→+∞ λn = 0. The combined filtering algorithm is: 1. Initialize Lmax = 1, the number of iterations Ni , and δλ =



Lmax . Ni



2. Estimate the noise standard deviation σ, and set ek = σ2 . (s)



3. For k = 1, .., K calculate the transform: αk = Tk s. 4. Set λ = Lmax , n = 0, and s˜n to 0. 5. While λ >= 0 do • u = s˜n . • For k = 1, .., K do – Calculate the transform αk = Tk u. – For all coefficients αk,l do (s)



∗ Calculate the residual rk,l = αk,l − αk,l (s)



(s)



∗ if αk,l is significant and | rk,l |> ek,l then αk,l = αk,l ∗ αk,l = sgn(αk,l )(| αk,l | −λ)+ . – u = Tk−1 αk • Threshold negative values in u and s˜n+1 = u. • n = n + 1, λ = λ − δλ , and goto 5.
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