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Econometrics and ‘Regression’ ?



Galton (1870, Heriditary Genius, 1886, Regression towards mediocrity in hereditary stature) and Pearson & Lee (1896, On Telegony in Man, 1903 On the Laws of Inheritance in Man) studied genetic transmission of characterisitcs, e.g. the heigth. On average the child of tall parents is taller than other children, but less than his parents. “I have called this peculiarity by the name of regression”, Francis Galton, 1886.
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> Galton $ count plot ( df [ ,1:2] , cex = sqrt ( df [ ,3] / 3) ) > abline ( a =0 , b =1 , lty =2) > abline ( lm ( child ˜ parent , data = Galton ) ) >



coefficients ( lm ( child ˜ parent , data = Galton ) ) [2]



9



parent



10



0.6462906



72



> df attach ( Galton )
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2
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> library ( HistData )



62



1
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height of the mid−parent



It is more an autoregression issue here : if Yt = φYt−1 + εt , then cor[Yt , Yt+h ] = φh → 0 as h → ∞.
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Regression is a correlation problem. Overall, children are not smaller than parents ●



●



60



65



70



75



● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●●●● ●●●●●● ● ●●●●● ●●● ●● ● ●● ● ● ● ●●●●● ● ●● ● ●●● ●● ●● ●● ●● ● ●●● ●● ● ● ● ● ●● ● ●● ● ● ● ●●●●●● ● ● ●● ● ● ● ● ●● ● ● ●● ● ● ● ● ● ●● ●● ● ●● ● ● ●● ● ● ●● ● ● ●●● ● ● ● ● ●●● ●●● ● ● ●● ●● ● ● ● ●●● ● ● ●● ●● ● ●● ● ● ● ● ● ● ● ● ● ● ●●●● ● ● ● ● ● ● ● ●● ● ● ● ● ●● ● ● ●● ● ● ● ●● ● ● ● ● ● ● ● ●● ● ● ●●● ●● ● ● ●● ●● ●● ● ● ●●● ●● ●● ● ●● ●● ● ●●● ● ●● ●● ●●● ● ● ●●●● ●● ● ●● ● ● ● ● ● ●● ● ●●●●● ● ● ● ● ● ● ●● ●● ● ● ● ● ● ●● ●● ●● ● ● ● ● ● ● ● ● ●● ●●● ●● ●●●● ● ● ● ● ● ● ● ● ●● ●● ● ● ● ●●● ● ● ●●● ● ● ●● ● ●●●● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ●●● ●● ●● ● ● ● ●●● ● ● ● ● ●● ● ● ● ● ● ● ●● ●● ● ●● ● ● ● ● ● ● ● ● ●● ●●● ● ● ● ● ● ● ● ● ● ● ● ●● ●●● ● ● ● ● ● ● ● ● ●● ● ●●● ● ● ● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ●●● ● ●● ●● ● ● ●●● ● ● ● ● ● ● ●● ●● ● ● ●● ● ● ●● ● ●● ●● ●●● ● ●● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ●● ● ● ● ● ●● ● ● ●● ● ●● ●● ● ● ● ● ● ● ● ●● ●● ●● ● ●●● ● ● ● ●● ● ● ● ●● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ●●● ● ● ●●● ● ●● ●● ●● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ●● ● ● ● ●●● ●● ● ● ●●●● ● ● ● ● ● ●● ● ● ● ● ● ●● ●●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●●●● ●● ● ●● ●● ●● ●● ●●●● ● ● ● ● ● ● ●● ● ● ● ●● ●● ●●● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ●● ● ● ● ●● ●● ● ●● ● ●● ● ● ●● ●● ● ●● ● ● ● ●● ●●●● ●● ● ● ● ●● ●● ● ●● ● ● ●● ● ●●● ● ●●●● ● ● ●● ● ●●●● ● ●● ●●● ●● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ●● ● ● ●● ● ● ● ●● ● ●● ● ● ●●● ● ● ●● ● ● ●● ● ● ● ● ●● ● ● ● ●



60



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



●



●



65



70



75



4



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Inference in the Linear Model Consider a linear model yi = xi T β + εi , with matrix notation y = Xβ + ε. Assume • correct specification • exogeneity, i.e. E[ε|X] = 0. Thus, residuals are centered E[ε] = 0 and covariates are uncorrelated with the errors E[X T ε] = 0 • covariates are linearly independent, i.e. P[rank(X) = p] = 1 • spherical errors, i.e. Var[ε|X] = σ 2 I. Thus, residuals are homoscedasticity Var[εi |X] = σ 2 - and non-correlated E[εi εj |X] = 0, ∀i 6= j. • gaussian errors, i.e. ε|X ∼ N b = (X T X)−1 X T y is the least-square estimator of β, obtained as β ( n ) X b = argmin β (yi − xi T β)2 . i=1
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Inference in the Linear Model b is also the maximum-likelihood estimator Under the Gaussian assumption, β (MLE) of β. b is the solution of E[xi [yi − xi T β]] = 0, i.e. it Under the exogeneity assumption, β is also the the Generalized method of moments estimator (GMM) of β. b = (X T X)−1 X T y : it is linear in y. Observe furthermore that β n



 1 X Tb 2 2 yi − xi β is the least-square estimator of σ 2 . σ b = n − p i=1 b and σ Under the exogeneity assumption, OLS estimators β b2 are unbiased, i.e. b E[β|X] = β and E[b σ 2 |X] = σ 2 b is Furthermore, the variance-covariance matrix of β b Var[β|X] = σ 2 (X T X)−1 . b σ One can prove that Cov[β, b2 |X] = 0. @freakonometrics



freakonometrics



freakonometrics.hypotheses.org



6



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Inference in the Linear Model From Gauss-Markov theorem, with spherical residuals (errors should be b is the best linear unbiased estimator (BLUE) uncorrelated and homoscedastic), β e b (in the sense that Var[β|X] − Var[β|X] is a non-negative definite matrix for any e linear in y, i.e. β e = M y). unbiased estimator β b ∼ N (β, σ 2 (X T X)−1 ) Assuming normality of the residuals, we can prove that β This estimator reaches the Cram´er-Rao bound for the model, and thus is optimal in the class of all unbiased estimators (linear and non-linear). σ2 Furthermore, σ b ∼ · χ2n−p . Even if it is not optimal, there are no unbiased n−p estimators of σ 2 with variance smaller. 2



b is consistent and asymptotically normal, Without normality assumption, β L b→ β N (β, σ 2 (X T X)−1 ), as n → ∞. L



Similarly, one can prove that σ b2 → N (σ 2 , E[ε4 ]σ 4 ), as n → ∞. @freakonometrics
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Bayesian Linear Model Consider a linear regression model, Y = xT β + ε, with some Gaussian i.i.d. noise.   1 1 2 2 T L(β, σ ) = f (y|β, σ ) ∝ n exp − 2 (y − Xβ) (y − Xβ) σ 2σ b = [X T X]−1 X T y, which satisfies Set β  T   b b y − X β X β − Xβ = 0 Consider a diffuse prior π(β, σ 2 ) = π(β)π(σ 2 ) with π(β) ∝ constant and π(σ 2 ) = 1/σ 2 , i.e. π(β, σ 2 ) ∝ 1/σ 2 First, let’s condition on σ 2 , then marginalize and focus just on β, so that    1 T 2 T 2 b b π(β|y, σ ) ∝ exp − 2 (n − k)s + [β − β] [X X][β − β] 2σ i.e.



@freakonometrics



  h i −1  1 b T σ 2 [X T X]−1 b π(β|y, σ 2 ) ∝ exp − [β − β] [β − β] 2 freakonometrics
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Bayesian Linear Model b and variance matrix σ 2 [X T X]−1 which is a Gaussian distribution with mean β Hence, Bayes estimator for various symmetric loss function is the MLE. Z If we marginalize, i.e. π(β|y) = π(β, σ 2 |y)dσ 2 We can easily prove that R+



h i−n/2 T 2 T b [X X][β − β] b π(β|y) ∝ (n − k)s + [β − β] which is the kernel of a Student-t distribution. On the other hand Z π(σ 2 |y) = π(β, σ 2 |y)dβ Rk



We can easily prove that 



π(σ 2 |y) ∝ σ −(n−k+1) exp −



2



(n − k)s 2σ 2







which is the kernel of a Inverted Gamma distribution.



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



9



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Bayesian Linear Model Hence 2



2







E[σ |y] = s (n − k)Γ



n−k−1 2







while Var[σ 2 |y] =







 /Γ 2



n−k 2







(→ s2 as n → ∞)







(n − k)s − E[σ 2 |y]2 n−k−2



If we consider a conjugate prior π(β, σ 2 ) = π(β|σ 2 )π(σ 2 ) Here π(β|σ 2 ) is a (conditional Gaussian distribution, while π(σ 2 ) is an inverted Gamma distribution. More precisely β|σ 2 ∼ N (b, σ 2 A−1 ) One can prove that the conditional posterior distribution for β is a Gaussian distribution,  T 2 2 −1 e β|σ , y ∼ N β, σ [A + X X] @freakonometrics
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where   T T −1 e β = [A + X X] Ab + X y If we marginalize, i.e. Z



π(β, σ 2 |y)dσ 2



π(β|y) = R+



We can easily prove that, if σ02 is the mean of the prior distribution of σ 2 h i−n+σ02 +k/2 e T [A + X T X][β − β] e π(β|y) ∝ (n + σ02 − k)c2 + [β − β] (for some constant c) which is the kernel of a Student-t distribution. OIn the other hand π(σ 2 |y) =



Z



π(β, σ 2 |y)dβ



Rk



We can easily prove that 2







π(σ 2 |y) ∝ σ −(n+σ0 −k+1) exp −



(n +



σ02



2



− k)c







2σ 2



which is the kernel of a Inverted Gamma distribution. @freakonometrics
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One can also write  e= β



1 1 T A + 2X X σ2 σ



−1



1 1 T b Ab + 2 X X β σ2 σ



b (MLE). which is a (matrix base) weighted average of b (priori mean) and β e even if rank(X) < k (as soon as A is positive definite). Further β This is Ridge estimator. Stein and Theil estimates are other examples of mixed estimators. Model Selection in a Bayesian Framework Consider two non-nested regression models y = xT β + ε (1)vs.y = z T γ + η



(2)



Consider some prior distribution on the set of models.
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Overview ◦ Linear Regression Model: yi = β0 + xT i β + εi = β0 + β1 x1,i + β2 x2,i + εi • Nonlinear Transformations : smoothing techniques • Asymptotics vs. Finite Distance : boostrap techniques • Penalization : Parcimony, Complexity and Overfit • From least squares to other regressions : quantiles, expectiles, etc.
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#1 Nonlinear Models*
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References Motivation Kopczuk, W. Tax bases, tax rates and the elasticity of reported income. JPE.



References Eubank, R.L. (1999) Nonparametric Regression and Spline Smoothing, CRC Press. Fan, J. & Gijbels, I. (1996) Local Polynomial Modelling and Its Applications CRC Press. Hastie, T.J. & Tibshirani, R.J. (1990) Generalized Additive Models. CRC Press Wand, M.P & Jones, M.C. (1994) Kernel Smoothing. CRC Press
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Deterministic or Parametric Transformations Consider child mortality rate (y) as a function of GDP per capita (x).
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Deterministic or Parametric Transformations
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Deterministic or Parametric Transformations Reverse transformation
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Box-Cox transformation
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Profile Likelihood In a statistical context, suppose that unknown parameter can be partitioned θ = (λ, β) where λ is the parameter of interest, and β is a nuisance parameter. Consider {y1 , · · · , yn }, a sample from distribution Fθ , so that the log-likelihood is log L(θ) =



n X



log fθ (yi )



i=1



bM LE is defined as θ bM LE = argmax {log L(θ)} θ Rewrite the log-likelihood as log L(θ) = log Lλ (β). Define pM LE b βλ = argmax {log Lλ (β)} β



bpM LE and then λ



n o pM LE b = argmax log Lλ (β ) . Observe that λ λ



√
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bpM LE − λ) −→ N (0, [Iλ,λ − Iλ,β I−1 Iβ,λ ]−1 ) n(λ β,β
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Profile Likelihood and Likelihood Ratio Test The (profile) likelihood ratio test is based on    2 max L(λ, β) − max L(λ0 , β) If (λ0 , β 0 ) are the true value, this difference can be written       2 max L(λ, β) − max L(λ0 , β 0 ) − 2 max L(λ0 , β) − max L(λ0 , β 0 ) Using Taylor’s expension ∂L(λ, β) ∂L(λ, β) ∂L(λ0 , β) −1 ∼ − Iβ 0 λ0 Iβ 0 β 0 ∂λ (λ0 ,b ∂λ ∂β β λ0 ) (λ0 ,β 0 ) (λ0 ,β 0 ) Thus, 1 ∂L(λ, β) L −1 √ → N (0, I ) − I I I λ λ λ β 0 0 0 0 β 0 β 0 β 0 λ0 ∂λ (λ0 ,b n β λ0 )   L 2 b β) b − L(λ0 , β b ) → and 2 L(λ, χ (dim(λ)). λ0 @freakonometrics
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Profile Likelihood and Likelihood Ratio Test Consider some lognormal sample, and fit a Gamma distribution, xα−1 β α e−βx f (x; α, β) = with x > 0 and θ = (α, β). Γ(α) 1



> x = exp ( rnorm (100) )



b = argmax{log L(θ)}. Maximum-likelihood, θ 1



> library ( MASS )



2



> ( F = fitdistr (x , " gamma " ) )



3 4 5



shape 1.4214497



rate 0.8619969



(0.1822570) (0.1320717)



6



> F $ estimate [1]+ c ( -1 ,1) * 1.96 * F $ sd [1]



7



[1] 1.064226 1.778673
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Profile Likelihood and Likelihood Ratio Test See also 1



> log _ lik = function ( theta ) {



2



+



a = theta [1]



3



+



b = theta [2]



4



+



logL = sum ( log ( dgamma (x ,a , b ) ) )



5



+



return ( - logL )



6



+ }



7



> optim ( c (1 ,1) , log _ lik )



8



$ par



9



[1] 1.4214116 0.8620311



We can also use profile likelihood,   n o  α b = argmax max log L(α, β) = argmax log L(α, βbα ) β
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Profile Likelihood and Likelihood Ratio Test 1



> prof _ log _ lik = function ( a ) {



2



+



b =( optim (1 , function ( z ) - sum ( log ( dgamma (x ,a , z ) ) ) ) ) $ par



3



+



return ( - sum ( log ( dgamma (x ,a , b ) ) ) )



4



+ }



5 6



> vx = seq (.5 ,3 , length =101)



7



> vl = - Vectorize ( prof _ log _ lik ) ( vx )



8



> plot ( vx , vl , type = " l " )



9



> optim (1 , prof _ log _ lik )



10



$ par



11



[1] 1.421094



We can use the likelihood ratio test  2 log Lp (b α) − log Lp (α) ∼ χ2 (1)
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Profile Likelihood and Likelihood Ratio Test The implied 95% confidence interval is 1



> ( b1 = uniroot ( function ( z ) Vectorize ( prof _ log _ lik ) ( z ) + borne , c (.5 ,1.5) ) $ root )



2



[1] 1.095726



3



> ( b2 = uniroot ( function ( z ) Vectorize ( prof _ log _ lik ) ( z ) + borne , c (1.25 ,2.5) ) $ root )



4



[1] 1.811809
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Vitesse du véhicule
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Uncertainty on regression parameters (β0 , β1 ) From the output of the regression we can derive confidence intervals for β0 and β1 , usually   b b βk ∈ βk ± u1−α/2 se[ b βk ]
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Uncertainty: Parameters vs. Prediction
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se2 [m(x)]2 = Var[βb0 + βb1 x]
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i.e. (with one covariate)
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hence, for a linear model   q b ± u1−α/2 σ xT β b xT [X T X]−1 x
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Uncertainty on a prediction, y = m(x). Usually   m(x) ∈ m(x) b ± u1−α/2 se[m(x)] b
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> predict ( lm ( dist ˜ speed , data = cars ) , newdata = data . frame ( speed = x ) , interval = " confidence " )
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Least Squares and Expected Value (Orthogonal Projection Theorem)   n  X   1 2 yi − m Let y ∈ Rd , y = argmin . It is the empirical version of | {z }  m∈R  i=1 n εi



    Z      2  2 E[Y ] = argmin y − m dF (y) = argmin E (Y − m) | {z }  | {z }  m∈R  m∈R  ε



ε



where Y is a `1 random variable.     n  X   1 2 yi − m(xi ) is the empirical version of E[Y |X = x]. Thus, argmin   {z }  m(·):Rk →R  i=1 n | εi



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



29



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



The Histogram and the Regressogram Connections between the estimation of f (y) and E[Y |X = x]. Assume that yi ∈ [a1 , ak+1 ), divided in k classes [aj , aj+1 ). The histogram is 1(yi ∈ [aj , aj+1 ))



0.01



(for an optimal choice of hn ).



0.05



Assume that aj+1 − aj = hn and hn → 0 as n → ∞ with nhn → ∞ then   2 ˆ E (fa (y) − f (y)) ∼ O(n−2/3 )
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k n X 1(t ∈ [aj , aj+1 )) 1 X



> hist ( height )
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1 with k(x) = 1(x ∈ [−1, 1)), which a (flat) kernel 2 estimator.
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> density ( height , kernel = " rectangular " )
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  n 1 X yi − y = k nhn i=1 hn
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n X 1 fˆ(y) = 1(yi ∈ [y ± hn )) 2nhn i=1
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The Histogram and the Regressogram Then a moving histogram was considered,
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From Tukey (1961) Curves as parameters, and touch estimation, the regressogram is defined as Pn 1(xi ∈ [aj , aj+1 ))yi m ˆ a (x) = Pi=1 n i=1 1(xi ∈ [aj , aj+1 ))



●



40



●



● ●



20



● ●



● ●



0



● ● ●



● ● ●



●



● ●



●



●



●



● ● ●



●



●



● ●



●



● ●



● ●



●



● ●



●



5



10



15



20



25



120



speed



100



●



● ●



80



●



●



60



●



● ●



● ● ●



● ●



40



●



● ●



● ●



20



● ●



● ●



0



dist



and the moving regressogram is Pn i=1 1(xi ∈ [x ± hn ])yi P m(x) ˆ = n i=1 1(xi ∈ [x ± hn ])
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Nadaraya-Watson and Kernels Background: Kernel Density Estimator Consider sample {y1 , · · · , yn }, Fbn empirical cumulative distribution function n



X 1 Fbn (y) = 1(yi ≤ y) n i=1 The empirical measure Pn consists in weights 1/n on each observation. Idea: add (little) continuous noise to smooth Fbn . Let Yn denote a random variable with distribution Fbn and define Y˜ = Yn + hU where U ⊥ ⊥ Yn , with cdf K The cumulative distribution function of Y˜ is F˜    ˜ ˜ ˜ ˜ F (y) = P[Y ≤ y] = E 1(Y ≤ y) = E E 1(Y ≤ y) Yn     X   n y − Y 1 y − y n i F˜ (y) = E 1 U ≤ K Yn = h n h i=1 @freakonometrics
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Nadaraya-Watson and Kernels If we differentiate   n X 1 y − yi f˜(y)= k nh i=1 h n 1 u 1X kh (y − yi ) with kh (u) = k = n i=1 h h
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f˜ is the kernel density estimator of f , with kernel k and bandwidth h. 1 Rectangular, k(u) = 1(|u| ≤ 1) 2 3 Epanechnikov, k(u) = 1(|u| ≤ 1)(1 − u2 ) 4 1 − u2 Gaussian, k(u) = √ e 2 2π
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Kernels and Statistical Properties Consider here an i.id. sample {Y1 , · · · , Yn } with density f   Z Z y−t 1 k f (t)dt = k(u)f (y − hu)du. Use Given y, observe that E[f˜(y)] = h h 1 Taylor expansion around h = 0,f (y − hu) ∼ f (y) − f 0 (y)hu + f 00 (y)h2 u2 2 Z Z Z 1 00 0 ˜ f (y + hu)h2 u2 k(u)du E[f (y)] = f (y)k(u)du − f (y)huk(u)du + 2 Z 00 f (y) = f (y) + 0 + h2 k(u)u2 du + o(h2 ) 2 Thus, if f is twice continuously differentiable with bounded second derivative, Z Z Z k(u)du = 1, uk(u)du = 0 and u2 k(u)du < ∞, then E[f˜(y)] = f (y) + h2 @freakonometrics
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Kernels and Statistical Properties For the heuristics on that bias, consider a flat kernel, and set F (y + h) − F (y − h) fh (y) = 2h then the natural estimate is n X b(y + h) − Fb(y − h) F 1 fbh (y) = = 1(yi ∈ [y ± h]) {z } 2h 2nh i=1 | Zi



where Zi ’s are Bernoulli B(px ) i.id. variables with px = P[Yi ∈ [x ± h]] = 2h · fh (x). Thus, E(fbh (y)) = fh (y), while h2 00 fh (y) ∼ f (y) + f (y) as h ∼ 0. 6
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Kernels and Statistical Properties Similarly, as h → 0 and nh → ∞   1 2 Var[f˜(y)] = E[kh (z − Z)2 ] − (E[kh (z − Z)]) n   Z 1 f (y) k(u)2 du + o Var[f˜(y)] = nh nh Hence • if h → 0 the bias goes to 0 • if nh → ∞ the variance goes to 0
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Kernels and Statistical Properties
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n   X 1 −1/2 f˜(y) = k H (y − y i ) n|H|1/2 i=1   n X 1 −1/2 (y − y i ) ˜ k Σ f (y) = h nhd |Σ|1/2 i=1
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R
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n ˆ (y) X F = fˆ(y) = δyi (y) dy i=1
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Then f˜h = (fˆ ? kh ), where
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Hence, f˜ is the distribution of Yb + ε where Yb is uniform over {y1 , · · · , yn } and ε ∼ kh are independent
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Nadaraya-Watson and Kernels Here E[Y |X = x] = m(x). Write m as a function of densities R Z yf (y, x)dy R m(x) = yf (y|x)dy = f (y, x)dy Consider some bivariate kernel k, such that Z Z tk(t, u)dt = 0 and κ(u) = k(t, u)dt For the numerator, it can be estimated using   Z n Z X 1 y − yi x − xi yk y f˜(y, x)dy = , 2 nh i=1 h h     n Z n X X 1 1 x − xi x − xi = yi k t, dt = yi κ nh i=1 h nh i=1 h
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Nadaraya-Watson and Kernels and for the denominator     Z n n Z X X 1 x − xi 1 y − yi x − xi k , = κ f (y, x)dy = nh2 i=1 h h nh i=1 h



120



Therefore, plugging in the expression for g(x) yields Pn yi κh (x − xi ) i=1 m(x) ˜ = Pn i=1 κh (x − xi )
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Observe that this regression estimator is a weighted average (see linear predictor section)



●



● ● ●



●



80



●



● ● ●



●



n X



●



60



dist



●



●



● ●



●



● ●



●



●



40



●



● ● ●



●



● ●



● ● ●



● ●



20



●



● ● ● ●



●



●



●



●



●



●



●



●



●



●



●



●



●



● ●



●



●



●



● ● ● ●



● ●



●



0



κh (x − xi ) P m(x) ˜ = ωi (x)yi with ωi (x) = n i=1 κh (x − xi ) i=1



●



●



● ●



●



5



10



15



20



25



speed



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



41



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Nadaraya-Watson and Kernels One can prove that kernel regression bias is given by   0 C f (x) 1 00 E[m(x)] ˜ ∼ m(x) + h2 m (x) + C2 m0 (x) 2 f (x)



120



C3 σ(x) while Var[m(x)] ˜ ∼ . In this univariate case, one can easily get the kernel nh f (x) estimator of derivatives.
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Actually, m ˜ is a function of bandwidth h.
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Nadaraya-Watson and Kernels in Higher Dimension Pn yi kH (xi − x) for some symmetric positive definite Here m b H (x) = Pi=1 n i=1 kH (xi − x) bandwidth matrix H, and kH (x) = det[H]−1 k(H −1 x). Then T 0 T  C1 m (x) HH ∇f (x) T 00 E[m b H (x)] ∼ m(x) + trace H m (x)H + C2 2 f (x)



while σ(x) C3 Var[m b H (x)] ∼ ndet(H) f (x) ?



1 − 4+dim(x)



Hence, if H = hI, h ∼ Cn
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From kernels to k-nearest neighbours 120



An alternative is to consider
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Ixk = {i : xi one of the k nearest observations to x}
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1X m ˜ k (x) = ωi,k (x)yi n i=1
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Lai (1977) Large sample properties of K-nearest neighbor procedures if k → ∞ and k/n → 0 as n → ∞, then  2   1 k 00 0 0 E[m ˜ k (x)] ∼ m(x) + (m f + 2m f )(x) 24f (x)3 n σ 2 (x) while Var[m ˜ k (x)] ∼ k @freakonometrics
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From kernels to k-nearest neighbours Remark: Brent & John (1985) Finding the median requires 2n comparisons considered some median smoothing algorithm, where we consider the median over the k nearest neighbours (see section #4).
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k-Nearest Neighbors and Curse of Dimensionality The higher the dimension, the larger the distance to the closest neigbbor min
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Bandwidth selection : MISE for Density M SE[f˜(y)] = bias[f˜(y)]2 + Var[f˜(y)]  00 2   Z Z 1 f (y) 1 M SE[f˜(y)] = f (y) k(u)2 du + h4 k(u)u2 du + o h4 + nh 2 nh Bandwidth choice is based on minimization of the asymptotic integrated MSE (over y) 2 Z Z Z  00 Z f (y) 1 2 4 ˜ ˜ k(u) du + h k(u)u2 du M ISE(f ) = M SE[f (y)]dy ∼ nh 2
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Bandwidth selection : MISE for Density Thus, the first-order condition yields Z C1 − 2 + h3 f 00 (y)2 dyC2 = 0 nh Z 2 Z with C1 = k 2 (u)du and C2 = k(u)u2 du , and ?



h =n ?



h = 1.06n
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C1 f 00 (y)dy
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Var[Y ] from Silverman (1986) Density Estimation
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> bw . nrd0 ( cars $ speed )
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[1] 2.150016
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> bw . nrd ( cars $ speed )
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[1] 2.532241



with Scott correction, see Scott (1992) Multivariate Density Estimation @freakonometrics
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Bandwidth selection : MISE for Regression Model One can prove that bias2



z }| {   Z Z 2  00 h4 f 0 (x) 2 2 0 M ISE[m b h] ∼ x k(x)dx m (x) + 2m (x) dx 4 f (x) Z 2 Z dx σ k 2 (x)dx · as n → ∞ and nh → ∞. + nh f (x) | {z } variance



The bias is sensitive to the position of the xi ’s.  1 h? = n− 5 
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dx f (x)



 15



 R 0 (x)  f C2 m00 (x) + 2m0 (x) f (x) dx



Problem: depends on unknown f (x) and m(x). @freakonometrics
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Bandwidth Selection : Cross Validation Consider some risk, function of some parameter h. E.g. M ISE[m b h ]. A first idea is to consider a validation set approach,
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• Split the data in two parts



● ● ● ● ● ● ●



• Train the method in the first part
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• Compute the error on the second part
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Problem : every split yields a different estimate of the error
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Consider leave-one-out cross validation For every i ∈ {1, 2, · · · , n} • Train the model on every point, but i • Compute the test error on the held out point n 1X (−i) 2 yi − ybi CVLOO = n i=1 where the prediction is obtained on the model based on data where observation i was removed. It can be computationally expensive 2 n  X 1 yi − ybi CVLOO = n i=1 1 − hi,i
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where hi,i is the leverage statistic
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● ● ● ●



Consider k-fold cross validation For every j ∈ {1, 2, · · · , n}
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• Train the model on every fold, but the ith • Compute the test error on the ith fold
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As we increase k in k-fold cross-validation, we decrease the bias, but increase the variance. One can use bootstrap to estimate measures of uncertainty
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120



Bandwidth Selection : Cross Validation   2 Let R(h) = E (Y − m b h (X)) . n X 1 2 b Natural idea R(h) = (yi − m b h (xi )) n i=1 Instead use leave-one-out cross validation,
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where m b h is the estimator obtained by omitting the ith pair (yi , xi ) or k-fold cross validation,
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where m b h is the estimator obtained by omitting pairs (yi , xi ) with i ∈ Ij .
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Bandwidth Selection : Cross Validation



18



In the context of density estimation, see Chiu (1991) Bandwidth Selection for Kernel Density Estimation



16



 b h = argmin R(h)



14



?



20



22



Then find (numerically)
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bandwidth



Usual bias-variance tradeoff, or Goldilock principle: h should be neither too small, nor too large • undersmoothed: bias too large, variance too small • oversmoothed: variance too large, bias too small
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Local Linear Regression b is the solution of Consider m(x) ˆ defined as m(x) ˆ = βb0 where (βb0 , β) ) ( n X (x) 2 T yi − [β0 + (x − xi ) β] min ωi (β0 ,β)



(x)



where ωi



i=1



= kh (x − xi ), e.g.



i.e. we seek the constant term in a weighted least squares regression of yi ’s on x − xi ’s. If X x is the matrix [1 (x − X)T ], and if W x is a matrix diag[kh (x − x1 ), · · · , kh (x − xn )] −1 then m(x) ˆ = 1T (X T XT xW xX x) xW xy



This estimator is also a linear predictor : n X ai (x) P m(x) ˆ = yi a (x) i i=1
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where







ai (x) =



1 x − xi kh (x − xi ) 1 − s1 (x)T s2 (x)−1 n h







with    n n X X 1 x − xi 1 x − xi x − xi and s2 (x) = s1 (x) = kh (x−xi ) kh (x−xi ) n i=1 h n i=1 h h Note that Nadaraya-Watson estimator was simply the solution of ( n ) X (x) (x) 2 min ωi (yi − β0 ) where ωi = kh (x − xi ) β0



i=1 2



E[m(x)] ˆ ∼ m(x) +



h 00 m (x)µ2 where µ2 = 2



Z



k(u)u2 du.



1 νσx2 Var[m(x)] ˆ ∼ nh f (x) where ν = @freakonometrics



R



k(u)2 du freakonometrics
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120



120



Thus, kernel regression MSE is  2 0 2 f (x) 1 νσx2 h 00 0 2 g (x) + 2g (x) µ2 + 4 f (x) nh f (x)
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> loess ( dist ˜ speed , cars , span =0.75 , degree =1) @freakonometrics
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> predict ( REG , data . frame ( speed = seq (5 , 25 , 0.25) ) , se = TRUE )
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Local polynomials One might assume that, locally, m(x) ∼ µx (u) as u ∼ 0, with µx (u) =



(x) β0



and we estimate β



+



(x) β1



(x)



+ [u − x] +



by minimizing



(x) β2 n X



[u − x]2 [u − x]3 (x) + + β3 + + ··· 2 2



(x)  ωi yi



2



− µx (xi ) .



i=1



  [xi − x]2 [xi − x]3 If X x is the design matrix 1 xi − x · · · , then 2 3  −1 (x) b = X TW xX x β XT x x W xy (weighted least squares estimators). 1



> library ( locfit )



2



> locfit ( dist ˜ speed , data = cars )
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Series Regression Recall that E[Y |X = x] = m(x). Why not approximate m by a linear combination of approximating functions h1 (x), · · · , hk (x). Set h(x) = (h1 (x), · · · , hk (x)), and consider the regression of yi ’s on h(xi )’s,
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O’Sullivan (1986) A statistical perspective on ill-posed inverse problems suggested a penalty on the second derivative of the fitted curve (see #3).
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b and p-Splines Note that those spline function define an orthonormal basis.
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Adding Constraints: Convex Regression Assume that yi = m(xi ) + εi where m : Rd → ∞R is some convex function. m is convex if and only if ∀x1 , x2 ∈ Rd , ∀t ∈ [0, 1], m(tx1 + [1 − t]x2 ) ≤ tm(x1 ) + [1 − t]m(x2 ) Proposition (Hidreth (1954) Point Estimates of Ordinates of Concave Functions) ( n ) X 2 ? m = argmin yi − m(xi ) m convex



i=1



Then θ ? = (m? (x1 ), · · · , m? (xn )) is unique. Let y = θ + ε, then ( ?



θ = argmin θ∈K



n X



) 2 yi − θ i )



i=1



where K = {θ ∈ Rn : ∃m convex , m(xi ) = θi }. I.e. θ ? is the projection of y onto the (closed) convex cone K. The projection theorem gives existence and unicity. @freakonometrics
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Adding Constraints: Convex Regression In dimension 1: yi = m(xi ) + εi . Assume that observations are ordered x1 < x2 < · · · < xn . Here











120



K=



θ2 − θ1 θ3 − θ2 θn − θn−1 n θ∈R : ≤ ≤ ··· ≤ x2 − x1 x3 − x2 xn − xn−1
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Hence, quadratic program with n − 2 linear constraints. m? is a piecewise linear function (interpolation of consecutive pairs (xi , θi? )). If m is differentiable, m is convex if
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Adding Constraints: Convex Regression More generally: if m is convex, then there exists ξx ∈ Rn such that m(x) + ξx · [y − x] ≤ m(y)



120



ξx is a subgradient of m at x. And then  n ∂m(x) = m(x) + ξ · [y − x] ≤ m(y), ∀y ∈ R
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Spatial Smoothing One can also consider some spatial smoothing, if we want to predict E[Y |X = x] for some coordinate x. 1



> library ( rgeos )



2



> library ( rgdal )



3



> library ( maptools )



4



> library ( cartography )



5



> download . file ( " http : / / bit . ly / 2 G3KIUG " ," zonier . RData " )



6



> load ( " zonier . RData " )



7



> cols = rev ( carto . pal ( pal1 = " red . pal " , n1 =10 , pal2 = " green . pal " , n2 =10) )



8



> download . file ( " http : / / bit . ly / 2 GSvzGW " ," FRA _ adm0 . rds " )



9



> download . file ( " http : / / bit . ly / 2 FUZ0Lz " ," FRA _ adm2 . rds " )



10



> FR = readRDS ( " FRA _ adm2 . rds " )



11



> donnees _ carte = data . frame ( FRdata)
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Spatial Smoothing



1



> FR0 = readRDS ( " FRA _ adm0 . rds " )



2



> plot ( FR0 )



3



> bk = seq ( -5 ,4.5 , length =21)



4



> cuty = cut ( simbase $Y , breaks = bk , labels =1:20)



5



> points ( simbase $ long , simbase $ lat , col = cols [ cuty ] , pch =19 , cex =.5)



One can consider a choropleth map (spatial version of the histogram).
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1



> A = aggregate ( x = simbase $Y , by = list ( simbase $ dpt ) , mean )



Spatial Smoothing



2



> names ( A ) = c ( " dpt " ," y " )



3



> d = donnees _ carte $ CCA _ 2



4



> d [ d == " 2 A " ]= " 201 "



5



> d [ d == " 2 B " ]= " 202 "



6



> donnees _ carte $ dpt = as . numeric ( as . character ( d ) )



7



> donnees _ carte = merge ( donnees _ carte ,A , all . x = TRUE )



8



> donnees _ carte = donnees _ carte [ order ( donnees _ carte $ OBJECTID ) ,]



9 10



> bk = seq ( -2.75 ,2.75 , length =21) > donnees _ carte $ cuty = cut ( donnees _ carte $y , breaks = bk , labels =1:20)



11



> plot ( FR , col = cols [ donnees _ carte $ cuty ] , xlim = c ( -5.2 ,12) )
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Spatial Smoothing Instead of a ”continuous” gradient of colors, one can consider only 4 colors (4 levels) for the prediction.



1



> bk = seq ( -2.75 ,2.75 , length =5)



2



> donnees _ carte $ cuty = cut ( donnees _ carte $y , breaks = bk , labels =1:4)



3



> plot ( FR , col = cols [ c (3 ,8 ,12 ,17) ][ donnees _ carte $ cuty ] , xlim = c ( -5.2 ,12) )
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Spatial Smoothing 1



> P1 = FR0@polygons [[1]] @Polygons [[355]] @coords



2



> P2 = FR0@polygons [[1]] @Polygons [[27]] @coords



3



> plot ( FR0 , border = NA )



4



> polygon ( P1 )



5



> polygon ( P2 )



6



> grille paslong =( max ( simbase $ long ) - min ( simbase $ long ) ) / 100



8



> paslat =( max ( simbase $ lat ) - min ( simbase $ lat ) ) / 100
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Spatial Smoothing We need to create a grid (i.e. X ) on which we approximate E[Y |X = x] 1



> f = function ( i ) { ( point . in . polygon ( grille [i , 1]+ paslong / 2 , grille [i , 2]+ paslat / 2 , P1 [ ,1] , P1 [ ,2]) >0) +( point . in . polygon ( grille [i , 1]+ paslong / 2 , grille [i , 2]+ paslat / 2 , P2 [ ,1] , P2 [ ,2]) >0) }



2



> indic = unlist ( lapply (1: nrow ( grille ) ,f ) )



3



> grille = grille [ which ( indic ==1) ,]



4



> points ( grille [ ,1]+ paslong / 2 , grille [ ,2]+ paslat / 2)
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Spatial Smoothing Consider here some k-NN, with k = 20 1



> library ( geosphere )



2



> knn = function (i , k =20) {



3



+ d = distHaversine ( grille [i ,1:2] , simbase [ , c ( " long " ," lat " ) ] , r =6378.137)



4



+



r = rank ( d )



5



+



ind = which (r grille $ y = Vectorize ( knn ) (1: nrow ( grille ) )



9



> bk = seq ( -2.75 ,2.75 , length =21)



10



> grille $ cuty = cut ( grille $y , breaks = bk , labels =1:20)



11



> points ( grille [ ,1]+ paslong / 2 , grille [ ,2]+ paslat / 2 , col = cols [ grille $ cuty ] , pch =19)
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Spatial Smoothing Again, instead of a ”continuous” gradient, we can use 4 levels, 1



> bk = seq ( -2.75 ,2.75 , length =5)



2



> grille $ cuty = cut ( grille $y , breaks = bk , labels =1:4)



3



> plot ( FR0 , border = NA )



4



> polygon ( P1 )



5



> polygon ( P2 )



6



> points ( grille [ ,1]+ paslong / 2 , grille [ ,2]+ paslat / 2 , col = cols [ c (3 ,8 ,12 ,17) ][ grille $ cuty ] , pch =19)
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Testing (Non-)Linearities In the linear model, b = X[X T X]−1 X T y b = Xβ y {z } | H



H i,i is the leverage of the ith element of this hat matrix. Write ybi =



n X



n X T T −1 [X T [X X] X ]j yj = [H(X i )]j yj i



j=1



j=1



where H(x) = xT [X T X]−1 X T The prediction is m(x) = E(Y |X = x) =



n X



[H(x)]j yj



j=1
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Testing (Non-)Linearities More generally, a predictor m is said to be linear if for all x if there is S(·) : Rn → Rn such that n X m(x) = S(x)j yj j=1



Conversely, given yb1 , · · · , ybn , there is a matrix S n × n such that b = Sy y For the linear model, S = H. trace(H) = dim(β): degrees of freedom H i,i is related to Cook’s distance, from Cook (1977), Detection of Influential 1 − H i,i Observations in Linear Regression.
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Testing (Non-)Linearities For a kernel regression model, with kernel k and bandwidth h (k,h)



Si,j



=



kh (xi − xj ) n X kh (xk − xj ) k=1



where kh (·) = k(·/h), while S (k,h) (x)j =



Kh (x − xj ) n X kh (x − xk ) k=1



1 For a k-nearest neighbor, = 1(j ∈ Ixi ) where Ixi are the k nearest k 1 (k) observations to xi , while S (x)j = 1(j ∈ Ix ). k (k) Si,j
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Testing (Non-)Linearities Observe that trace(S) is usually seen as a degree of smoothness. Do we have to smooth? Isn’t linear model sufficent? Define kSy − Hyk T = trace([S − H]T [S − H]) If the model is linear, then T has a Fisher distribution. Remark: In the case of a linear predictor, with smoothing matrix S h 2 n n  X X Y − m b (x ) 1 1 i h i (−i) b (yi − m b h (xi ))2 = R(h) = n i=1 n i=1 1 − [S h ]i,i We do not need to estimate n models. One can also minimize n



1X n2 2 GCV (h) = 2 · (Y − m b (x )) ∼ Mallow’s Cp i h i 2 n − trace(S) n i=1
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Confidence Intervals n



120



1X 2 2 If yb = m b h (x) = Sh (x)y, let σ b = (yi − m b h (xi )) and a confidence interval n i=1   q is, at x m b h (y) ± t1−α/2 σ b Sh (x)Sh (x)T .
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Confidence Bands
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To go further see functional confidence regions
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Boosting to Capture NonLinear Effects We want to solve ?



   2 m = argmin E (Y − m(X)) The heuristics is simple: we consider an iterative process where we keep modeling the errors. Fit model for y, h1 (·) from y and X, and compute the error, ε1 = y − h1 (X). Fit model for ε1 , h2 (·) from ε1 and X, and compute the error, ε2 = ε1 − h2 (X), etc. Then set mk (·) = h1 (·) + h2 (·) + h3 (·) + · · · + hk (·) | {z } | {z } | {z } | {z } ∼y



∼ε1



∼ε2



∼εk−1



Hence, we consider an iterative procedure, mk (·) = mk−1 (·) + hk (·).



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



85



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Boosting h(x) = y − mk (x), which can be interpreted as a residual. Note that this residual 1 is the gradient of [y − mk (x)]2 2 A gradient descent is based on Taylor expansion f (xk ) ∼ f (xk−1 ) + (xk − xk−1 ) ∇f (xk−1 ) {z } | {z } | {z } | {z } | hf,xk i



hf,xk−1 i



α



h∇f,xk−1 i



But here, it is different. We claim we can write fk (x) ∼ fk−1 (x) + (fk − fk−1 ) | {z } | {z } | {z } hfk ,xi



hfk−1 ,xi



β



? |{z}



hfk−1 ,∇xi



where ? is interpreted as a ‘gradient’.



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



86



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Boosting Construct iteratively ( mk (·) = mk−1 (·) + argmin h∈H



mk (·) = mk−1 (·) + argmin h∈H



n X



)



(yi − [mk−1 (xi ) + h(xi )])2



i=1



( n X



) ([yi − mk−1 (xi )] − h(xi )])2



i=1



where h ∈ H means that we seek in a class of weak learner functions. If learner are two strong, the first loop leads to some fixed point, and there is no learning procedure, see linear regression y = xT β + ε. Since ε ⊥ x we cannot learn from the residuals. In order to make sure that we learn weakly, we can use some shrinkage parameter ν (or collection of parameters νj ).
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Boosting with Piecewise Linear Spline & Stump Functions
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Instead of εk = εk−1 − hk (x), set εk = εk−1 − ν·hk (x)
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Remark : bumps are related to regression trees (see 2015 course).
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Ruptures One can use Chow test to test for a rupture. Note that it is simply Fisher test, with two parts,    β for i = 1, · · · , i  H :β =β 0 0 1 1 2 β= and test  β for i = i0 + 1, · · · , n  H1 : β 6= β 2 1 2 i0 is a point between k and n − k (we need enough observations). Chow (1960) Tests of Equality Between Sets of Coefficients in Two Linear Regressions suggested Fi 0 =



bTη b−b η εT b ε



b εT b ε/(n − 2k)



  Y − xT β b i i 1 for i = k, · · · , i0 Tb where εbi = yi − xi β, and ηbi =  Yi − xT β b i 2 for i = i0 + 1, · · · , n − k
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Ruptures
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> Fstats ( dist ˜ speed , data = cars , from =7 / 50)
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Ruptures



120



> Fstats ( dist ˜ speed , data = cars , from =2 / 50)
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Ruptures If i0 is unknown, use CUSUM types of tests, see Ploberger & Kr¨amer (1992) The Cusum Test with OLS Residuals. For all t ∈ [0, 1], set bntc 1 X Wt = √ εbi . σ b n i=1



If α is the confidence level, bounds are generally ±α, even if theoretical bounds p should be ±α t(1 − t). 1



> cusum plot ( cusum , ylim = c ( -2 ,2) )



3



> plot ( cusum , alpha = 0.05 , alt . boundary = TRUE , ylim = c ( -2 ,2) )
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Ruptures
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Empirical fluctuation process
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Empirical fluctuation process
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OLS−based CUSUM test with alternative boundaries
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OLS−based CUSUM test
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From a Rupture to a Discontinuity



See Imbens & Lemieux (2008) Regression Discontinuity Designs.
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From a Rupture to a Discontinuity



> library ( RDDtools )



2



> data ( Lee2008 )



0.4 0.2 0.0



We want to test if there is a discontinuity in 0. • with parametric tools • with nonparametric tools
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Consider the dataset from Lee (2008) Randomized experiments from non-random selection in U.S. House elections.
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Testing for a rupture 1
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# ## RDD regression : parametric ### Polynomial order :
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Coefficient :



9



Estimate Std . Error t value
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> reg1 = ksmooth ( Lee2008 $ x [ idx1 ] , Lee2008 $ y [ idx1 ] , kernel = " normal " , > reg2 = ksmooth ( Lee2008 $ x [ idx2 ] , Lee2008 $ y [ idx2 ] , kernel = " normal " ,
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Testing for a rupture or use a simple local regression, see Imbens & Kalyanaraman (2012).
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> s1 = reg1 $ y [1]
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> s2 = reg2 $ y [ length ( reg2 $ y ) ]
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> abs ( s1 - s2 )
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#2 Small Samples and Simulations*
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Motivation Before computers, statistical analysis used probability theory to derive statistical expression for standard errors (or confidence intervals) and testing procedures, for some linear model yi = xT i β + εi = β0 +



p X



βj xj,i + εi .



j=1



But most formulas are approximations, based on large samples (n → ∞). With computers, simulations and resampling methods can be used to produce (numerical) standard errors and testing procedure (without the use of formulas, but with a simple algorithm).
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Overview Linear Regression Model: yi = β0 + xT i β + εi = β0 + β1 x1,i + β2 x2,i + εi • Nonlinear Transformations : smoothing techniques • Asymptotics vs. Finite Distance : boostrap techniques • Penalization : Parcimony, Complexity and Overfit • From least squares to other regressions : quantiles, expectiles, etc.
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Historical References Permutation methods go back to Fisher (1935) The Design of Experiments and Pitman (1937) Significance tests which may be applied to samples from any population (there are n! distinct permutations) Jackknife was introduced in Quenouille (1949) Approximate tests of correlation in time series, popularized by Tukey (1958) Bias and confidence in not quite large samples Bootstrapping started with Monte Carlo algorithms in the 40’s, see e.g. Simon & Burstein (1969) Basic Research Methods in Social Science Efron (1979) Bootstrap methods: Another look at the jackknife defined a resampling procedure that was coined as “bootstrap”. (there are nn possible distinct ordered bootstrap samples)
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References Motivation Bertrand, M., Duflo, E. & Mullainathan, 2004. Should we trust difference-in-difference estimators?. QJE. References Davison, A.C. & Hinkley, D.V. 1997 Bootstrap Methods and Their Application. CUP. Efron B. & Tibshirani, R.J. An Introduction to the Bootstrap. CRC Press. Horowitz, J.L. 1998 The Bootstrap, Handbook of Econometrics, North-Holland. MacKinnon, J. 2007 Bootstrap Hypothesis Testing, Working Paper.
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Complex Computations? Use “simulations”... Consider a sample {y1 , · · · , yn }. The natural estimator of the variance is n



2 1 X 2 σ b = yi − y n − 1 i=1 What is the variance of that estimator ? If yi ’s are obtained from i.i.d. normal 2σ 4 2 random variables, then Var[b σ ]= , so the standard error of σ b2 can be n−1 estimated as √ 2 2b σ 2 se[b b σ ]= √ n−1 What if the sample is not normally distributed ?
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Preliminaries: Generating Randomness



Source A Million Random Digits with 100,000 Normal Deviates, RAND, 1955. @freakonometrics
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Preliminaries: Generating Randomness Here random means a sequence of numbers do not exhibit any discernible pattern, i.e. successively generated numbers can not be predicted. A random sequence is a vague notion... in which each term is unpredictable to the uninitiated and whose digits pass a certain number of tests traditional with statisticians... Derrick Lehmer, quoted in Knuth (1997) The goal of Pseudo-Random Numbers Generators is to produce a sequence of numbers in [0, 1] that imitates ideal properties of random number. 1



> runif (30)



2



[1] 0.3087420 0.4481307 0.0308382 0.4235758 0.7713879 0.8329476



3



[7] 0.4644714 0.0763505 0.8601878 0.2334159 0.0861886 0.4764753



4



[13] 0.9504273 0.8466378 0.2179143 0.6619298 0.8372218 0.4521744



5



[19] 0.7981926 0.3925203 0.7220769 0.3899142 0.5675318 0.4224018



6



[25] 0.3309934 0.6504410 0.4680358 0.7361024 0.1768224 0.8252457
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Linear Congruential Method Produce a sequence of integers U1 , U2 , · · · between 0 and m − 1 following a recursive relationship Xi+1 = (aXi + b) modulo m, and set Ui = Xi /m. E.g. Start with X0 = 17, a = 13, b = 43 and m = 100. Then the sequence is {77, 52, 27, 2, 77, 52, 27, 2, 77, 52, 27, 2, 77, · · · } Problem: not all values in {0, · · · , m − 1} are obtained, and there is a cycle here. Solution: use (very) large values for m and choose properly a and b. E.g. m = 232 − 1, a = 16807 (= 75 ) and b = 0 (used in Matlab).
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Linear Congruential Method If we start with X0 = 77, we get for U100 , U101 , · · · {· · · , 0.9814, 0.9944, 0.2205, 0.6155, 0.0881, 0.3152, 0.5028, 0.1531, 0.8171, 0.7405, · · · }



See L’Ecuyer (2017) for an historical perspective.
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Randomness?



Source Dibert, 2001.
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Randomness? Heuristically, n



1X 1. calls should provide a uniform sample, lim 1ui ∈(a,b) = b − a with b > a, n→∞ n i=1 n



1X 1ui ∈(a,b),ui+k ∈(c,d) = (b − a)(d − c) 2. calls should be independent, lim n→∞ n i=1 ∀k ∈ N, and b > a, d > c.
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Monte Carlo: from U[0,1] to any distribution Recall that the cumulative distribution function of Y is F : R → [0, 1], F (y) = P[Y ≤ y]. Since F is an increasing function, define its (pseudo-)inverse Q : (0, 1) → R as  Q(u) = inf y ∈ R : F (y) > u Proposition If U ∼ U[0,1] , then Q(U ) ∼ F .
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Monte Carlo From the law of large numbers, if U1 , U2 , · · · is a sequence of i.i.d random variables, uniformly distributed on [0, 1], and some mapping h : [0, 1] → R, Z n 1X a.s. h(Ui )−−→ µ = h(u) du = E[h(U )], as n → ∞ n i=1 [0,1] and from the central limit theorem √



n



1 n



n X



! h(Ui )



! −µ



L



− → N 0, σ



2







i=1



where σ 2 = Var[h(U )], and U ∼ U[0,1] .



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



113



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Monte Carlo Consider h(u) = cos(πu/2), 1



> h = function ( u ) cos ( u * pi / 2)



2



> integrate (h ,0 ,1)



3



0.6366198 with absolute error mean ( h ( runif (1 e6 ) ) )



5



[1] 0.6363378



We can actually repeat that a thousand time 1



> M = rep ( NA ,1000)



2



> for ( i in 1:1000) M [ i ]= mean ( h ( runif (1 e6 ) ) )



3



> mean ( M )



4



[1] 0.6366087



5



> sd ( M )



6



[1] 0.000317656



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



114



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Monte Carlo Techniques to Compute Integrals Monte Carlo is a very general technique, that can be used to compute any integral. Let X ∼ Cauchy what is P[X > 2]. Observe that Z ∞ dx P[X > 2] = π(1 + x2 ) 2



(∼ 0.15)



  1 1 −1 since f (x) = and Q(u) = F (u) = tan π u − 2 . 2 π(1 + x ) Crude Monte Carlo: use the law of large numbers n



1X pb1 = 1(Q(ui ) > 2) n i=1 where ui are obtained from i.id. U([0, 1]) variables. Observe that Var[b p1 ] ∼



0.127 n .



Crude Monte Carlo (with symmetry): P[X > 2] = P[|X| > 2]/2 and use the law @freakonometrics
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of large numbers n



1 X pb2 = 1(|Q(ui )| > 2) 2n i=1 where ui are obtained from i.id. U([0, 1]) variables. Observe that Var[b p2 ] ∼



0.052 n .



Using integral symmetries : Z ∞ 2



dx 1 = − 2 π(1 + x ) 2



Z 0



2



dx π(1 + x2 )



where the later integral is E[h(2U )] where h(x) =



2 . 2 π(1 + x )



From the law of large numbers n



1 1X pb3 = − h(2ui ) 2 n i=1 where ui are obtained from i.id. U([0, 1]) variables. @freakonometrics
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0.0285 n .



0.160



1 . 2 2π(1 + x )



0.155



which is E[h(U/2)] where h(x) =



0



y −2 dy π(1 − y −2 )



n



1 X pb4 = h(ui /2) 4n i=1 where ui are obtained from i.id. U([0, 1]) variables. Observe that Var[b p4 ] ∼ 0.0009 n .
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From the law of large numbers



0.150



2



1/2



0.145



dx = 2 π(1 + x )



Z



0.140



Using integral transformations : Z ∞



0.135



Observe that Var[b p3 ] ∼



0



2000



4000



6000



8000



10000
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The Empirical Measure Consider a sample {y1 , y2 , · · · , yn }. Its empirical cumulative distribution function is n X 1 1(−∞,y] (yi ). Fbn (y) = n i=1 1



> F = ecdf ( Y )



2



> F (180)



3



[1] 0.855



From Kolmogorov-Smirnov theorem lim Fbn (y) = F (y), while Glivenko-Cantelli n→∞



theorem, states that the convergence in fact happens uniformly a.s. b b kFn − F k∞ = sup Fn (y) − F (y) −−→ 0. y∈R
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The Empirical Measure Furthermore, pointwise, Fbn (y) has asymptotically normal distribution with the √ standard n rate of convergence:   L  √ n Fbn (y) − F (y) − → N 0, F (y) 1 − F (y) . b n denote the pseudo-inverse of Fbn . Note that ∀u ∈ (0, 1), ∃i such that Let Q b n (u) = yi . More specifically, if y1:n ≤ y2:n ≤ · · · ≤ yn:n , Q b n (u) = yi:n where i − 1 ≤ u < i. Q n Proposition Generating numbers from distribution Fbn means draw randomly, with replacement, uniformly, in {y1 , · · · , yn }.
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Kolmogorov-Smirnov Test and Monte Carlo Kolmogorov-Smirnov test, H0 : F = F0 (against H1 : F 6= F0 ). The test statistic for a given cdf F0 is  b Dn = sup Fn (x) − F (x) x



One can prove that under H0 ,



√



L



nDn − → sup |BF (t) |, as n → ∞, where (Bt ) is the t



Brownian bridge on [0, 1]. Consider the height of 200 students. 1



> Davis = read . table ( " http : / / socserv . socsci . mcmaster . ca / jfox / Books / Applied - Regression -2 E / datasets / Davis . txt " )



2



> Davis [12 , c (2 ,3) ]= Davis [12 , c (3 ,2) ]



3



> Y = Davis $ height



4



> mean ( Y )



5



[1] 170.565



6



> sd ( Y )



7



[1] 8.932228
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Kolmogorov-Smirnov Test and Monte Carlo



> for ( s in 1:200) {



3



+



X = rnorm ( length ( Y ) ,170 ,9)



4



+



y = Vectorize ( ecdf ( X ) ) (140:205)



+



lines (140:205 , y )



6



+



D [ s ] = max (y - y0 )



7



+ }



● ● ● ● ● ● ●



0.2



●



0.0



while for Fbn , 1



●



● ● ● ● ●



0.4



5



0.8



2



● ● ●● ●● ● ● ● ●● ● ●



0.6



> y0 = pnorm (140:205 ,170 ,9)



F(x)



1



1.0



Let us test F = N (170, 92 ).



> lines (140:205 , Vectorize ( ecdf ( Y ) ) (140:205) ) , col = " red " )
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150



160



170



180



190



200



x
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Kolmogorov-Smirnov Test and Monte Carlo



> hist (D , probability = TRUE )



2



> lines ( density ( D ) , col = " blue " )



Here 1



10



Density



15



1



20



The empirical distribution of D is obtained using



> ( demp = max ( abs ( Vectorize ( ecdf ( Y ) ) 5



(140:205) - y0 ) ) ) [1] 0.05163936



3



> mean (D > demp )



4



[1] 0.2459



5



> ks . test (Y , " pnorm " ,170 ,9)



6



D = 0.062969 , p - value = 0.406
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Bootstrap Techniques (in one slide) ●



Bootstrapping is an asymptotic refinement based on computer based simulations. Underlying properties: we know when it might work, or not Idea : {(yi , xi )} is obtained from a stochastic model under P We want to generate other samples (not more observations) to reduce uncertainty.
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Heuristic Intuition for a Simple (Financial) Model Consider a return stochastic model, rt = µ + σεt , for t = 1, 2, · · · , T , with (εt ) is i.id. N (0, 1) [Constant Expected Return Model, CER] T T X  2 1X 1 2 µ b= rt − µ b rt and σ b = T t=1 T t=1



then (standard errors) σ b σ b se[b b µ] = √ and se[b b σ] = √ T 2T then (confidence intervals) h i h i µ∈ µ b ± 2se[b b µ] and σ ∈ σ b ± 2se[b b σ] What if the quantity of interest, θ, is another quantity, e.g. a Value-at-Risk ?
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Heuristic Intuition for a Simple (Financial) Model One can use nonparametric bootstrap 1. resampling: generate B “bootstrap samples” by resampling with replacement in the original data, (b)



(b)



(b)



r (b) = {r1 , · · · , rT }, with rt



∈ {r1 , · · · , rT }.



2. For each sample r (b) , compute θb(b)  (1) (B) b b b . 3. Derive the empirical distribution of θ from θ , · · · , θ 4. Compute any quantity of interest, standard error, quantiles, etc. E.g. estimate the bias B B X X 1 1 b = bias[θ] θb(b) − θb B B b=1 b=1 | {z } | {z } bootstrap mean
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Heuristic Intuition for a Simple (Financial) Model E.g. estimate the standard error v !2 u B B u 1 X X 1 t (b) b = se[θ] θb − θb(b) B−1 B b=1



b=1



E.g. estimate the confidence interval, if the bootstrap distribution looks Gaussian h i b θ ∈ θb ± 2se[θ] and if the distribution does not look Gaussian h i (B) (B) θ ∈ qα/2 ; q1−α/2 where



(B) qα



@freakonometrics







(1) (B) b b denote a quantile from θ , · · · , θ .
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Estimating the bias of θb b Consider some statistic θ(y) (define on a sample y). Set θˆ(·)



B 1 X ˆ(b) ˆ (b) ) = θ where θˆ(b) = θ(y B b=1



ˆ = E[θ] ˆ − θ ,i.e. Recall that Bias[θ] ˆ = θˆ(·) − θˆ Biasbs [θ] Then, since ˆ − Bias[θ] ˆ θ = E[θ] the bootstrap bias corrected estimate is
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ˆ = θˆ − (θˆ(·) − θ) ˆ = 2θˆ − θˆ(·) θˆbs = θˆ − Biasbs [θ] @freakonometrics
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Estimating the variance of θb b Consider some statistic θ(y) (define on a sample y). The bootstrap approach computes the ˆ through the variance of the estimator θ variance of the set θˆ(b) , b = 1, . . . , B, given by PB ˆ ˆ(·) )2 ( θ − θ (b) b=1 ˆ = Varbs [θ] (B − 1) If θˆ = µ ˆ, then for B → ∞, the bootstrap ˆ converges to the variance estimate Varbs [θ] ˆ (CLT). Var [µ]
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Monte Carlo Techniques in Statistics Law of large numbers (---), if E[X] = 0 and Var[X] = 1 :



√



L



n X n → N (0, 1)



What if n is small? What is the distribution of X n ?



0.0



0.5



1.0



1.5



1



Example : X such that 2− 2 (X − 1) ∼ χ2 (1) Use Monte Carlo Simulation to derive confidence intervall for X n (—). (m) (m) Generate samples {x1 , · · · , xn } from χ2 (1), and (m) compute xn (1) (m) Then estimate the density of {xn , · · · , xn }, quantiles, etc.



−0.5



0.0



0.5



Problem : need to know the true distribution of X. What if we have only {x1 , · · · , xn } ? (m) (m) (m) Generate samples {x1 , · · · , xn } from Fbn , and compute xn (—) @freakonometrics
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5



> n = 20



6



> ns = 1 e6



7



> xbar = rep ( NA , ns )



8



> for ( i in 1: ns ) {



9



+



x = ( rchisq (n , df =1) -1) / sqrt (2)



10



+



xbar [ i ] = mean ( x )



11



+ }



12



> u = seq ( -.7 ,.8 , by =.001)



13



> v = dnorm (u , sd =1 / sqrt (20) )



14



> plot (u ,v , col = " black " )



15



> lines ( density ( xbar ) , col = " red " )



16



> set . seed (1)



17



> x = ( rchisq (n , df =1) -1) / sqrt (2)



18



> for ( i in 1: ns ) {



19



+



xs = sample (x , size =n , replace = TRUE )



20



+



xbar [ i ] = mean ( xs )



21



+ }



22



> lines ( density ( xbar ) , col = " blue " )
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0.8 0.6 0.0



Could we test H0 : F = N (0, 1)?



0.4



  n X 1 εbi b Let F (z) = 1 ≤ z denote the empirical n i=1 σ b distribution of Studentized residuals.



0.2



Monte Carlo Techniques in Statistics Consider empirical residuals from a linear regresb sion, εbi = yi − xT i β.
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1



> X = rnorm (50)



2



> cdf = function ( z ) mean (X VS = matrix ( NA ,15 ,3)



2



> for ( s in 1:15) {



3



+ simu = function ( n = 10) {



4



+ get _ i = function ( i ) { 1



5



+



x = rnorm (n , sd = sqrt (6) ) ;



6



+



S = matrix ( sample (x , size = n *



mc . cores =20) 2



+ res = lapply (1:10000 , get _ i )



3



+ res = do . call ( rbind , res )



4



+ bias = colMeans ( res -1)



5



+ return ( bias )



6



+ }



7



+ VS [s ,]= simu (10 * s )



8



+ }



10000 , replace = TRUE ) , ncol =10000) 7



+



ThetaBoot = exp ( colMeans ( S ) )



8



+



Bias = mean ( ThetaBoot ) - exp ( mean ( x ) )



9



+



theta = exp ( mean ( x ) ) / exp (.5 * var (x)/n)



10



+



# res = mclapply (1:2000 , get _i ,



c ( exp ( mean ( x ) ) , exp ( mean ( x ) ) Bias , theta )



11



+ }
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120



Linear Regression & Bootstrap : Parametric
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b) 1. sample εe1 , · · · , εen randomly from N (0, σ (s) (s) 2. set yi = βb0 + βb1 xi + εei (b) (b) 3. consider dataset (xi , yi ) = (xi , yi )’s and fit a linear regression (s) (s) 4. let βb0 , βb1 and σ b2(s) denote the estimated values



dist
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Linear Regression & Bootstrap : Residuals Algorithm 6.1. Davison & Hinkley (1997) Bootstrap Methods and Applications. (b)



(b)



ε1 , εb2 , · · · , εbn } 1. sample εb1 , · · · , εbn randomly with replacement in {b (b)



2. set yi



(b) = βb0 + βb1 xi + εbi (b)



(b)



3. consider dataset (xi , yi ) = (xi , yi )’s and fit a linear regression 120



(b) (b) b2(b) denote estimated values 4. let βb0 , βb1 and σ P P (b) (b) [x − [x − x] · y x] · ε b i i (b) i i b1 + P βb1 = P = β [xi − x]2 [xi − x]2
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hence = βb1 , while P (b) 2 2 [x − x] · Var[b ε ] σ i (b) i Var[βb1 ] = ∼P 2 P [xi − x]2 [xi − x]2



●
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●



(b) E[βb1 ]
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Linear Regression & Bootstrap : Pairs Algorithm 6.2. Davison & Hinkley (1997) Bootstrap Methods and Applications.



120



(b)
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∼ e−1



●
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, i(b) n })



n



● ●



20



Remark P(i ∈ /



(b) {i1 , · · ·
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dist



(b)



1. sample {i1 , · · · , in } randomly with replacement in {1, 2, · · · , n} (b) (b) 2. consider dataset (xi , yi ) = (xi(b) , yi(b) )’s i i and fit a linear regression (b) (b) 3. let βb0 , βb1 and σ b2(b) denote the estimated values
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Key issue : residuals have to be independent and identically distributed
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1



> plot ( cars )



2



> reg = lm ( dist ˜ speed , data = cars )



3



> abline ( reg , col = " red " )



4



> x =21



5



> predict ( reg , interval = " confidence " , 120



level =.9 , newdata = data . frame ( 6



fit



lwr



upr



●



100



speed = x ) )



● ●



8 9



●



●



80



1 65.00149 59.65934 70.34364



● ●



> Yx = rep ( NA ,500)



●



> for ( s in 1:500) {



●



● ●



40



+ indice = sample (1: n , size =n , replace =



●



TRUE )



●



+ regb = lm ( dist ˜ speed , data = base )



13



+ abline ( regb , col = " light blue " )



14



+ points (x , predict ( regb , newdata = data



●



● ●



12



● ●



●



20



+ base = cars [ indice ,]



0
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. frame ( speed = x ) ) ) 15



+ Yx [ s ]= predict ( reg , newdata = data . @freakonometrics
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Linear Regression & Bootstrap 1



0.12



> predict ( reg , interval = " confidence " , 0.10



level =.9 , newdata = data . frame ( speed = x ) ) 1 65.00149 59.65934 70.34364



5



> hist ( Yx , proba = TRUE )



6



> boxplot ( Yx , horizontal = TRUE )



7



> lines ( density ( Yx ) )



8



> quantile ( Yx , c (.05 ,.95) )



9 10



5%



95%



freakonometrics
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55



58.63689 70.31281
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Linear Regression & Bootstrap
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1



> plot ( cars )



2



> reg = lm ( dist ˜ speed , data = cars )



3



> abline ( reg , col = " red " )



4



> x =21



5



> predict ( reg , interval = " confidence " , level =.9 , newdata = data . frame (



7



fit



lwr



upr



1 65.00149 59.65934 70.34364



●



100



6



120



speed = x ) )



● ●



9 10



●



●



80



> base = cars



● ●



> Yx = rep ( NA ,500) > for ( s in 1:500) {



● ●



● ●



40



+ indice = sample (1: n , size =n , replace =



●



TRUE ) 12



●



13



+ regb = lm ( dist ˜ speed , data = base )



14



+ abline ( reg , col = " light blue " )



15



+ points (x , predict ( reg , newdata = data . @freakonometrics



freakonometrics



frame ( speed = x ) ) )
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+ base $ dist = predict ( reg ) + residuals (
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Linear Regression & Bootstrap



0.10



> predict ( reg , interval = " confidence " ,



fit



lwr



upr



1 65.00149 59.65934 70.34364



5



> hist ( Yx , proba = TRUE )



6



> boxplot ( Yx , horizontal = TRUE )



7



> lines ( density ( Yx ) )



0.00



4



● ●●●
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speed = x ) )
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level =.9 , newdata = data . frame (
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Linear Regression & Bootstrap Difference between the two algorithms: 1) with the second method, we make no assumption about variance homogeneity potentially more robust to heteroscedasticity 2) the simulated samples have different designs, because the x values are randomly sampled Key issue : residuals have to be independent and identically distributed See discussion below on • dynamic regression, yt = β0 + β1 xt + β2 yt−1 + εt • heteroskedasticity, yi = β0 + β1 xi + |xi · |εt • instrumental variables and two-stage least squares
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Simulation in Econometric Models (almost) all quantities of interest can be writen T (ε) with ε ∼ F . b = β + (X T X)−1 X T ε E.g. β Z We need E[T (ε)] = t()dF () Use simulations, i.e. draw n values {1 , · · · , n } since " n # 1X E T (i ) = E[T (ε)] (unbiased) n i=1 n



1X L T (i ) → E[T (ε)] as n → ∞ (consistent) n i=1
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Generating (Parametric) Distributions Inverse cdf Technique : Let U ∼ U([0, 1]), then X = F −1 (U ) ∼ F . Proof 1: P[F −1 (U ) ≤ x] = P[F ◦ F −1 (U ) ≤ F (x)] = P[U ≤ F (x)] = F (x) Proof 2: set u = F (x) or x = F −1 (u) (change of variable) Z Z 1 E[h(X)] = h(x)dF ? (x) = h(F −1 (u))du = E[h(F −1 (U ))] 0



R L



with U ∼ U([0, 1]), i.e. X = F −1 (U ).
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Rejection Techniques Problem : If X ∼ F , how to draw from X ? , i.e. X conditional on X ∈ [a, b] ?



0.6 0.4 0.2 0.0



1. if x ∈ [a, b], keep it (accept) 2. if x 6∈ [a, b], draw another value (reject) If we generate n values, we accept - on average [F (b) − F (a)] · n draws.



0.8



1.0



Solution : draw X and use accept-reject method



0
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Alternative for truncated distributions : let U ∼ ˜ = [1 − U ]F (a) + U F (b) and U([0, 1]) and set U ˜) Y = F −1 (U



2



0.6



dF (x) 1(x ∈ [a, b]) F (b) − F (a)



1



0.4



dF ? (x) =



0



0.2



Importance Sampling Problem : If X ∼ F , how to draw from X conditional on X ∈ [a, b] ? Solution : rewrite the integral and use importance sampling method The conditional censored distribution X ? is
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Going Further : MCMC Intuition : we want to use the Central Limit Theorem, but i.id. sample is a (too) strong assumtion: if (Xi ) is i.id. with distribution F , ! Z n X 1 L √ h(Xi ) − h(x)dF (x) → N (0, σ 2 ), as n → ∞. n i=1 Use the ergodic theorem: if (Xi ) is a Markov Chain with invariant measure µ, ! Z n X 1 L √ h(Xi ) − h(x)dµ(x) → N (0, σ 2 ), as n → ∞. n i=1 See Gibbs sampler Example : complicated joint distribution, but simple conditional ones
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Going Further : MCMC To generate X|X T 1 ≤ m with X ∼ N (0, I) (in dimension 2) 1. draw X1 from N (0, 1) ˜ = U Φ(m − 1 ) 2. draw U from U([0, 1]) and set U ˜) 3. set X2 = Φ−1 (U ●
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See Geweke (1991) Efficient Simulation from the Multivariate Normal and Distributions Subject to Linear Constraints @freakonometrics
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Monte Carlo Techniques in Statistics Let {y1 , · · · , yn } denote a sample from a collection of n i.id. random variables with true (unknown) distribution F0 . This distribution can be approximated by Fbn . parametric model : F0 ∈ F = {Fθ ; θ ∈ Θ}. nonparametric model : F0 ∈ F = {F is a c.d.f.} The statistic of interest is Tn = Tn (y1 , · · · , yn ) (see e.g. Tn = βbj ). Let Gn denote the statistics of Tn : Exact distribution : Gn (t, F0 ) = PF (Tn ≤ t) under F0 We want to estimate Gn (·, F0 ) to get confidence intervals, i.e. α-quantiles  −1 Gn (α, F0 ) = inf t; Gn (t, F0 ) ≥ α or p-values, p = 1 − Gn (tn , F0 ) @freakonometrics
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Approximation of Gn (tn , F0 ) Two strategies to approximate Gn (tn , F0 ) : 1. Use G∞ (·, F0 ), the asymptotic distribution as n → ∞. 2. Use G∞ (·, Fbn ) Here Fbn can be the empirical cdf (nonparametric bootstrap) or Fb (parametric θ bootstrap).
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Approximation of Gn (tn , F0 ): Linear Model Consider the test of H0 : βj = 0, p-value being p = 1 − Gn (tn , F0 ) 2 • Linear Model with Normal Errors yi = xT i β + εi with εi ∼ N (0, σ ).



(βbj − βj )2 2 Then ∼ F(1, n − k) = G (·, F ) where F is N (0, σ ) n 0 0 2 σ bj • Linear Model with Non-Normal Errors yi = xT i β + εi , with E[εi ] = 0. (βbj − βj )2 L 2 Then → ξ (1) = G∞ (·, F0 ) as n → ∞. 2 σ bj
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Approximation of Gn (tn , F0 ): Linear Model Application yi = xT i β + εi , ε ∼ N (0, 1), ε ∼ U([−1, +1]) or ε ∼ Std(ν = 2).
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Here F0 is N (0, σ 2 )



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



153



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



1



> pvf = function ( t ) mean ((1 - pf (t ,1 , length ( t ) -2) ) pvq = function ( t ) mean ((1 pchisq (t ,1) TABLE = function ( n =30) {



4



+ ns = 5000



5



+ x = c (1.0001 , rep (1 ,n -1) )



6



+ e = matrix ( rnorm ( n * ns ) ,n )



7



+ e2 = matrix ( runif ( n * ns , -3 ,3) ,n )



8



+ e3 = matrix ( rt ( n * ns ,2) ,n )



9



+ get _ i = function ( i ) {



10



+ r1 = lm ( e [ , i ] ˜ x )



11



+ r2 = lm ( e2 [ , i ] ˜ x )



12



+ r3 = lm ( e3 [ , i ] ˜ x )



13



+ t1 = r1 $ coef [2]ˆ2 / vcov ( r1 ) [2 ,2]



14



+ t2 = r2 $ coef [2]ˆ2 / vcov ( r2 ) [2 ,2]



15



+ t3 = r3 $ coef [2]ˆ2 / vcov ( r3 ) [2 ,2]



16



+ c ( t1 , t2 , t3 ) } @freakonometrics
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cores =50) 3



+ t = lapply (1: ns , get _ i )



4



+ t = sim plify2array ( t )



5



+ rj1 = pvf ( t [ ,1])



6



+ rj2 = pvf ( t [ ,2])



7



+ rj3 = pvf ( t [ ,3])



8



+ rj12 = pvq ( t [ ,1])



9



+ rj22 = pvq ( t [ ,2])



10



+ rj32 = pvq ( t [ ,3])



11



+ ans = rbind ( c ( rj1 , rj2 , rj3 ) ,c ( rj12 , rj22 , rj32 ) )



12



+ return ( ans ) }



13



> TABLE (30)
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Approximation of Gn (tn , F0 ): Linear Model 1



> ns =1 e5



2



> PROP = matrix ( NA , ns ,6)



3



> n =30



4



> VN = seq (10 ,140 , by =10)



5



> for ( s in 1: ns ) {



6



+ X = rnorm ( n )



7



+ E = rnorm ( n )



8



+ Y =1+ X + E



9



+ reg = lm ( Y ˜ X )



10



1



+ reg = lm ( Y ˜ X )



2



+ T =( coefficients ( reg ) [2] -1) ˆ2 / vcov ( reg ) [2 ,2]



3



+ PROP [s ,3]= T > qf (.95 ,1 , n -2)



4



+ PROP [s ,4]= T > qchisq (.95 ,1)



5



+ E = runif ( n ) * 4 -2



6



+ Y =1+ X + E



7



+ reg = lm ( Y ˜ X )



8



+ T =( coefficients ( reg ) [2] -1) ˆ2 /



+ T =( coefficients ( reg ) [2] -1) ˆ2 /



vcov ( reg ) [2 ,2]



vcov ( reg ) [2 ,2] 11 12



+ PROP [s ,2]= T > qchisq (.95 ,1)



13



+ E = rt (n , df =3)



14



9



+ PROP [s ,5]= T > qf (.95 ,1 , n -2)



10



+ PROP [s ,6]= T > qchisq (.95 ,1)



11



+ }



12



> apply ( PROP , mean ,2)



+ PROP [s ,1]= T > qf (.95 ,1 , n -2)



+ Y =1+ X + E
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Computation of G∞ (t, Fbn ) (b)



(b)



For b ∈ {1, · · · , B}, generate boostrap samples of size n, {b ε1 , · · · , εbn } by drawing from Fbn . (b)



(b)



ε1 , · · · , εbn ), and use sample {T (1) , · · · , T (B) } to compute Compute T (b) = Tn (b b G, B X 1 b = G(t) 1(T (b) ≤ t) B b=1
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Linear Model: computation of G∞ (t, Fbn ) Consider the test of H0 : βj = 0, p-value being p = 1 − Gn (tn , F0 ) (βbj − βj )2 1. compute tn = σ bj2 2. generate B boostrap samples, under the null assumption 3. for each boostrap sample, compute t(b) n =



(b) (βbj − βbj )2 2(b)



σ bj



B 1 X 4. reject H0 if 1(tn > t(b) n ) < α. B i=1
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Linear Model: computation of G∞ (t, Fbn ) Application yi = xT i β + εi , ε ∼ N (0, 1), ε ∼ U([−1, +1]) or ε ∼ Std(ν = 2).
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1



+ y1 = u1 [ Indic [ , j ]]+ b0tilde1 [ i ]



1



> TABLE2 = function ( n =30) {



2



+ y2 = u2 [ Indic [ , j ]]+ b0tilde2 [ i ]



2



+ B = 299



3



+ y3 = u3 [ Indic [ , j ]]+ b0tilde3 [ i ]



3



+ sn = sqrt ( n / (n -1) )



4



+ ns = 5000



4



+ r1 = lm ( y1 ˜ x )



5



+ x = rep (1 , n )



5



+ r2 = lm ( y2 ˜ x )



6



+ x [1] = 1.0001



6



+ r3 = lm ( y3 ˜ x )



7



+ e = matrix ( rnorm ( n * ns ) ,n )



7



+ t = r1 $ coef [2]ˆ2 / vcov ( r1 ) [2 ,2]



8



+ e2 = matrix ( runif ( n * ns , -3 ,3) ,n )



8



+ t2 = r2 $ coef [2]ˆ2 / vcov ( r2 ) [2 ,2]



9



+ e3 = matrix ( rt ( n * ns ,2) ,n )



9



+ t3 = r3 $ coef [2]ˆ2 / vcov ( r3 ) [2 ,2]



10



+ b0tilde1 = colMeans ( e )



10



+ c (t , t2 , t3 ) }



11



+ b0tilde2 = colMeans ( e2 )



11



+



res = sapply (1: B , getB _ j )



12



+ b0tilde3 = colMeans ( e3 )



12



+



rj1 = mean ( res [1 ,] < t [1 , i ])



13



+ getB _ i = function ( i ) {



13



+



rj2 = mean ( res [2 ,] < t [2 , i ])



14



+ u1 = ( e [ , i ] - b0tilde1 [ i ]) * sn



14



+



rj3 = mean ( res [3 ,] < t [3 , i ])



15



+ u2 = ( e2 [ , i ] - b0tilde2 [ i ]) * sn



15



+



c ( rj1 , rj2 , rj3 ) ols library ( quantreg )



3



> lad 0 i=1 εi



    1 − τ if  ≤ 0  2 where ωτe () = expectile: argmin ωτe (εi ) yi − qi | {z }   τ if  > 0  i=1  n X



εi



Expectiles are unique, not quantiles... Quantiles satisfy E[sign(Y − QY (τ ))] = 0     Expectiles satisfy τ E (Y − eY (τ ))+ = (1 − τ )E (Y − eY (τ ))− (those are actually the first order conditions of the optimization problem).
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Quantiles and M -Estimators There are connections with M -estimators, as introduced in Serfling (1980) Approximation Theorems of Mathematical Statistics, chapter 7. For any function h(·, ·), the M -functional is the solution β of Z h(y, β)dFY (y) = 0 , and the M -estimator is the solution of Z n X 1 h(yi , β) = 0 h(y, β)dFbn (y) = n i=1 Hence, if h(y, β) = y − β, β = E[Y ] and βb = y. And if h(y, β) = 1(y < β) − τ , with τ ∈ (0, 1), then β = FY−1 (τ ).
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Quantiles, Maximal Correlation and Hardy-Littlewood-Polya n n X X If x1 ≤ · · · ≤ xn and y1 ≤ · · · ≤ yn , then xi yi ≥ xi yσ(i) , ∀σ ∈ Sn , and x i=1



i=1



and y are said to be comonotonic. The continuous version is that X and Y are comonotonic if L E[XY ] ≥ E[X Y˜ ] where Y˜ = Y,



One can prove that  ˜ Y = QY (FX (X)) = argmax E[X Y ] Y˜ ∼FY



@freakonometrics



freakonometrics



freakonometrics.hypotheses.org



341



` degli studi dell’Insubria Arthur CHARPENTIER, Advanced Econometrics Graduate Course, May 2018, Universita



Expectiles as Quantiles For every Y ∈ L1 , τ 7→ eY (τ ) is continuous, and striclty increasing E[|X − eY (τ )|] ∂eY (τ ) = if Y is absolutely continuous, ∂τ (1 − τ )FY (eY (τ )) + τ (1 − FY (eY (τ ))) if X ≤ Y , then eX (τ ) ≤ eY (τ ) ∀τ ∈ (0, 1) “Expectiles have properties that are similar to quantiles” Newey & Powell (1987) Asymmetric Least Squares Estimation and Testing. The reason is that expectiles of a distribution F are quantiles a distribution G which is related to F , see Jones (1994) Expectiles and M-quantiles are quantiles: let Z s P (t) − tF (t) where P (s) = ydF (y). G(t) = 2[P (t) − tF (t)] + t − µ −∞ The expectiles of F are the quantiles of G. 1



> x library ( expectreg )



3



> e library ( quantreg )



2



> fit which ( predict ( fit ) == cars $ dist )



4



3



6



●



5



1 21 46



●



2



1 21 46
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x
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Distributional Aspects OLS are equivalent to MLE when Y − m(x) ∼ N (0, σ 2 ), with density   2  1 g() = √ exp − 2 2σ σ 2π Quantile regression is equivalent to Maximum Likelihood Estimation when Y − m(x) has an asymmetric Laplace distribution √  √ 1(>0)  2 κ 2κ g() = exp − || 2 1( 0 and k = dim(β) (it is (n + k)k 2 for OLS, see wikipedia).
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Quantile Regression Estimators b ols is solution of OLS estimator β b β



ols



n  2 o T = argmin E E[Y |X = x] − x β



and Angrist, Chernozhukov & Fernandez-Val (2006) Quantile Regression under Misspecification proved that n  2 o T b = argmin E ωτ (β) Qτ [Y |X = x] − x β β τ (under weak conditions) where Z 1 ωτ (β) = (1 − u)fy|x (uxT β + (1 − u)Qτ [Y |X = x])du 0



b is the best weighted mean square approximation of the tru quantile function, β τ where the weights depend on an average of the conditional density of Y over xT β and the true quantile regression function. @freakonometrics
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Assumptions to get Consistency of Quantile Regression Estimators As always, we need some assumptions to have consistency of estimators. • observations (Yi , X i ) must (conditionnaly) i.id.   2 • regressors must have a bounded second moment, E kX i k < ∞ • error terms ε are continuously distributed given X i , centered in the sense that their median should be 0, Z 0 1 fε ()d = . 2 −∞   T • “local identification” property : fε (0)XX is positive definite
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Quantile Regression Estimators b is asymptotically normal: Under those weak conditions, β τ √ L b −β )→ n(β N (0, τ (1 − τ )Dτ−1 Ωx Dτ−1 ), τ τ where    T  T Dτ = E fε (0)XX and Ωx = E X X . b is hence, the asymptotic variance of β   τ (1 − τ ) b = b Var β τ [fbε (0)]2



n 1X T xi xi n i=1



!−1



where fbε (0) is estimated using (e.g.) an histogram, as suggested in Powell (1991) Estimation of monotonic regression models under quantile restrictions, since   n X 1 1(|ε| ≤ h) b XX T ∼ Dτ = lim E 1(|εi | ≤ h)xi xT i = Dτ . h↓0 2h 2nh i=1
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Quantile Regression Estimators There is no first order condition, in the sense ∂Vn (β, τ )/∂β = 0 where Vn (β, τ ) =



n X



Rqτ (yi − xT i β)



i=1



There is an asymptotic first order condition, n



1 X √ xi ψτ (yi − xT i β) = O(1), as n → ∞, n i=1 where ψτ (·) = 1(· < 0) − τ , see Huber (1967) The behavior of maximum likelihood estimates under nonstandard conditions. One can also define a Wald test, a Likelihood Ratio test, etc.
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Quantile Regression Estimators Then the confidence interval of level 1 − α is then   q   b b β βbτ ± z1−α/2 Var τ An alternative is to use a boostrap strategy (see #2) (b)



(b)



(b) b βτ



n o  (b) (b)T = argmin Rqτ yi − xi β



• generate a sample (yi , xi ) from (yi , xi ) • estimate β (b) τ by



B X 2   (b) 1 ? b b b b βτ − βτ • set Var β τ = B b=1



For confidence intervals, we can either use Gaussian-type confidence intervals, or empirical quantiles from bootstrap estimates. @freakonometrics
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Quantile Regression Estimators If τ = (τ1 , · · · , τm ), one can prove that √



L



b − β ) → N (0, Στ ), n(β τ τ



where Στ is a block matrix, with −1 Στi ,τj = (min{τi , τj } − τi τj )Dτ−1 Ω D x τj i



see Kocherginsky et al. (2005) Practical Confidence Intervals for Regression Quantiles for more details.
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Quantile Regression: Transformations Scale equivariance For any a > 0 and τ ∈ [0, 1] ˆ (aY, X) = aβ ˆ (Y, X) and β ˆ (−aY, X) = −aβ ˆ β τ τ τ 1−τ (Y, X) Equivariance to reparameterization of design Let A be any p × p nonsingular matrix and τ ∈ [0, 1] ˆ (Y, XA) = A−1 β ˆ (Y, X) β τ τ
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b Visualization, τ 7→ β τ See Abreveya (2001) The effects of demographics and maternal behavior...
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b Visualization, τ 7→ β τ 1



> base = read . table ( " http : / / f r ea ko no metrics . free . fr / natality2005 . txt " , header = TRUE , sep = " ; " )



2



> u = seq (.05 ,.95 , by =.01)



3



> library ( quantreg )



4



>



coefstd = function ( u ) summary ( rq ( WEIGHT ˜ SEX + SMOKER + WEIGHTGAIN + BIRTHRECORD + AGE + BLACKM + BLACKF + COLLEGE , data = sbase , tau = u ) ) $ coefficients [ ,2]



5



> coefest = function ( u ) summary ( rq ( WEIGHT ˜ SEX + SMOKER + WEIGHTGAIN + BIRTHRECORD + AGE + BLACKM + BLACKF + COLLEGE , data = sbase , tau = u ) ) $ coefficients [ ,1]



6



CS = Vectorize ( coefstd ) ( u )



7



CE = Vectorize ( coefest ) ( u )
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b Visualization, τ 7→ β τ
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b Visualization, τ 7→ β τ See Abreveya (2001) The effects of demographics and maternal behavior...
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> base = read . table ( " http : / / f r ea ko no metrics . free . fr / BWeight . csv " )
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Quantile Regression, with Non-Linear Effects Rents in Munich, as a function of the area, from Fahrmeir et al. (2013) Regression: Models, Methods and Applications > base = read . table ( " http : / / f r ea ko no metrics . free . fr / rent98 _ 00. txt " )
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Quantile Regression, with Non-Linear Effects
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Rents in Munich, as a function of the year of construction, from Fahrmeir et al. (2013) Regression: Models, Methods and Applications
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Quantile Regression, with Non-Linear Effects BMI as a function of the age, in New-Zealand, from Yee (2015) Vector Generalized Linear and Additive Models, for Women and Men
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Quantile Regression, with Non-Linear Effects
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Quantile Regression, with Non-Linear Effects One can consider some local polynomial quantile regression, e.g. ( n ) X  q T min ωi (x)Rτ yi − β0 − (xi − x) β 1 i=1



for some weights ωi (x) = H −1 K(H −1 (xi − x)), see Fan, Hu & Truong (1994) Robust Non-Parametric Function Estimation.
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Asymmetric Maximum Likelihood Estimation Introduced by Efron (1991) Regression percentiles using asymmetric squared error loss. Consider a linear model, yi = xT i β + εi . Let  n  2 if  ≤ 0 X ω T S(β) = Qω (yi − xi β), where Qω () = where w =  w2 if  > 0 1−ω i=1



zα where zα = Φ−1 (α). ϕ(zα ) + (1 − α)zα Efron (1992) Poisson overdispersion estimates based on the method of asymmetric maximum likelihood introduced asymmetric maximum likelihood (AML) estimation, considering  n  D(y , xT β) if y ≤ xT β X i i i i S(β) = Qω (yi − xT β), where Q () = ω i  wD(yi , xT β) if yi > xT β One might consider ωα = 1 +



i=1



i



i



where D(·, ·) is the deviance. Estimation is based on Newton-Raphson (gradient descent). @freakonometrics
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Noncrossing Solutions See Bondell et al. (2010) Non-crossing quantile regression curve estimation. Consider probabilities τ = (τ1 , · · · , τq ) with 0 < τ1 < · · · < τq < 1. Use parallelism : add constraints in the optimization problem, such that Tb b xT i β τj ≥ xi β τj−1
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∀i ∈ {1, · · · , n}, j ∈ {2, · · · , q}.
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Quantile Regression on Panel Data In the context of panel data, consider some fixed effect, αi so that yi,t = xT i,t β τ + αi + εi,t where Qτ (εi,t |X i ) = 0 Canay (2011) A simple approach to quantile regression for panel data suggests an estimator in two steps, • use a standard OLS fixed-effect model yi,t = xT i,t β + αi + ui,t , i.e. consider a b within transformation, and derive the fixed effect estimate β (yi,t − y i ) = xi,t − xi,t



T



β + (ui,t − ui )



T  1X T b • estimate fixed effects as α bi = yi,t − xi,t β T t=1



• finally, run a standard quantile regression of yi,t − α bi on xi,t ’s. See rqpd package. @freakonometrics
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Quantile Regression with Fixed Effects (QRFE) In a panel linear regression model, yi,t = xT i,t β + ui + εi,t , where u is an unobserved individual specific effect. In a fixed effects models, u is treated as a parameter. Quantile Regression is   X  q T min Rα (yi,t − [xi,t β + ui ])  β,u  i,t



Consider Penalized QRFE, as in Koenker & Bilias (2001) Quantile regression for duration data,   X  X min ωk Rqαk (yi,t − [xT |ui | i,t β k + ui ]) + λ  β 1 ,··· ,β κ ,u  k,i,t



i



where ωk is a relative weight associated with quantile of level αk . @freakonometrics
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Quantile Regression with Random Effects (QRRE) Assume here that yi,t = xT i,t β + ui + εi,t . | {z } =ηi,t



Quantile Regression Random Effect (QRRE) yields solving   X  min Rqα (yi,t − xT i,t β)  β  i,t



which is a weighted asymmetric least square deviation estimator. Let Σ = [σs,t (α)] denote the matrix   α(1 − α) σts (α) =  E[1{εit (α) < 0, εis (α) < 0}] − α2



if t = s if t 6= s



If (nT )−1 X T {In ⊗ ΣT ×T (α)}X → D0 as n → ∞ and (nT )−1 X T Ωf X = D1 , then    √  Q L Q −1 b (α) − β (α) − nT β → N 0, D−1 . 1 D0 D1 @freakonometrics
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Quantile Treatment Effects Doksum (1974) Empirical Probability Plots and Statistical Inference for Nonlinear Models introduced QTE - Quantile Treatement Effect - when a person might have two Y ’s : either Y0 (without treatment, D = 0) or Y1 (with treatement, D = 1), δτ = QY1 (τ ) − QY0 (τ )



0.2 0.0



y = β0 + δd + xT i β + εi : shifting effect   T y = β0 + xi β + δd + εi : scaling effect
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Quantile Regression for Time Series Consider some GARCH(1,1) financial time series, yt = σt εt where σt = α0 + α1 · |yt−1 | + β1 σt−1 . The quantile function conditional on the past - Ft−1 = Y t−1 - is Qy|Ft−1 (τ ) = α0 Fε−1 (τ ) + α1 Fε−1 (τ ) ·|yt−1 | + β1 Qy|Ft−2 (τ ) | {z } | {z } α ˜0



α ˜1



i.e. the conditional quantile has a GARCH(1,1) form, see Conditional Autoregressive Value-at-Risk, see Manganelli & Engle (2004) CAViaR: Conditional Autoregressive Value at Risk by Regression Quantiles
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Quantile Regression for Spatial Data 1



> library ( McSpatial )



2



> data ( cookdata )



3



> fit library ( expectreg )



2



> coefstd = function ( u ) summary ( expectreg . ls ( WEIGHT ˜ SEX + SMOKER + WEIGHTGAIN + BIRTHRECORD + AGE + BLACKM + BLACKF + COLLEGE , data = sbase , expectiles =u , ci = TRUE ) ) [ ,2]



3



> coefest = function ( u ) summary ( expectreg . ls ( WEIGHT ˜ SEX + SMOKER + WEIGHTGAIN + BIRTHRECORD + AGE + BLACKM + BLACKF + COLLEGE , data = sbase , expectiles =u , ci = TRUE ) ) [ ,1]



4



> CS = Vectorize ( coefstd ) ( u )



5



> CE = Vectorize ( coefest ) ( u )
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Expectile Regression, with Random Effects (ERRE) Quantile Regression Random Effect (QRRE) yields solving   X  min Reα (yi,t − xT i,t β)  β  i,t



One can prove that e



b (τ ) = β



n X T X



ω bi,t (τ )xit xT it



i=1 t=1



n X T −1  X







ω bi,t (τ )xit yit ,



i=1 t=1



e Tb where ω bit (τ ) = τ − 1(yit < xit β (τ )) .
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Expectile Regression with Random Effects (ERRE) If W = diag(ω11 (τ ), . . . ωnT (τ )), set W = E(W ), H = X T W X and Σ = X T E(W εεT W )X. and then



√



 e L e b nT β (τ ) − β (τ ) − → N (0, H −1 ΣH −1 ),



see Barry et al. (2016) Quantile and Expectile Regression for random effects model.



See, for expectile regressions, with R, 1



> library ( expectreg )



2



> fit fit 
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