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Abstract The aim of our research is to generate accurate reproductions of images using a printing system. Achieving an accurate print reproduction of a color present in a given image might be impossible when this color is not part of the gamut of colors that the printer can reproduce. Usually the reproduction is then achieved by replacing this color with a color perceived as close in the color gamut of the printer. This mapping to another color is made by a Gamut Mapping Algorithm (GMA). In this thesis we describe the work carried out in the development of new Spatial and Color Adaptive Gamut Mapping Algorithms (SCAGMA). These algorithms act locally in the image to generate a reproduction perceived as close to the original. Their goal is to preserve both the color values of the pixels and the colorimetric relations between neighbors. Following an introduction of key notions of color science, we propose a mathematical framework encompassing the existing spatial gamut mapping algorithms. This mathematical framework is based on image decomposition followed by modular processing. Within the framework, we compare the existing spatial gamut mapping algorithms and show that they belong to two groups, either the compensation approach or the optimization approach. We then discuss unexplored possibilities for new spatial gamut mapping algorithms. Next we introduce two new Spatial and Color Adaptive Gamut Mapping Algorithms (SCAGMAs) within the proposed mathematical framework: the Spatial and Color Adaptive Compression (SCACOMP) and the Spatial and Color Adaptive Clipping (SCACLIP). In the Spatial and Color Adaptive Compression we project each color pixel lying outside the output gamut toward the center, more or less deeply inside the gamut depending on its neighbors. In Spatial and Color Adaptive Clipping the direction of the projection of each color pixel is a variable, set per pixel to better preserve the local energy in the resulting image. We then consider the role of the Modulation Transfer Function (MTF) of the reproduction device (e.g. a printing system) in the perceived quality of the reproduction (e.g. a printed image). We introduce the method used to characterize our printing system and the resulting measurement data. Then we design a bias-dependent algorithm to optimally compensate for the MTF of the printing system in our proposed SCAGMAs. Lastly we present an evaluation of the SCAGMAs conducted within a psychophysical experiment, its results validating this new approach. A second psychophysical evaluation including the MTF compensation is ﬁnally carried out. Its results demonstrate the improvement in the quality of reproduction obtained by using SCAGMAs with compensation of the MTF, compared to the best SGMAs previously proposed.
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Résumé L’objectif de notre recherche est d’imprimer ﬁdèlement les images couleur. Obtenir une reproduction exacte d’une couleur dans une image donnée est impossible lorsque cette couleur ne fait pas partie de la gamme de couleurs (gamut) que l’imprimante est en mesure de reproduire. Habituellement, la reproduction est obtenue en remplaçant la couleur originale par une couleur perçue comme étant proche de celle-ci et faisant partie de la gamme de couleurs de l’imprimante. Ceci est eﬀectué par un algorithme de mise en correspondance de gammes de couleurs (Gamut Mapping Algorithm, GMA). Dans cette thèse nous décrivons le développement de nouveaux algorithmes de mise en correspondance de gammes de couleurs spatialement adaptatifs (SGMAs). Ces nouveaux algorithmes agissent localement dans l’image aﬁn de générer une reproduction plus ﬁdèle. Leur objectif est de préserver les valeurs de couleur des pixels ainsi que leurs relations entre voisins. Après une introduction des notions essentielles de la couleur, nous proposons un cadre mathématique qui permet d’englober les algorithmes existants de mise en correspondance de gammes de couleur spatialement adaptatifs. Ce cadre mathématique est basé sur une décomposition multi-échelle de l’image. En comparant les algorithmes existants nous montrons qu’ils se séparent en deux groupes, l’approche par compensation et l’approche par optimisation. Nous dégageons alors certaines voies d’amélioration encore inexplorées. Nous proposons ensuite deux nouveaux Algorithmes de Mise en Correspondance de Gammes de Couleurs Spatialement et Colorimétriquement Adaptatifs (SCAGMAs): la compression (SCACOMP) et la projection (clipping) spatialement et colorimétriquement adaptative (SCACLIP). Dans le cas de la compression (SCACOMP) chaque pixel de couleur situé en dehors de la gamme de couleurs restituables est projetŐ vers son centre, plus ou moins profondément dans la gamme selon ses voisins. Dans le cas de la projection adaptative (SCACLIP), la direction de projection de la couleur est une variable ajustée en chaque pixel aﬁn de mieux préserver l’énergie locale du signal dans l’image résultante. Nous examinons ensuite le rôle de la Fonction de Transfert de Modulation (FTM) du système d’impression dans la perception de la qualité de l’image imprimée. La FTM de notre système d’impression est mesurée et nous proposons un algorithme pour compenser la FTM du système d’impression qui tient compte à la fois des fréquences et des niveaux de luminance locaux. Enﬁn, nous présentons une première évaluation des algorithmes proposés par une expérience psychophysique dont les résultats valident notre approche. Une seconde évaluation comprenant la compensation de la FTM est également réalisée. Ses résultats démontrent l’amélioration de la qualité de reproduction obtenue par l’utilisation de SCACOMP
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avec compensation de la FTM comparée à la qualité de reproduction obtenue par les meilleurs algorithmes de mise en correspondance de gammes de couleurs précédemment proposés. Le lecteur francophone pourra lire un résumé étendu en français de cette thèse à la ﬁn de ce manuscript, Appendix K.
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Chapter I



Introduction I.1



Context



Achieving the accurate reproduction of scenes or images is a modern but not new area of research. Today, it spreads across several groups of activities such as artists, engineers and scientists and several industries such as the printing, painting, photographic and movie industries. Historically much eﬀorts have been put in reproducing single constant colors. Founding experiments in the 1930’s have led to robust models of the perception of patches of constant colors by the human visual system. In a context of production or reproduction of colors, such as in the textile industry, robust measures of perceived color diﬀerences seamlessly quantify the accuracy of the production for standardized viewing and measuring conditions. These measures have also been used in the context of reproduction of images, for example when printing photographic images. Today, the accuracy or ﬁdelity of a given reproduction device, such as a printer, is measured by printing and measuring patches of constant colors. The accurate reproduction of a color present in a given image (i.e. a very saturated red in the capture of the red tulip in Figure I.1) might be impossible when this color is not part of the gamut of colors that the printer is able to reproduce. The reproduction is then achieved by replacing this color with a color perceived as close in the color gamut of the printer. This mapping to another color is made by a Gamut Mapping Algorithm (GMA). The fundamental role of a gamut mapping algorithm is to manage the color gamut changes between an original image and its reproduction via a given technology (ink or toner based print, silver halide photograph, electronic display,...). These changes correspond to shape diﬀerences and size reduction of the gamut. They cause a loss of information, and research for an optimal GMA minimizing this loss has been carried on.



I.2



Motivation



An impressive number of GMAs have been proposed in the literature, Morovič and Luo have made an exhaustive survey in (Morovič and Luo, 2001). Most of these GMAs are pointwise: in an image to map, they consider each color pixel independently and use the classic colorimetry, based on the founding experiments mentioned earlier, to propose a mapping minimizing perceived changes.
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Figure I.1: Digital capture of a red tulip rendered in the sRGB color space c ( Freedigitalphotos.net).



Figure I.2: Massive impact of gamut mapping on the red tulip. Hue preserving minimum ∆E clipping was applied to map the image from the sRGB gamut to the very diﬀerent Euroscale uncoated gamut. Note that this is an extreme input / output gamuts scenario c for illustration purpose ( Freedigitalphotos.net).



I.3 Aims



3



Unfortunately, the perception of a given color pixel in a given image depends on the color of the pixels surrounding it as illustrated in (Adelson, 2000). The perception of complex images such as the natural images involves several nontrivial biological and cognitive steps. Studies have shown that respecting local relations, when reproducing an image, is more important than respecting individual absolute color values due to the perception of the HVS (Land and McCann, 1971). Various mathematical models have been proposed to simulate the perception of the human visual system, as in (Faugeras, 1979; Heeger, Simoncelli, and Movshon, 1996; Zhang and Wandell, 1996; Fairchild and Johnson, 2004). These models can be used to measure and possibly enhance the perceived quality of the output of image-processing algorithms. And yet in today’s pointwise color-managed workﬂows, color points are mapped independently. Strong variations in the image such as object boundaries (e.g. the boundary separating the very saturated red tulip from the blue sky background in Figure I.1) will not be too impacted by pointwise GMAs because these large and sharp color transitions will remain somewhat large and sharp (see an example in Figure I.2). But pixels in saturated areas (such as in the petals of the tulip, Figure I.1) might be mapped to the same color, damaging local relations in these areas (such as the transitions between the petals in Figure I.2). Subtle local high-frequency variations in the image, related to visual texture (Portilla and Simoncelli, 2000), are likely to be the ﬁrst victims of pointwise GMAs approaches. And the perceived quality of resulting reproductions decreases. Therefore, the mapping of the color of a given pixel should be adaptive by depending on the content and the characteristics of the image, such as the color of the neighboring pixels. The goals of a GMA should evolve to include the preservation of the perceived relations between the diﬀerent color pixels in the image. Ideally, a GMA should optimize the reproduction by taking into account the color and spatial distribution of the original image, such that the reproduction is perceived as similar as possible to the original. A ﬁrst step towards adaptive algorithms has been the selection of an appropriate pointwise GMA depending on the image type or directly on the image gamut instead of the input device gamut (Morovič, 2002). To further improve adaptive GMAs, it has been advocated that preservation of the spatial details in an image is a very important issue for perceptual quality (McCann, 2001; Sun, 2002).



I.3



Aims



GMAs adaptive to the spatial content of the image have been introduced recently under the name of Spatial Gamut Mapping Algorithms (SGMAs). These new algorithms try to balance both color accuracy and preservation of details, by acting locally to generate a reproduction perceived as close to the original. The goal of this research is the formulation and the evaluation of new spatial and color adaptive gamut mapping algorithms. These algorithms shall preserve the color and spatial attributes of the image without inserting artifacts. Their results shall outperform results from existing alternatives. The ﬁndings of this thesis will be considered to further enhance the quality of printing systems produced by Océ. We will focus on the reproduction of images optimized for a given output medium (such as a monitor) using another output medium (such as a printing system) with a smaller
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gamut. This workﬂow is classic for the production of digital images where: • a scene and its lighting conditions are captured by a camera, • the captured image is processed in the camera and rendered appropriately in a standard working color space such as the Adobe RGB 1998, • the rendered image is reproduced on a display where further editing can be applied by an expert operator, • the resulting image is sent to the printer which should provide an accurate reproduction of the image as displayed by the monitor. In this study, our aim is to provide an accurate printed reproduction of spatial and color characteristics of the image.



I.4



Thesis Outline



This document details the steps followed to achieve the goal of this research: Following this introduction, Chapter II covers color science basics with the colorimetric color spaces and key notions such as color diﬀerences, gamut and gamut mapping algorithms. In Chapter III we propose a mathematical framework for adaptive gamut mapping algorithms, based on multi-scale image decomposition. This underlying structure is the base for the development of new spatial and color adaptive gamut mapping algorithms. Next we present existing spatial gamut mapping algorithms by grouping ﬁrst those with a compensation approach then those with an optimization approach. We show that these existing algorithms can be considered as special cases of our framework. Then in Chapter IV, two new Spatial and Color Adaptive GMAs (SCAGMAs) are introduced within this framework : Spatial and Color Adaptive Compression (SCACOMP) and Spatial and Color Adaptive Clipping (SCACLIP). They are based on spatial color bilateral ﬁltering and take into account the color properties of the neighborhood of each pixel. Their goal is to preserve both the color values of the pixels and their relations between neighbors. As the ability of the printer to accurately reproduce high-frequency details impacts the perceived accuracy of the reproduction, in Chapter V we consider the printer’s Modulation Transfer Function (MTF). We ﬁrst discuss the speciﬁcities of the printer’s MTF, then summarize existing characterization techniques. We introduce the method used to characterize our printing system and the resulting measurement data obtained. Then we propose to compensate for the diminution of details caused by low values of the modulation transfer function of the printing process. We then embed this algorithm in the spatial and color adaptive workﬂow. Chapter VI covers the evaluation of GMAs and SGMAs. First we discuss the diﬀerent aspects of the psychophysical evaluation of GMAs and review relevant standards. Then we consider Image Quality Metrics (IQM), that can be used to compare two images: a reference image and the result image of the algorithm to evaluate. Later we review the
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evaluation proposed by the authors of existing SGMAs, often based on psychophysical experiments. We then present two psychophysical evaluations of our SCAGMAs along with a selection of GMAs and SGMAs. The results of these experiments validate the proposed approaches. Publications The current study led to the publication of seven papers in international conferences, and one patent: • N. Bonnier, F. Schmitt, H. Brettel, and S. Berche. Evaluation of spatial gamut mapping algorithms. In Proceedings of the 14th IS&T/SID Color Imaging Conference, pages 56-61, Scottsdale, Arizona, 2006, • N. Bonnier, F. Schmitt, M. Hull, and C. Leynadier. Spatial and color adaptive gamut mapping: A mathematical framework and two new algorithms. In Proceedings of the 15th IS&T/SID Color Imaging Conference, pages 267-272, Albuquerque, New Mexico, 2007, • A. Lindner, N. Bonnier, F. Schmitt, and C. Leynadier. Evaluation of characterization methods of printer mtf. In Proceedings of the IS&T/SPIE Conference Electronic Imaging 2008, volume 6808, pages 6808061-68080612, San Jose, California, 2008, • N. Bonnier, F. Schmitt, and C. Leynadier. Improvements in spatial and color adaptive gamut mapping algorithms. In Proceedings of IS&T/SPIE 4th European Conference on Colour in Graphics, Imaging and Vision, pages 341-346, Terrassa, Spain, 2008, • N. Bonnier, F. Schmitt, and C. Leynadier. Compensating printer modulation transfer function in spatial and color adaptive rendering workﬂows. to appear in Proceedings of the 16th IS&T/SID Color Imaging Conference, Portland, Oregon, 2008, • N. Bonnier, A. Lindner, F. Schmitt, and C. Leynadier. Compensation of printer MTFs. To appear in Proceedings of the IS&T/SPIE Conference Electronic Imaging 2009, San Jose, California, 2009, • A. Lindner, N. Bonnier, F. Schmitt, and C. Leynadier. Measurement of printer MTFs. To appear in Proceedings of the IS&T/SPIE Conference Electronic Imaging 2009, San Jose, California, 2009. • N. Bonnier and F. Schmitt. Method, apparatus and computer program for transforming digital colour images. Patent application Europa: 07117464.3, 2007, This study has been supported by an industrial Ph.D. fellowship (CIFRE) sponsored by the French Ministry of Research and Océ Print Logic Technologies.
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Chapter II



Elements of Color Science In this chapter we introduce color science basics with the colorimetric color spaces and key notions such as color diﬀerences, gamut and gamut mapping algorithms. These notions are pre-required to fully grasp our contribution to gamut mapping algorithms. The overview is limited and several references are recommended to the reader for more extensive introductions.



II.1



Deﬁnition of Color Gamut



Color is a sensation. It is the result of the perception of light by the human visual system. The perception of color depends on other elements of vision such as the viewing conditions (illumination, local contrast, adaptation, et cetera.) and the area, shape, depth, size of the view ﬁeld context. A color gamut is a set of colors represented as a solid in a color space (see Sections II.2, II.2.2). Several types of gamut can be distinguished: • An image gamut consists of all the colors that are present in a speciﬁc scene, artwork, photograph, photomechanical or other reproduction (Section II.3.4). • A device gamut consists of all the colors that a particular output device (e.g a monitor) and/or medium (e.g. paper) is capable of creating (Section II.3.1). • A color space gamut consists of all the colors that a particular color space (e.g an additive Red Green Blue (RGB) color space, see Section II.2.3) is capable of creating. The Commission Internationale de l’Eclairage - known as the CIE - deﬁnes a color gamut as: “a range of colors achievable on a given color reproduction medium (or present in an image on that medium) under a given set of viewing conditions - it is a volume in color space” (CIE TC 8-03, 2004). In (ISO 22028-1, 2004) color gamut is deﬁned as a “solid in a color space, consisting of all those colors that are present in a speciﬁc scene, artwork, photograph, photomechanical or other reproduction; or capable of being created using a particular output device (e.g a monitor) and/or medium”. Each reproduction device has its own gamut and most of the images produced by an acquisition device (such as a digital camera) are rendered for a given color image encoding gamut (Section II.2.3.4).
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II.2



Handling Colors



The fore-mentioned deﬁnitions of gamuts (Section II.1) involve color spaces. A color space is a geometric representation of colors in a three dimensional space. The CIE has developed several standard colorimetric spaces derived from extensive psychophysical experiments. The CIE has also proposed standard methods, illuminants, viewing conditions and observers. These standards are widely used in the community to describe color stimuli. In the following we introduce a selection of these standards that will be used in our research.



II.2.1



Colorimetry and Perception



Around 1930, Wright and Guild made independent visual experiments to derive color matching functions using three red green blue primaries, the results of which became the basis of the CIE colorimetry system. Observers viewed a 2◦ circular split ﬁeld and their task was to adjust the three primaries so that their mixture visually matched visible spectrum wavelengths presented sequentially (Wyszecki and Styles, 2000). These mixtures experiments follow linear properties as demonstrated by Grassman and known as Grassman’s laws (Wyszecki and Styles, 2000). In 1931, the CIE adopted these results as the standardized RGB color matching functions denoted as r(λ), g(λ), b(λ) of the CIE Standard 1931 Colorimetric Observer. Then still in 1931, the CIE proposed a new set of non-physical primaries XYZ to transform the RGB color matching functions into nonnegative color matching functions (see Figure II.1). Theses functions are called the CIE 1931 XYZ color matching functions denoted as x(λ), y(λ) and z(λ).



Figure II.1: CIE 1931 XYZ color matching functions denoted as x(λ), y(λ) and z(λ).



II.2.1.1



Color Temperature and Color Rendering Index



The color temperature is deﬁned as equal to the surface temperature in kelvin (K) of a blackbody radiator for which the chromaticities match (Wyszecki and Styles, 2000). The color temperature of a light source is determined by comparing its chromaticity (see Section II.2.2.2) with the chromaticity locus curve of the blackbody radiator at all temperatures. When the chromaticity of a selective radiator is not exactly equal to any of
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the chromaticities of a blackbody radiator, the term correlated color temperature is introduced: it is deﬁned as the temperature of the blackbody radiator whose perceived color mostly resembles that of the given selective radiator at the same brightness and under speciﬁed viewing conditions (Wyszecki and Styles, 2000) . The Color Rendering Index (CRI) of a light source is a quantitative measure of the color rendering properties of a light source proposed by (CIE Technical Report 13.3, 1995). It is determined by comparing the color appearance of selected color patches with their appearance under a reference illuminant of same chromaticities. An illuminant with a CRI ≥ 90 is recommended for the evaluation of printed reproductions (see Section II.2.1.4). II.2.1.2



Standard Illuminants



In an eﬀort to standardize the measurements of color stimuli, the CIE recommends a set of relative spectral radiant power distributions called CIE standard illuminants. The CIE D illuminants represent various phases of natural daylight lighting conditions throughout the day. In the digital imaging industry, two of these illuminants are commonly used, the CIE Standard Illuminants D50 and D65 . • D50 , sometimes referred to as horizon light, represents warm daylight at sunrise or sunset, with a correlated color temperature of 5003 K. • D65 represents noon daylight with a correlated color temperature of 6504 K.



D50 is more commonly used in graphic arts colorimetry, largely because it is closer in color temperature to typical indoor light sources used by customers to view printed products. The white points of color Cathode Ray Tubes (CRTs) and Liquid Crystal Displays (LCDs) monitors (including graphic arts monitors and televisions) have a native correlated color temperature in the range [5900,6700] K, closer to D65 . Therefore, D50 is considered less practical since the reduction in power of the blue channel required to achieve a simulation of D50 would result in an unacceptable reduction of overall brightness. Hence D65 is commonly used for this purpose. In ICC color managed workﬂows (Section II.5.3), the colorimetry is deﬁned relative to D50 . II.2.1.3



Standard Illuminating and Viewing Geometry



The CIE recommends to measure the reﬂectance factor of a surface of a given material under one of the following geometric illuminating and viewing conditions schematized in Figure II.2: (a) hemispherical 0◦ /d, (b) hemispherical d/0◦ , (c) bidirectional 45◦ /0◦ , (d) bidirectional 0◦ /45◦ , where the ﬁrst number is the angle of illumination and the second the viewing (or measuring) angle and d means that the sample is illuminated (or measured) by an integrating sphere (Wyszecki and Styles, 2000).
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Figure II.2: CIE standard illuminating and viewing conditions. II.2.1.4



Standard Viewing Conditions



(ISO 3664, 2000) Viewing conditions - for Photography and Graphic Technology - proposes reference conditions for viewing prints, transparencies as well as images displayed on a monitor. Viewing conditions are proposed for diﬀerent scopes: critical comparison (ISO viewing conditions P1 and T1), practical appraisal of prints including routine inspection (ISO viewing condition P2), viewing small transparencies by projection (ISO viewing condition T2) and appraisal of images displayed on color monitors. The ISO viewing condition P2 for practical appraisal of prints includes the D50 reference illuminant at 500 ± 125 lux and CRI ≥ 90 for viewing reﬂecting media and a neutral matt surround, below 60% reﬂectance is assumed. The ISO viewing condition for color monitors recommends that the chromaticity of the white displayed on the color monitor approximates that of the D65 reference illuminant with a luminance level of at least 75 cd/m2 and preferably above 100 cd/m2 . However, if the monitor is to be directly compared with prints or transparencies then the chromaticity of the white of the monitor should be close to that of the hardcopy to which it is being compared. In such a setup, (ISO 3664, 2000) recommends that the monitor used for such a purpose has a white chromaticity close to illuminant D50 . While (ISO 3664, 2000) is the normative reference, (ISO 20462-1, 2005) (Photography – Psychophysical experimental methods for estimating image quality – Part 1: Overview of psychophysical elements) proposes to relax some criteria: • for print viewing, the illuminance level shall be between 375 and 2500 lux, • monitor chromaticities are allowed to be closer to D50 with the luminance exceeding 60 cd/m2 . II.2.1.5



Color Appearance Attributes



Color appearance attributes describe the perception of color by the Human Visual System (HVS). In the following we introduce several basic terms used in this report, as deﬁned in
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(Wyszecki and Styles, 2000). Brightness “is the attribute of a visual sensation according to which a given visual stimulus appears to be more or less intense; or, according to which the area in which the stimulus is presented appears to emit more or less light. Variations in brightness range form bright to dim” (from (Wyszecki and Styles, 2000)). Lightness “is the attribute of a visual sensation according to which the area in which the visual stimulus is presented appears to emit more or less light in proportion to that emitted by a similarly illuminated area perceived as a white stimulus. In a sense, lightness may be referred to as relative brightness. Variations in lightness range from light to dark” (from (Wyszecki and Styles, 2000)). Chroma, colorfulness and saturation are related concepts referring to the intensity of a speciﬁc color: Chroma “is the attribute of a visual sensation which permits a judgment to be made of a degree to which a chromatic stimulus diﬀers from an achromatic stimulus of the same brightness” (from (Wyszecki and Styles, 2000)). Colorfulness “is the attribute of a visual sensation according to which the perceived color of an area appears to be more or less chromatic”. Colorfulness is also referred to as chromaticness. (from (Wyszecki and Styles, 2000)). Saturation “is the attribute of a visual sensation which permits a judgment to be made of a degree to which a chromatic stimulus diﬀers from an achromatic stimulus regardless of their brightness” (from (Wyszecki and Styles, 2000)). Hue “is the attribute of a color perception by virtue of which it is discernible as blue, green, yellow, red, purple, and so on” (from (Wyszecki and Styles, 2000)). It is related to the dominant wavelength and independent of intensity or lightness. II.2.1.6



Contrast Sensitivity Function



The appearance of a natural scene or image depends on the spatial sensitivity of the human eye, measured in the Contrast Sensitivity Function, CSF (Lennie and D’Zumura, 1988; Fairchild, 1998). The CSF is deﬁned by the threshold response to contrast as a function of spatial frequency. CSFs are typically measured with sinusoidal waves varying in contrast and frequency. Figure II.3 is an illustration of the shape of a CSF as proposed in (Campbell and Robson, 1968). The CSF is usually measured for luminance (grayscale) and chromatic (red-green and yellow-blue at constant luminance) contrasts. Several experimental results have been published, including the luminance CSF in (Davidson, 1968) and average chroma response in (van der Horst et al., 1967) reproduced in Figure III.5. The CSF of a typical human visual system can be described as a band-pass ﬁlter having a ∩ shape, with a peak around 5-10 cycles per degree and near-zero tails around 0 cycle per degree and around 60
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Figure II.3: Contrast sensitivity function chart as proposed in (Campbell and Robson, 1968) (reproduced from http://neurovision.berkeley.edu/).



cycles per degree. The chroma CSF are generally described as low-pass ﬁlters with lower cutoﬀ frequencies: the HSV is more sensitive to low frequencies and less to high frequency chroma variations (Fairchild, 1998).



II.2.2



CIE Color Spaces



A colorimetric color space (ISO 22028-1, 2004) is a “color space having an exact and simple relationship to CIE colorimetric values.” (e.g. a color space deﬁned by the CIE: CIE XYZ (Section II.2.2.1), CIELAB (Section II.2.2.3), etc.) as well as color spaces that are simple transformations of those color spaces (e.g. RGB color spaces, see Section II.2.3.4). Perceptual color spaces are based on the perception of the human visual system. They are based on psychophysical experiments evaluating the relationship between physical stimuli and their subjective correlates, the color appearance attributes (as hue, brightness or saturation). Perceptual color spaces are useful to represent colors or gamuts. A perceptual color space is uniform when ﬁxed euclidean distances between any two colors of the color space are perceived as equal. The following is a brief review of standard colorimetric color spaces proposed by the CIE.



13



II.2 Handling Colors



II.2.2.1



CIE 1931 XYZ (CIE XYZ)



CIE 1931 XYZ is a colorimetric color space based on Wright and Guild psychophysical experiments (Section II.2.1). The tristimulus values X, Y and Z of a color stimulus in the CIE XYZ color space can be calculated using the following formulae:



X = k Y



= k



Z = k



Z



Zλ



Zλ



λ



Pλ xλ δλ,



(II.1)



Pλ y λ δλ,



(II.2)



Pλ z λ δλ,



(II.3)



where λ denotes the wavelengths, the integrals being computed along the visible spectrum, xλ , y λ and z λ are the color matching functions, Pλ denotes the spectral radiant distribution of the color stimulus and k is a normalizing factor (Wyszecki and Styles, 2000). II.2.2.2



Chromaticity Coordinates x y



The chromaticity of a color is speciﬁed by the two derived parameters x and y, two of the three normalized values of the three tristimulus values X, Y, and Z: x = y =



X , X +Y +Z Y . X +Y +Z



(II.4) (II.5)



This transformation is a one-point perspective projection of the three dimensional tristimulus space onto the unit plane (X + Y + Z = 1), with the center of projection at the origin. The CIE 1931 xy Chromaticity Diagram is represented in Figure II.4: the outer curved boundary is the spectral locus, with wavelengths shown in nanometers. II.2.2.3



CIE 1976 (L*, a*, b*) color space (CIELAB)



CIELAB derives from CIE XYZ and is an attempt to propose a pseudo-uniform perceptual color space (Figure II.5), where the perceptual diﬀerence between two colors is proportional to their euclidean distance ∆E as deﬁned in the color space (see Section II.2.5). The coordinate L∗ represents the perceived lightness of the color ( L∗ = 0 yields black and L∗ = 100 indicates white), a∗ represents the color position between magenta and green (negative values indicate green while positive values indicate magenta) and b∗ represents the position between yellow and blue (negative values indicate blue and positive values indicate yellow). The tristimulus values L∗ , a∗ and b∗ of the CIELAB color space can be calculated using the following formulae:
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Figure II.4: CIE 1931 x y chromaticity diagram.
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where: f (t) =



(



t1/3 7.7870 t + 16/116



for t > 0.008856, otherwise.



(II.9)



Here Xn , Yn and Zn are the CIE XYZ tristimulus values of the reference white point, generally D50 in printing related measures (see Section II.2.1.2). CIE 1976 L*, C*, h (CIELCH) is the polar coordinate representation of CIELAB ∗ is the perceived chroma and (Figure II.5), where L∗ represents the perceived lightness, Cab hab is the perceived hue: 1



∗ Cab = [(a∗ )2 + (b∗ )2 ] 2 ,  ∗ b hab , = arctan ∗ . a



(II.10) (II.11)
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Figure II.5: CIELAB & CIELCH coordinate systems (see equations II.6 - II.11).



Figure II.6: CIELAB outer boundaries generated by monochromatic stimuli (reproduced from (Wyszecki and Styles, 2000)).
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CIE 1976 (L*, U*, V*) color space (CIELUV)



Still in 1976, the CIE deﬁned another pseudo-uniform color space which has been well used in the video industry but is nowadays more and more replaced with CIELAB, including in the normalization comities. Y ) − 16, Yn = 13L∗ (u′ − u′n ),



L∗ = 116 f ( U∗ V



∗



∗



′



= 13L (v −



vn′ ),



(II.12) (II.13) (II.14) (II.15)



where f is deﬁned as in equation II.9. u′ and v ′ are the chromaticity coordinates of the stimulus and u′n and vn′ are the chromaticity coordinates of the reference white (Wyszecki and Styles, 2000), calculated from: u′ = v′ =
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4X , X + 15Y + 3Z 9X . X + 15Y + 3Z



(II.16) (II.17) (II.18)



Other Color Spaces



Other colors spaces have been proposed, either based on the CIE colorimetry as improvement to existing spaces, or based on other imaging workﬂows. Among them, the HSV (Hue, Saturation, and Value) and the Munsell color system, a particular implementation of HSV, based on direct observation, introduced in (Munsell, 1905). The Munsell color system is a cylindrical coordinate system: a color wheel plus a 2D grid around the core (see Figure II.14). In the following we review recent color space proposals, some standard RGB color spaces and introduce the notion of device-dependent color space. II.2.3.1



IPT



The IPT color space introduced by (Ebner and Fairchild, 1998) aims at being a simple, uniform color space accurately predicting constant hue without aﬀecting other appearance attributes (see Section II.2.1.5). The model assumes that the problem of adaptation and the problem appearance attribute description are separable: chromatic adaptation transform (see Section II.2.4) should be applied to color coordinates before conversion to IPT color space to determine appearance attributes. The lightness dimension is denoted as I (related to the word intensity), the red-green dimension is denoted as P (related to the fact that it is dominated by the red response ‘protan’ and is the dimension lost by protanopes), and the yellow-blue dimension is denoted as T (using the same argument for the ‘tritan’ response). The model consists of a 3x3 matrix leading to the LMS responses of the three types of cones present in the retina, followed by a non-linearity, followed by another 3x3 matrix. The input data are color coordinates in CIE XYZ 1931 (2 degree observer with D65 ).
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(II.24)



L′ 0.4000 0.40000 −0.2000 I       P  =  4.4550 −4.8510 0.3960   M ′  ′ S 0.8056 0.3572 −1.1628 T 



















Faugeras proposed a similar framework in (Faugeras, 1979). II.2.3.2



S-CIELAB



S-CIELAB, introduced in (Zhang and Wandell, 1996) is a spatial extension to CIELAB. It is designed as a spatial pre-processor to the standard CIE color diﬀerence equations, to account for complex color stimuli such as halftone patterns (Figure II.7). First the input image is transformed from its device-dependent space to CIE XYZ, then from CIE XYZ to an opponent-colors space using the following matrix : X O1 0.279 0.72 −0.107       O2  =  −0.449 0.29 −0.077   Y  Z 0.086 −0.59 0.501 O3 



















Second, each component image is passed through a spatial ﬁlter that is selected according to the spatial sensitivity of the human eye for that color component (the contrast sensitivity function, see Section II.2.1.6). Each component is ﬁltered by several twodimensional separable spatial kernels. Then the ﬁltered data are converted back to CIE XYZ, and from CIE XYZ to CIELAB such that standard CIELAB color diﬀerence formula can be applied. S-CIELAB merges traditional color diﬀerence equations with spatial properties of the human visual system. II.2.3.3



Device Color Spaces



A device color space describes the range of colors within the gamut of the device relative to its primary colors. Since the description depends on the device primary colors, it is device-dependent. The (ISO 22028-1, 2004) deﬁnes device-dependent color spaces as “color spaces that do not have a direct relationship to CIE colorimetry, but rather are deﬁned by the characteristics of a real or idealized imaging device”. Two main classes of devices,
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Figure II.7: The S-CIELAB model (reproduced from (Zhang and Wandell, 1996)). input and output devices lead to two classes of device dependent color space: input device dependent and output device dependent. The color monitor’s primary colors are often RGB. The printer’s usual primary colors are CMYK. Yet ink-jet printers might also be built as RGB devices in which case they expect RGB image as input data and their controller converts them internally to CMYK. II.2.3.4



Standard RGB Color Spaces



Additive RGB is a common type of color space, deﬁned by a set of additive primaries, a white point and color transfer functions (1D LUTs) (ISO 22028-1, 2004). In (Adobe Systems, 2005) additive RGB color space is deﬁned as “a colorimetric color space having three color primaries (generally red, green and blue) such that CIE XYZ tristimulus values can be determined from the RGB color space values by forming a weighted combination of the individual color primaries, where the weights are proportional to the radiometrically linear color space values for the corresponding color primaries.” Several RGB spaces are deﬁned by standard organizations or commonly used and considered as de-facto standard. (Süsstrunk, Buckley, and Swen, 1999) describe the speciﬁcations and usage of several standard color spaces, including sRGB (IEC/4WD 61966-2-1, 1998), ROMM RGB (ISO 22028-2, 2006), RIMM RGB (ISO 22028-3, 2006), Adobe RGB 1998 (Adobe Systems, 2005) and video RGB spaces such as the (ITU BT.709, 2002). These color spaces are used in the graphic arts as ‘working spaces’ i.e. color spaces to create, exchange and manipulate RGB documents using image editing software. They are also often the color space to which images captured by digital cameras are rendered. Adobe RGB 1998 and sRGB are two of the most common standard RGB color spaces used in digital photography and printing workﬂows. sRGB is approximating the color gamut of the most common CRT monitors, it is widely used for color data on the internet. Adobe RGB 1998 is based on the SMPTE-240M and was intended to provide a large
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gamut to pre-press users. The Adobe RGB 1998 gamut is larger than the sRGB gamut (see Figures II.16 and II.8). As such, it is recommended when images are destined to be printed. A few high quality monitors such as the Eizo ColorEdge CG221 are capable of reproducing the Adobe RGB 1998 gamut (see Figure B.5 and table B.9, Appendix B).



Figure II.8: sRGB (dashed lines) and Adobe RGB 1998 (plain lines) primaries and gamuts in the CIE 1931 x y chromaticity diagram.



II.2.4



Color Appearance Models



A color appearance model is a tool that describes and predicts color under a variety of viewing conditions. It provides speciﬁc means for transforming tristimulus values to or from perceptual attributes correlates for given viewing conditions. It is composed primarily of adaptation transforms and a method to predict color appearance attributes (see Section II.2.1.5). II.2.4.1



CIECAM02



CIECAM02 is the CIE Color Appearance Model for Color Management Systems published by the CIE Technical Committee 8-01 (CIE, TC 8-01, 2002) . CIECAM02 takes for its input the tristimulus values of the stimulus, the tristimulus values of the white point, the background, and the surround luminance information, and whether or not observers are discounting the illuminant. Its outputs are mathematical correlates for the six technically-deﬁned dimensions of color appearance: brightness, lightness, colorfulness, chroma, saturation, and hue (Section II.2.1.5). The model can be used to predict these appearance attributes or, with forward and reverse implementations for distinct viewing conditions, to compute corresponding tristimulus values.
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iCAM



iCAM, proposed in (Fairchild and Johnson, 2004) is an image color appearance model. It extends the concepts of color appearance modeling to stimuli and viewing environments that are spatially and temporally at the level of complexity of real natural and manmade scenes. As already indicated, color appearance models allow for the description of attributes such as lightness, brightness, colorfulness, chroma, and hue. Image appearance models extend upon this to also predict such attributes as sharpness, graininess, contrast, and resolution. iCAM is based on a modular framework, that includes spatial ﬁltering, spatial frequency adaptation, spatial localization, local and global contrast detection and a color diﬀerence map.



II.2.5



Perceptual Diﬀerences



Uniform perceptual color spaces such as CIELAB allow the computation of color euclidean ∗ is a quantity of importance in indusdiﬀerences between two stimuli. The diﬀerence ∆Eab trial color-control problems and in the establishment of color tolerances. In the following section, we introduce several standard color diﬀerence equations. Theses equations are used to compare color tristimuli or to compute the distance from a color tristimulus to the hull of a gamut. II.2.5.1



∗ CIELAB ∆Eab



∗ between two color stimuli [L∗ , a∗ , b∗ ] and [L∗ , a∗ , b∗ ], each The total color diﬀerence ∆Eab 2 2 2 1 1 1 ∗ ∗ ∗ given in terms of L ,a and b (CIELAB) is calculated from: ∗ ∆Eab =



where:



q



(∆L∗ )2 + (∆a∗ )2 + (∆b∗ )2 ,



∆L∗ = L∗1 − L∗2 , ∗



=



∗



=



∆a ∆b
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a∗1 − a∗2 , b∗1 − b∗2 .



(II.25)



(II.26) (II.27) (II.28)



∗ CIE94 ∆E94



∗ in The CIE has optimized the diﬀerence formula in CIELCH and has introduced ∆E94 which weights that depends on the conditions of observations have been included (CIE Technical Report 116, 1995). In standard graphic arts conditions (Illuminant D65, illuminance at 1000 lux, uniform neutral grey background, magnitude of color diﬀerence ∗ ≤ 5.0, etc.), the diﬀerence can be calculated from: ∆Eab



∗ ∆E94 =



where:



s



(∆L∗ )2 +







∗ ∗ 2  2 ∆Cab ∆Hab + , ∗ ∗ 1 + 0.045.Cab 1 + 0.015.Cab



(II.29)
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∆L∗ = L∗1 − L∗2 ,



∗ ∆Cab ∆h∗ab



(II.30)



C1∗ − C2∗ , h∗1 − h∗2 ,



=



=



(II.31) (II.32)



Cab = C1 or C2 . II.2.5.3



(II.33)



CIEDE2000 ∆E00



CIEDE2000 is a major revision to CIE94 based on experimental data (Luo, Cui, and Rigg, 2001). In standard graphic arts conditions, the diﬀerence can be calculated from (see also (Green and MacDonald, 2003)):
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where: L′ = L∗ , ′
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∗ is the arithmetic mean of the C ∗ values for pair of samples, where Cab ab



∆L′ = L′b − L′s ,
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where: T = 1 − 0.17cos(h′ab − 30◦ ) + 0.24cos(2h′ab ) + 0.32cos(3h′ab + 6◦ ) + 0.20cos(4h′ab − 63◦ )
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, h′ab



=



(



(h′ab,s + h′ab,b )/2, (h′ab,s + h′ab,b )/2 − 180 RT



(II.48)



= −sin(2∆θ)RC ,



(II.49)



=



(II.51)



∆θ = RC



for |h′ab,s + h′ab,b )| ≤ 180, |h′ab,s + h′ab,b )| > 180



30exp{−[(h′ab − 275◦ )/25]2 }, ′ 7  1/2 Cab 2 , ′ 7 + 257 Cab



(II.50)



and for reference graphic arts conditions: kL = kC = kH = 1. These standard perceptual diﬀerence equations will be involved in the evaluation of the gamut mapping algorithms (see Section VI.3).



II.2.6



Summary



We have introduced the CIE colorimetry and several color spaces based on it. First the CIE XYZ based on Wright and Guild psychophysical experiments, then the more perceptually uniform CIELAB, CIELCH and CIELUV also proposed by the CIE. IPT proposed by (Ebner and Fairchild, 1998) comes from an eﬀort to obtain a color space more uniform than the CIELAB and CIELUV. These color spaces are useful to represent and compare simple stimuli and gamuts. S-CIELAB, designed as a spatial extension to CIELAB, is recommended to compare the perception of spatial complex stimuli. Devicedependent additive RGB color spaces and several standard RGB color spaces have also been introduced. CIECAM02, the latest color appearance model proposed by the CIE, is an eﬀort to describe and predict color under a variety of viewing conditions. And iCAM, proposed as an image appearance model, extends the concept of color appearance models with spatial consideration as in S-CIELAB. The selection of an appropriate color space for our study will be discussed in Section II.4.3.



II.3



Determining and Representing Color Gamuts



Two color triplets in a perceptual color space might be compared using perceptual diﬀerence equations (Section II.2.5). In order to compare, represent or evaluate color gamuts, it is necessary to know their exact boundaries, i.e. the hulls or surfaces determined by the color gamut’s extremes. In the following we present methods to characterize and represent the gamuts of devices and images.



II.3.1



Device Characterization



A device gamut boundary can be deﬁned in a characterization step obtained from calculation with a theoretical characterization model of the device, or by direct measurement of physical samples from the colorant boundary. In the following we describe the characterization methods based on direct measurement for printers and monitors.
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Printer Characterization After a proper calibration of the printer in a given print mode, with a given set of inks, a given medium and a given software, the characterization of a printer can start. It consists of the following actions (also described in Figure II.10): • A reference RGB (as the TC 9.18 in Figure II.9) or CMYK (as the ISO 12642 target) image ﬁle is printed. Any color management has to be turned oﬀ. • The print is measured by a spectrophotometer. • A Color Look Up Table (CLUT) can be built between the original RGB (or CMYK) values and the measured colorimetric values. A CLUT is a 3D table used to correlate the source and destination color values. Monitor Characterization Similarly, after a proper calibration of the monitor, including color temperature, luminance range and gamma, the characterization consists of the following actions • Reference RGB patches are successively displayed on the monitor (any color management has to be turned oﬀ), • the patches are measured by a spectrophotometer, • a CLUT between the original RGB values and the measured colorimetric values can be built.



Figure II.9: Test chart TC9.18 RGB with 918 patches adequately covering the RGB device color space. At this point, if the color patches adequately cover all the device color space, the cloud of measured colorimetric values can be seen as an approximation of the device’s gamut. The gamut boundary can be estimated and a gamut boundary descriptor can be processed.
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Figure II.10: Characterization of a printer: a reference RGB ﬁle is printed, the print is measured by spectrophotometer, 3D CLUTs between the original RGB values and the measured CIELAB values can be built.



II.3.2



Gamut Boundary & Gamut Boundary Descriptors



The gamut boundary is the surface determined by the color gamut’s extremes. A Gamut Boundary Descriptor (GBD) is an overall way of approximately describing a gamut boundary (CIE TC 8-03, 2004). There are two main methods in the literature, Segment Maxima GBD (Morovič and Luo, 1997) and Modified Convex Hull GBD (Balasubramanian and Dalal, 1997). Segment Maxima GBD Using this method proposed by (Morovič and Luo, 1997), a gamut boundary is described by a matrix containing the most extreme colors for a given segment of CIELAB space. CIELAB is segmented either in terms of L*, C* and h or spherical coordinates whereby spherical coordinates were calculated from CIELAB using the following formulae: r = [(L∗ − L∗E )2 + (a∗ − a∗E )2 + (b∗ − b∗ E)2 ]1/2 ,



α =



θ =



−1



∗



tan ((b − b∗E )/(a∗ − a∗E )), tan−1 [(L∗ − L∗E )/((a∗ − a∗E )2



∗



+ (b −



b∗E )2 )1/2 ],



(II.52) (II.53) (II.54)



where the color gamut center (E) is deﬁned as a 50% percent grey [L∗E = 50, a∗E = 0, b∗E = 0] in CIELAB, r is the distance of a color from the center, α is the hue angle having a range of 360o and θ is the angle in a plane of constant a∗ having a range of 180o (Figure II.11 (a)). The GBD matrix is calculated from a set of measured colors, preferably distributed equally across the whole color space. First the color space is divided equally into n by n segments according to either α and θ (Figure II.11 (b)) or L∗ and hab . Then for each color
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Figure II.11: Overview of segment maxima GBD in CIELAB: (a) spherical coordinates, (b) sphere segmented in terms of α and θ (only 6X6 segments - of which one is highlighted - are shown for the sake of clarity). (Reproduced from (Morovič, 1998) p. 95) tristimulus of the set, the algorithm searches the segment in which the tristimulus color lies. Then the distance between this current tristimulus and the center (E) is evaluated. If there is no extreme color associated with this segment, the current tristimulus is associated with this segment. If there is already a tristimulus associated with this segment, the distances of each of the two tristimulus to the center are compared and the one with the largest distance is associated with the segment. Hence, the data is stored in each segment either in terms of α, θ and r or hab , L∗ and ∗ C respectively. Modiﬁed Convex Hull Gamut Boundary Descriptor This other gamut boundary descriptor is based on algorithms computing convex hulls. The convex hull of a set of points is the smallest convex set that contains the points. Algorithms such as the quickhull algorithm (Barber, Dobkin, and Huhdanpaa, 1996) compute this convex hull for any set of points. The quickhull algorithm can run on a set of color triplets obtained by characterizing a device. Yet gamuts often show concavities and the result of the quickhull algorithm would be a very approximative convex estimation of the gamut boundary. To take these concavities into account, the modiﬁed convex hull GBD algorithm was proposed in (Balasubramanian and Dalal, 1997). The basic idea is to apply a preconditioning transform T to the colorimetric data prior to computing the convex hull. The transform is designed to increase the probability that the resulting gamut volume is convex. The hull ﬁnder identiﬁes the surface points in the transformed space, then the surface points are mapped through the inverse of T and triangulated. The following description is reproduced from (Balasubramanian and Dalal, 1997): Assuming that we have a set of data points {X} in a colorimetric space, the algorithm is as follows: (a) Choose a reference point R that is known to be in the interior of the gamut, for example [50, 0, 0] in CIELAB space.
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(b) Compute the diﬀerence vector D between each data point X and the reference point R. Hence D = X − R. Let D = Dd, where D is the magnitude and d is the unit vector. Hence, D is the Euclidean distance between X and R. (c) Apply a transform to the Euclidean distance of the form: D ′ = α(



D γ ) , Dmax



(II.55)



where Dmax is the maximum distance between a data point and the reference point R; and α and γ are predetermined parameters in the range 0 ≤ γ ≤ 1 , and 0 ≤ α ≤ Dmax . (d) The new location of a data point X is given by X′ = R + D ′ d. (e) Apply the convex hull algorithm (Barber et al., 1996) to the transformed data set {X′ }. The output of this algorithm is a set of surface points, and a connectivity map that establishes the surface triangles. (f) Apply the inverse transform of equation II.55 to the surface points to bring them back to the original colorimetric space. Use the connectivity map of step (e) to triangulate the surface points in this space. Segment Maxima GBD versus Modiﬁed Convex Hull GBD Segment maxima and modiﬁed convex hull algorithms have been evaluated in (Bakke, Hardeberg, and Farup, 2006). Results from the experiment, along with empirical evidence, suggests that the modiﬁed convex hull algorithm performs best on a wide variety of measurement data, assuming that the γ parameter is set to a sensible value and the value γ = 0.2 is recommended. Given results from (Bakke et al., 2006), in this study Modiﬁed Convex Hull GBD is used with γ = 0.2.



II.3.3



A Reference Color Gamut



A reference color gamut, the Perceptual Reference Medium Gamut (PRMG) is deﬁned in (ISO 12640-3, 2007). It is roughly a superset of three diﬀerent color gamuts: • the gamut of surface colors, with data from several sources such as (Pointer, 1980) and the Pantone colors, • the superset of gamut of several color printers, developed by Hewlett-Packard (International Color Consortium, 2004), • the Photo Gamut RGB (Photo Gamut RGB, 2008). As such, the reference gamut includes the vast majority of surface colors that might be encountered in color reproduction. Its white and black points are same as the white and black points of the reference medium for the perceptual intent, Perceptual Reference Medium (PRM) deﬁned by the version 4 of the speciﬁcations of the International Color Consortium (ICC) (International Color Consortium, 2004). The reference medium is deﬁned as a hypothetical print on a substrate with a white having a neutral reﬂectance of
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89 %, and a density range of 2,4593. The viewing reference corresponds to an ideal reﬂection print viewed in a standard viewing booth conforming to (ISO 3664, 2000) viewing conditions P2, using the recommended 20% surround reﬂectance, a D50 illuminant at an illumination level of 500 lux (see also Section II.2.1.4). A key characteristic of the reference medium gamut is its shape, which resembles more to an average of printer gamuts than for example to a monitor gamut.



II.3.4



Computing Image Gamut



Both Segment Maxima GBD and Modiﬁed Convex Hull GBD can be applied to any cloud of color triplets in a colorimetric color space. An image gamut is obtained when this triplets cloud corresponds to the color of pixels in an image. It is important to notice that when the content of the image is limited to a few distant groups of colors, the gamut hull englobing such a cloud might be a poor representation of the color content of the image. Image versus Media Gamut Both input and output gamuts are needed in gamut compression algorithms. A choice can be made to consider the image gamut as the input gamut instead of the gamut of the input device. In the case of images encoded in the CIELAB space, the input device might even be unknown and only the image gamut is to be considered. To limit changes to the original image, it is more reasonable to use the image gamut as the original gamut since this means that colors are only modiﬁed when necessary. Morovič has gathered a number of experimental studies which support the idea that the use of image gamuts gives preferred reproductions than the use of the input device gamut (Morovič, 1998). However, there is a practical advantage to mapping between media gamuts: color transforms are computed for given input and output devices then used to process any images coming in the workﬂow.



II.3.5



2-Dimensional versus 3-Dimensional Representations



In a three-dimensional color space, a gamut forms a solid (see Section II.1). However, in many publications, color gamuts are represented by a plot of chromaticity of the device primaries (e.g. the red green blue primaries of a monitor) in the CIE 1931 xy Chromaticity Diagram (see the sRGB gamut in the diagram Figure II.12). This 2 Dimensional (2D) representation is only partial as it is a projection of a volume on a plan and might be misleading when used for gamut comparison. A more complete representation is possible in a 3 Dimensional (3D) perceptual color space such as CIELAB (Section II.2.2.3). Such representation might be achieved on 2D monitors and prints using either perspective drawing (see the sRGB gamut in the CIELAB space in Figure II.13) of by slicing the gamut to several planes of constant lightness or hue angle. A similar approach is used by Munsell (as in Figure II.14) to represent its color space (Munsell, 1905).



II.3.6



Representation of a Selection of Gamuts



There is a large variety in the shape and size of gamuts of reproduction devices. The gamuts depend on the characteristics of the devices and on the viewing conditions. For printers, the choices of technology (e.g. electrophotography, laser, ink-jet), set of inks,
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Figure II.12: sRGB primaries and gamut in the CIE 1931 xy chromaticity diagram.



Figure II.13: Representation of the sRGB gamut boundaries in the CIELAB color space by the ICC3D software (Farup et al., 2002; Bakke, 2007).
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Figure II.14: Representation of a slice in Munsell color system: Munsell values (vertical axis) and chroma (horizontal axis) at constant hue 5Y (yellow) and 5PB (blue). primary colors, halftoning, paper have an impact on the gamut. For monitors, the primary colors, white point, technology (LCD versus CRT) have an impact. In the following section we represent gamuts of several monitors, printers and color encodings, then we consider the impact of the quality of the paper on the gamut of prints for a given printer and outline the diﬀerence of shapes between the gamut of a standard RGB color space and a CMYK printer (see the speciﬁcations of the selected devices in Appendix B). The gamut comparison proposed in this section are performed in media-relative colorimetry. Monitor The size of a monitor’s gamut depends mainly on the spectral purity of the red, green and blue primaries and on the luminance of the white point. As the quality of the liquid crystal display based monitor improves, the white point luminance reaches new levels, sometimes up to 4-5 times the white level of a typical cathode ray rube display. See in Figure II.15 the gamut of a high-quality LCD monitor Eizo Color Edge CG221 compared to a Dell UltraSharp LCD monitor. The two gamuts have similar shape but the gamut of the Eizo CG221 is larger. Color Image Encoding In Figure II.16 the representations of the gamut boundaries of the Adobe RGB 1998 and sRGB are compared in CIELAB space (Adobe Systems, 2005; IEC/4WD 61966-2-1, 1998). The green part of the Adobe RGB 1998 is large compared to sRGB, because the green primary color of the Adobe RGB 1998 has a higher chroma. Printers The size of the printer gamuts depends on the saturation of the primaries, on the number of inks (e.g. classic four inks CMYK versus six inks CMYK + Red + Orange as
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Figure II.15: Comparison of two LCD Monitors: Eizo Color Egde 221 (external color mesh) and Dell UltraSharp LCD (internal color solid with black mesh) gamut boundaries in CIELAB space.



Figure II.16: Comparison of two RGB color spaces: Adobe RGB 1998 (external color mesh) and sRGB (internal color solid with black mesh) gamut boundaries in CIELAB space. Notice how the green area of the Adobe RGB 1998 is large compared to sRGB.
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in the Epson Stylus Photo R1900) and on the quality of the paper (e.g standard uncoated paper versus high-quality glossy photo paper). See in Figure II.17 the representation of the gamuts of the Epson Stylus PRO 7600 (CMYK + light cyan + light magenta + light grey) with Premium Luster Photo paper (a high quality paper) (color mesh), versus the gamut of the CMYK Océ ColorWave 600 with standard Red Label paper (color solid with black mesh) in CIELAB space. The size of the gamuts are diﬀerent, but their shapes are similar.



Figure II.17: Comparison of two printing systems: Epson Stylus PRO 7600 with Epson Premium Luster Photo paper (external color mesh), Océ ColorWave 600 with Océ Red Label paper (internal solid color with black mesh) gamut boundaries in CIELAB space. Other factors impact the gamut of a printer, e.g. the quality of paper and the halftoning. For a given printing system (i.e. a system composed of a printer, an ink set and a driver), the impact of the quality of paper on the size of the gamut is considerable. The ability of the paper to absorb the ink has an impact on the ink coverage and on its ink limit. A higher quality of paper induces a darker printed black and more saturated colors, therefore a larger gamut. The quality of uncoated paper is usually lower than the quality of coated paper. The halftoning algorithm has also an impact on the gamut size: when color dots are printed on top of dots of other colors, the resulting gamut is smaller than when color dots are printed next to dots of other colors (Rhodes and Hains, 1994). This is mostly an issue in amplitude modulation halftoning, not so much in frequency modulation used in inkjet printers. Printer versus Standard RGB In Figure II.18 the representations of the gamut of the Adobe RGB 1998 and the gamut of the printing system Epson Stylus PRO 7600 with
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Epson Premium Luster paper are compared in CIELAB space (Adobe Systems, 2005). The shapes of the two gamuts are very diﬀerent.



Figure II.18: Comparison of an RGB color gamut and a gamut of a printing system: Adobe RGB 1998 (external color mesh) and Epson Stylus PRO 7600 with Epson Premium Luster paper (internal color solid with black mesh) in CIELAB space. Note the diﬀerence in shape of the two gamuts.



II.3.7



Summary



We have introduced existing methods to characterize device gamuts, to describe the gamut boundary and to represent gamuts in color spaces. Such representations (e.g. in Figure II.18) show diﬀerence in shape: an RGB gamut and the gamut of a printing system have diﬀerent shapes, due in part to the diﬀerence of primaries (RGB versus CMYK).



II.4



Gamut Mapping Algorithms



Each device has its own color gamut (Section II.1) and in a color managed workﬂow (Section II.5.1), each color image is associated with a color gamut. To reproduce such an image on an output device (e.g. a monitor), one needs to assess the potential diﬀerences between the gamut associated with the image named input gamut and the gamut of the output device named output gamut (see Section II.3.6). In this section we introduce the concept of gamut mapping, describe several mapping algorithms and present shortly the principles of color management.



II.4 Gamut Mapping Algorithms



II.4.1
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Aims of Gamut Mapping Algorithms



The Gamut Mapping Algorithm (GMA) maps each color in the input gamut to a color in the output gamut. The fundamental role of a GMA is to manage the color gamut diﬀerences of shape and size that the input gamut and the output gamut may present in order to maintain the appearance of the input image in the output image to the extent possible. Several cases exist when comparing the input and output gamuts (Figure II.19):



Figure II.19: Cases of use of a gamut mapping algorithm: (a) the input gamut is larger than the output gamut, (b) the input gamut is smaller than the output gamut, (c) the input and output gamuts have similar sizes but diﬀerent shapes. (a) The input gamut is larger than the output gamut, i.e. some colors in the image cannot be reproduced by the output device, causing a loss of information. One typical illustration of this case is a printing workﬂow where an image optimized in the working space Adobe RGB 1998 (SectionII.2.3.4) is printed on a media having a very diﬀerent and possibly smaller gamut shape. It is also the case that our study focusses on. In such a case, the mapping algorithm aims at preserving as much as possible the characteristics of the image while compressing and/or clipping the input gamut to ﬁt in the output gamut (SectionII.4.4). Trade-oﬀs need to be made and the characteristics considered as the most important will be more preserved than others, depending on the intent of the reproduction (Sections II.4.2.1, II.5.4). Morovič refers to this case as gamut reduction in (Morovič, 2008). (b) The input gamut is smaller than the output gamut. Even though all colors in the image can be reproduced by the output device, the gamut of the output device is only partially exploited and the use of the device not fully optimal. One typical illustration of this case is a broadcasting workﬂow (Anderson, Garcia, and Gupta, 2007; Morioka, Azuma, and Inui, 2005) where video images from video cameras are rendered in the networks standard working space (e.g. ITU-R BT.709 or sRGB,
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see Section II.2.3.4) and displayed on a large gamut television set. In this case, the aim of the mapping is to take advantage of the large output gamut by expanding the input gamut to re-instate the appearance of the initial scene without inserting unnatural color content in the image (e.g. very saturated faces). (c) The input and output gamuts have similar sizes but diﬀerent shapes. In this case, some parts of the input gamut might be outside the output gamut, and vice versa: the gamut mapping algorithm should be adaptive. In some parts of the color space, the mapping will occur inward (as in case (a)) and in other parts, it will occur outward (as in case (b)).



II.4.2



Reproduction Strategies



In this section we introduce diﬀerent reproduction strategies, and draw a distinction between gamut mapping and color rendering. II.4.2.1



Goals and Constraints



A large panel of geometrical transforms exist to map an input gamut to an output gamut. Before investigating them, the goal, the constraint and the strategy of the mapping must be deﬁned. Several strategies might be identiﬁed (Morovič, 1998): • Preferred reproduction: to produce a preferred reproduction, the algorithm should take into account models of perception by the human visual system. • Accurate reproduction, then metrics such as color diﬀerence metrics (Section II.2.5) or more elaborate Image Quality Metrics (IQM) can be used to assess the accuracy. • Locally accurate reproduction. • Colorimetric reproduction. Green dissociates several types of graphic objects with diﬀerent constraints (Green, 2003b): • Images where the relations between colors are important, • Graphics where it is often the intention to use saturated colors lying on the gamut surface, • Spot colors which should be reproduced colorimetrically as close to the original as possible. Green summarizes baseline gamut mapping aims found in numerous publications: “Preserve the grey axis of the image, maximize the luminance contrast, reduce number of out-of gamut colors, minimize hue shifts, preserve or increase saturation, preserve relationship between colors” (from (Green, 2003b)).
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II.4.2.2
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Gamut Mapping and Color Rendering



The (CIE TC 8-03, 2004) deﬁnes gamut mapping as: “a method for assigning colors from the reproduction medium to colors from the original medium or image (i.e. a mapping in color space)”. And the (ISO 22028-1, 2004) introduces distinctions between gamut mapping and color rendering: “the term gamut mapping is somewhat more restrictive than the term color rendering because gamut mapping is performed on colorimetry that has already been adjusted to compensate for viewing conditions diﬀerences and viewer preferences, although these processing operations are frequently combined in reproduction and preferred reproduction models. Color rendering generally consists of one or more of the following: compensating for diﬀerences in the input and output viewing conditions, tone scale and gamut mapping to map the scene colors onto the dynamic range and color gamut of the reproduction, and applying preference adjustments.” In (ISO 22028-1, 2004), gamut mapping is deﬁned as the “mapping of the color-space coordinates of the elements of a source image to color-space coordinates of the elements of a reproduction to compensate for diﬀerences in the source and output medium color gamut capability.” And color rendering as the “mapping of image data representing the colorspace coordinates of the elements of a scene to output-referred image data representing the color-space coordinates of the elements of a reproduction” (reproduced from (ISO 22028-1, 2004)). Color re-rendering is also deﬁned, it applies to images already color rendered for an output gamut: “mapping of picture-referred image data appropriate for one speciﬁed real or virtual imaging medium and viewing conditions to picture-referred image data appropriate for a diﬀerent real or virtual imaging medium and/or viewing conditions”. Color rendering and re-rendering algorithms change the appearance of the content, to produce a pleasing adaptation for the intended destination. According to the ISO (ISO 22028-1, 2004) and the ICC (International Color Consortium, 2004), color rendering includes gamut mapping, whereas in the CIE documentation, color rendering and gamut mapping are equivalent. In most articles published concerning gamut mapping algorithms only gamut mapping is mentioned and often includes color rendering and color re-rendering. In our study we will use the ISO / ICC deﬁnitions. Image State Still in the (ISO 22028-1, 2004), a distinction is drawn as in Figure II.20 between several image states, namely the scene-referred versus the picture-referred color encodings. Furthermore within the picture-referred group, the original-referred and outputreferred color encodings have to be distinguished. These diﬀerent states correspond to diﬀerent steps in a digital image workﬂow, from the scene to the output, where rendering algorithms cascade and successively modify the image values (see also Section VI.2.5).



II.4.3



Color Space for Gamut Mapping Algorithms



Most gamut mapping algorithms are deﬁned to preserve some perceptual attributes such as the hue, chroma, saturation, lightness at the expense of others. Therefore, a perceptual color space is more suited for such an algorithm and CIELAB and CIELUV are most often used for gamut mapping. Yet these color spaces are not perfectly isotropic with respect to perception (Ebner and Fairchild, 1998). In some cases, if the L* value in CIELAB of a color is changed, its perceived hue or chroma might also change. (Green, 2003b) notes that
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Figure II.20: Image state diagram from (ISO 22028-1, 2004) showing the relationship between various types of color encodings. “the perceptual non-uniformity found in CIELAB can lead to problems when compressing colors between two gamuts (...) especially if the compression is large” and suggest the use of IPT. Several attempts to use more uniform color spaces have been published and are discussed in the following. The uniformity of CIELAB is tested in (McCann, 1999a). This paper shows surprisingly large discrepancies between CIELAB and isotropic observation-based color spaces, such as the Munsell color space (Munsell, 1905): (a) L*a*b* chroma exaggerate yellows and underestimate blues. (b) There is a large discrepancy between calculated L*a*b* values and uniform color spaces based on direct observation (i.e. the Munsell color space (Munsell, 1905)). (c) Chips in the Munsell book of color with identical perceived hue do not have the same hue angle in CIELAB. CIELAB introduces errors larger than many gamut mapping corrections. McCann proposes three-dimensional lookup tables to convert instantly any measured L*a*b* to a new color space based on interpolated Munsell Book values and call this color space M L, M a, and M b in honor of Munsell. He suggests that gamut mapping results will beneﬁt from the use of this space. Braun et al. experiment gamut mapping in hue-linearized versions of the CIELAB color space (Braun, Fairchild, and Ebner, 1998). Results show that, in the “blue” region of CIELAB (i.e. hue angles between approximately 260o and 320o ), the hue corrected
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color spaces are more visually uniform and perform better than CIELAB with respect to perceived hue. However the CIELAB is as good or better than any hue-corrected spaces outside of the blue region. (Marcu, 1998) suggests the use of mLAB, a new space resulting from re-mapping the CIELAB coordinates such that a constant angle section in the new space ﬁts a constant hue chart of the Munsell re-notation system. Experimental results show improvements for several gamut mapping algorithms. (Zeng, 2000) presents a gamut mapping approach using multiple color spaces to solve problems and limitations of a single color space, but he acknowledges that the implementation is complicated. Later in (Zeng, 2001) Zeng suggests using a composite color space, that is a linear combination of standard color spaces, such as CIELAB, CIELUV and CIECAM97s (Fairchild, 1998), with diﬀerent weighting in diﬀerent regions. In (Tastl, Bhachech, Moroney, and Holm, 2005) the authors have successfully implemented an ICC workﬂow (see Section II.5.2) using CIECAM02, further study is needed to compare results over other spaces such as CIELAB and IPT. Even though CIELAB is not a perfectly isotropic color space, it is used in many existing gamut mapping algorithms. Therefore we will use it in this study to make the results of the experiment more easily comparable with alternative algorithms. Yet the algorithms proposed in this study can be adapted to other perceptual color spaces such as the CIELUV or to color appearance models such as the CIECAM02.



II.4.4



Pointwise Gamut Mapping Algorithms



After reviewing the context of gamut mapping algorithms, we focus on the existing algorithms. In the quest for an optimal reproduction, an impressive number of GMAs have been proposed in the literature. Morovič and Luo have made an exhaustive survey in (Morovič and Luo, 2001). In this section we will mainly focus on the non-adaptive pointwise algorithms, that is mapping algorithms from an input point to an output point in a color space that don’t adapt to the content of the image. The ICC (Section II.5.2) color management ﬂow is based on this ﬁrst generation of pointwise GMAs (International Color Consortium, 2004). Morovič and Luo classiﬁed these classic GMAs into two categories: gamut clipping and gamut compression. II.4.4.1



Gamut Clipping Algorithms



Gamut clipping algorithms project color lying outside the output gamut onto its boundary. Input colors inside the output gamut are not modiﬁed. For input colors outside the output gamut, these algorithms specify a mapping criterion, which deﬁnes the direction of projection. A given input color outside the output gamut is projected onto the output gamut boundary toward the deﬁned direction (see (Morovič, 1998), see also Figure II.21). Gamut clipping algorithms usually preserve saturation but reduce image details outside the destination gamut and sometimes introduce clipping artifacts. Direction of projection Numerous clipping algorithms exist (Morovič, 1998, 2002; Morovič and Luo, 2001), diﬀering mainly by their direction of clipping. Among them some of the most used and often referred to are (see also Figure II.22): • HPMin∆E is Hue-Preserving Minimum ∆E projection onto the gamut boundary,
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Figure II.21: Gamut clipping algorithms: map colors outside the output gamut to a color on the output gamut boundary. • SCLIP is a projection toward the 50% grey point onto the gamut boundary at constant hue, • CUSP is a clipping toward the point on lightness axis with the lightness of the cusp on the gamut boundary at constant hue. The term cusp refers to the color with maximum chroma at a given hue.



Figure II.22: Frequently used gamut clipping directions: HPMin∆E, SCLIP toward the 50% grey point center, CUSP toward the point on lightness axis with the lightness of the cusp on the gamut boundary at constant hue.
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II.4.4.2



Gamut Compression Algorithms



Gamut compression algorithms compress the input gamut onto the output gamut. They “make changes to all colors from the original gamut so as to distribute the diﬀerences caused by gamut mismatch across the entire range.” (from (Morovič, 1998)). Gamut compression algorithms are better at preserving details but tend to reduce saturation. Compression is needed when larger diﬀerences are to be overcome, as gamut clipping could result in unacceptable loss of variation in out-of-gamut regions under such circumstances. There are numerous compression algorithms, from simple linear uniform compression schemes to more complex non-linear schemes (see surveys in (Morovič, 1998, 2002; Morovič and Luo, 2001)). Among them, simple linear compression and the more complex Sigmoidal Gaussian Cusp Knee (SGCK), considered as a powerful compression GMA. Soft clipping, a non-linear compromise between a linear compression clipping will be presented. Most of these compression algorithms are applied in CIELAB color space, yet compression in CIE XYZ space has also been proposed in the literature and will be introduced here. SGCK is a chroma-dependent sigmoidal lightness mapping and cusp knee scaling (CIE TC 8-03, 2004). This GMA keeps perceived hue constant, compresses lightness and chroma along lines toward the point on the lightness axis having the same lightness as the cusp of the destination gamut, using a knee function (Figure II.23). This algorithm is a combination of GCUSP (Morovič, 1998) and the sigmoidal lightness mapping and cusp knee scaling proposed in (Braun and Fairchild, 1999):



Figure II.23: Gamut compression algorithms: map the whole input gamut onto the output gamut. (a) Keep hue constant, (b) Map lightness using the following formula: L∗s = Compsigmoidal L∗o ,



(II.56)



L∗r



(II.57)



= (1 −



pC )L∗o



+



pC L∗s ,
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where L∗r is the reproduction lightness, L∗o is the original lightness, L∗S is the result of the mapping of L∗o using a sigmoidal compression function Compsigmoidal and: pC



= 1 − ((C ∗3 /(C ∗3 + 5 ∗ 105 ))1/2



(II.58)



is a chroma-dependent weighting factor which depends on the chroma C ∗ of the original color. Soft Clipping is a non-linear compromise between a linear compression (Section II.4.4.2) mapping and gamut clipping (see Figure II.24). It can be applied to the lightness L∗ or the chroma C ∗ . The goal is to compress the lowest L∗ values (or the largest C ∗ values) and to leave unchanged the highest L∗ values (or the smallest chroma values). The transition between the two behaviors is soft or progressive, this is done with a higher order function which is tangent to the y = x function near the grey axis and then diverges from it near the minimum L∗ (or maximum C ∗ ).



Figure II.24: Chroma mapping functions. (reproduced from (Morovič, 1998)) Black Point Compensation & Lightness Compression Algorithms Black Point Compensation (BPC) (Borg and Adobe Systems, 2002), also referred to as linear XYZ scaling (Holm, 2005), maps the source’s black point to the destination’s black point in the CIEXYZ color space, hence scaling intermediate color values. Alternatively a Lightness Compression Algorithm (LCA) also named lightness scaling, rescaling or remapping might be applied to the image in the CIELAB color space. Linear, polynomial and sigmoidal LCAs (Braun and Fairchild, 1999; Green, 2003b) have been proposed and implemented in pointwise color workﬂows (see SGCK in Section II.4.4.2). Experimental results (Braun and Fairchild, 1999; Green, 2003b) suggest that the performance of sigmoidal scaling depends on the magnitude of gamut diﬀerence and might be image-dependent. Much like in ﬁlm photography, these sigmoidal curves are meant to compensate for the loss of dynamic range by boosting the contrast of middle range values. XYZ scaling is considered by Holm in (Holm, 2005) as a baseline ﬁrst step in color re-rendering for reasonably similar output-referred source and destination media. (Tastl et al., 2005) also recommends XYZ BPC over L∗ scaling in the ICC color management workﬂow II.5.3. Most pointwise ICC workﬂow implementations apply linear CIEXYZ scaling (e.g. (Borg and Adobe Systems, 2002)). Scaling the dynamic range of the image to ﬁt in the output dynamic range is
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often part of rendering workﬂows. Applied before the gamut mapping algorithm, it avoids consequent clipping of low-key values in the image. Black Point Compensation as proposed by Adobe (Borg and Adobe Systems, 2002) describes Adobe’s implementation of CIE XYZ scaling where the input image I is ﬁrst converted to a normalized ﬂat XYZ encoding with white point = [1,1,1] and its range scaled to ﬁt into the range of the destination device as proposed in (Borg and Adobe Systems, 2002). The YnBP C value of pixel i, YniBP C , is obtained as follows (similar expressions for Xni BP C and Zni BP C ): YniBP C



=



Yni − Yminlow (1 − YminDest ) + YminDest , 1 − Yminlow



(II.59)



where YniBP C is the scaled Y value of the destination pixel i, Yni the Y value of the source pixel i, Yminlow the minimum Y value of the image and YminDest the minimum Y value of the destination device. Similarly: Xni BP C



=



Zni BP C



=



Xni − Yminlow (1 − YminDest ) + YminDest , 1 − Yminlow Zni − Yminlow (1 − YminDest ) + YminDest . 1 − Yminlow



(II.60) (II.61)



The resulting image is then converted to CIELAB. BPC signiﬁcantly decreases the number of out of gamut pixels and the distance between the gamut and these pixels. Notice that Black Point Compensation can be considered as a gamut compression algorithm. As such, it produces images that are less saturated. This desaturation is not always welcomed and/or necessary. To avoid unnecessary compression, BPC can be applied on an image basis only if large parts of the image are signiﬁcantly below the level of the output black point. Inverse Gamma Inverse The Inverse-Gamma-Inverse (IGI) technique is described in (Braun and Bala, 1999). It maps colors in such a way as to try to preserve the appearance of contrast in an image. It operates in a linear colorimetric RGB space. The mapping function is given by: RGBnew = 1 − (1 − RGBorig )γ ,



(II.62)



where γ is calculated using Eqs. II.63, II.64 and II.65. The transformation in equation II.62 is performed individually on the R, G, and B signals (where 0 ≤ R, G, B ≤ 1). The gamma value γ is calculated in such a way as to map 95% of the input luminance range (1 - Y) to 95% of the output luminance range (1 - Y’). γ = where:



′ ) log(1 − Y95 , log(1 − Y95 )



(II.63)



Y95 = (1 − Ymin ).(1 − 0.95) + Ymin , ′ Y95



= (1 −



′ Ymin ).(1



− 0.95) +



′ Ymin .



(II.64) (II.65)



42



Chapter II. Elements of Color Science



Figure II.25: Black Point Compensation in CIE XYZ (see equations II.59 - II.61). The eﬀect of these calculations on the image is to lighten and increase the chroma of dark colors, and lighten and decrease the chroma of light colors. The eﬀect on the image lightness is one of the most valuable aspects of this technique. The authors claim that the resulting eﬀect is similar to the sigmoidal tone-reproduction.



II.4.5



Spatial Gamut Mapping Algorithms



In the previous section we have mainly focused on non-adaptive pointwise algorithms (Section II.4.4). After much eﬀorts to improve these pointwise GMAs, it has been advocated that preservation of the spatial details in an image is a very important issue for perceptual quality (McCann, 2001; Sun, 2002). Yet the pointwise gamut mapping algorithms are pixel-by-pixel mapping and ignore the spatial color relation between neighboring pixels. In the case of Hue-Preserving Minimum ∆E clipping (see (CIE TC 8-03, 2004) and II.4.4.1), Iout = HP M in∆E(Iin ),



(II.66)



with Iin the original image and Iout the gamut mapped image (see Figure II.26), the level of local color variations ∆(piout , pjout ) between two neighboring pixels i and j of the gamut mapped image is likely to be lower than the level of their local color variations ∆(piin , pjin ) in the original image. This can lead to major perceived degradations in the details of the image. Thus GMAs adaptive to the spatial content of the image, i.e. Spatial Gamut Mapping Algorithms (SGMAs), have been introduced. These new algorithms try to balance both color accuracy and preservation of details, by acting locally to generate a reproduction perceived as close to the original. “One of the fundamental motivations of spatial gamut mapping is the need to preserve the edge between two out-of-gamut colors, which would otherwise map individually to the same in-gamut color." (Kimmel, Shaked, Elad, and Sobel, 2005). Morovič describes (in (Morovič, 2002), p. 677): “ As a consequence, a given color will be treated diﬀerently depending on its surrounding colors in an image”. Two
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pixels with the same color values in diﬀerent areas of the original image might be mapped to diﬀerent color values. To prevent the degradation of details, SGMAs need to maintain somehow the distance between each pixel and its neighbors (Figure II.27). To do so it might be necessary to modify the color value of the mapped pixel or the color value of its neighborhood, or both. A compromise needs to be found between the preservation of the color value of a pixel and the preservation of the color relation with its neighbors. They also need to avoid the introduction of artifacts such as halos, hue shift or posterization that might occur when locally processing the images. There are a limited number of publications regarding this recent and important development. In this chapter, we review most of the proposed algorithms starting with Meyer and Barth who introduced the ﬁrst SGMA (Meyer and Barth, 1989) (see also Section III.3.1). We distinguish two groups of SGMAs which follow diﬀerent approaches: the ﬁrst, compensation approach reinserts high-frequency content in clipped images to compensate for the loss of details caused by clipping (see also Section III.3), the second optimization approach uses iterative optimization tools (see also Section III.4). In the next Chapter III we will analyze all these SGMAs within a common mathematical framework. II.4.5.1



Compensation Approach



Algorithms of the compensation approach are usually suﬃciently fast to be implemented in an industrial color-ﬂow. They have a moderate motivation: to limit or compensate for the loss of details caused by clipping algorithms. Clipping yields good results in terms of saturation but tends to degrade image details in saturated areas. The projection might fail because it projects all non reproducible colors lying on the line of the projecting direction onto the same point on the gamut boundary. If in a local area, several neighboring pixels lie on the same line of projection but with distinguishable colors, the local variations that form the spatial content will be erased (see Figure II.26).



Figure II.26: HPMin∆E projects all colors lying outside the gamut and on the line of the projecting direction onto the same point on the gamut boundary, erasing local image variations.
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Figure II.27: Results of diﬀerent gamut mapping strategies in a scenario where the colors of a pixel and its neighbors lie in a hue plane, outside the destination gamut. a) Linear compression: considerable desaturation, and good preservation of local variations, b) Clipping: maximal preservation of saturation, loss of all the local variations in the direction of projection, c) Adaptive Clipping: almost maximal preservation of saturation, loss of half the local variations in the direction of projection, d) Non-linear Adaptive Compression: small desaturation, local variations are preserved but reduced in the direction of projection.



Similarly, if pixels in a local neighborhood lie on nearby projection lines, they will be mapped to nearby points on the gamut hull, and the local spatial variations may be severely diminished. To prevent these degradations, this approach of SGMAs proposes solutions that can be divided in two groups. In the ﬁrst group, (Meyer and Barth, 1989), (Kasson, 1995) and recently (Morovič and Wang, 2003) proposed to ﬁrst decompose the image in frequency bands. The low-pass band is gamut mapped then sequentially the next higher pass image is added and clipping toward the 50% grey point (SCLIP) is applied. Results of such an approach depend both on the algorithm used in the image decomposition and on the GMAs successively applied. In the second group, XSGM by (Balasubramanian, de Queiroz, and Eschbach, 2000), the original image is gamut mapped using a direction of projection that emphasizes preservation of chroma over luminance. The parts of the original image that were clipped are high pass ﬁltered and added to the gamut mapped image. The resulting sum is again gamut mapped using a direction of projection that emphasizes preservation of luminance over chroma. Previously conducted psycho-physical evaluations showed that XSGM obtains good scores but suﬀers from the presence of halos (Bonnier, Schmitt, Brettel, and Berche, 2006). Recently, (Zolliker and Simon, 2006) proposed to improve XSGM by using bilateral ﬁltering. The use of such a ﬁlter eliminates the halos that were produced in XSGM by the gaussian ﬁlters; and (Farup et al., 2007) proposed a set of operators to reduce haloing in multilevel GMAs.
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Optimization Approach



The optimization approach includes algorithms proposed by (Nakauchi, Hatanaka, and Usui, 1999), (McCann, 2001), and (Kimmel et al., 2005). Using models of perception of the Human Visual System (HVS), the algorithms minimize the perceived diﬀerences between the original and the candidate reproduction by locally modifying the candidate. A typical framework would be: (a) Gamut map the input image to obtain a reproduction candidate image, (b) Compute the diﬀerence between the input and the reproduction image (i.e. the criterion to optimize), (c) Exit if diﬀerence is under a threshold, else: (d) Update reproduction image, (e) Gamut map the updated reproduction and go to step 2. In these optimization loops the image diﬀerence is computed using an Image Quality Metric (IQM). The two images are ﬁltered by model of the human visual system then the distance between the two ﬁltered image is computed. The main diﬃculty is to deﬁne an appropriate image diﬀerence as a criterion to optimize: IQMs and HVS are still active topics of research. Another issue is the lengthy computing time, making these algorithms diﬃcult to use in an industrial context.



II.5



ICC Color Management



In this section we introduce color management, wrapper of color communications, where gamut mapping algorithms are applied in the real world. Several implementations of color management are possible, but since the ICC color management is a de-facto standard, we will describe and use this framework in our study.



II.5.1



Color Management



The aim of color management is to maintain and deliver color ﬁdelity. The term color fidelity refers to the successful interoperability of color data and color transforms from image creation to output across multiple targets such that color production quality consistent with the user’s intent can be achieved. To manage colors in a workﬂow essentially means to characterize the devices in this workﬂow and build color transforms from one device to another. These transforms embed the color rendering algorithms (Section II.4.2.2) including gamut mapping algorithms. Several all-in-one device manufacturers have built closed color management systems. It is not an issue when these all-in-one devices include the input (e.g. a scanner) and output devices (e.g. monitor and printing system). However, when more and more input and output devices are made available by their own, the need for a standard color management framework arises.
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International Color Consortium



The International Color Consortium (ICC) was established in 1993 by eight industry vendors to address this need. The ICC framework (International Color Consortium, 2004) is now a widely used de facto-standard and is referred to in many international standards. One key concern in our research is the compatibility of the new adaptive gamut mapping approaches with this industry de facto standard. In the following we present the ICC framework and investigate the inclusion of adaptive approaches in the ICC framework.



Figure II.28: Use of a reference color space. (Reproduced from the ICC.1:2004-10 p.vii (International Color Consortium, 2004))



II.5.3



ICC Color Management Architecture



Devices represent color in diﬀerent spaces and diﬀerent gamuts, the ICC provides a consistent color management across devices. The underlying architecture assumed in the ICC is based around a reference color space and color transforms from the color space to the device colorimetry and back. The reference Proﬁle Connection Space (PCS) connects the color transforms embedded in the ICC proﬁle ﬁles. An application named Color Management Module (CMM) provides the mathematical engine to perform the proﬁle-to-proﬁle transformations. The input and output transforms can be paired arbitrarily at run time by the CMM even though they are created independently. Figure II.28 shows how a reference color space can be used to provide the common interface for color speciﬁcation between multiple devices in a print workﬂow. Proﬁle Connection Space Proﬁle Connection Space is an abstract color space providing a standard connection point for combining ICC source and destination proﬁles. It allows the proﬁle transforms for input, display, and output devices to be decoupled so that they can be produced independently (Figure II.29). The PCS is based on CIE XYZ or CIELAB (Section II.2.2.1) determined for a speciﬁc observer (CIE Standard 1931 Colorimetric Observer), relative to D50 , and measured with a speciﬁed measurement geometry (0o /45o or 45o /0o ), for reﬂecting media ((International Color Consortium, 2004)). Since
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the conversion from CIE XYZ to CIELAB is quite unambiguous (Section II.2.2.3) proﬁle builders can use either.



Figure II.29: Print workﬂow in ICC framework: ICC proﬁles and Proﬁle Connection Space.



ICC Proﬁle An ICC proﬁle is a ﬁle containing a set of transforms from one color encoding to another, e.g. from device color coordinates to proﬁle connection space. Device proﬁles provide color management systems with the information necessary to convert color data between native device color spaces and device independent color spaces. The speciﬁcation divides color devices into three broad classiﬁcations: input devices, display devices and output devices. ICC proﬁles perform two functions. The ﬁrst, coordinate transformation, relates device color values to colorimetric values in the PCS. The second, color rendering or color re-rendering, changes the colorimetry of an original to be better suited for some particular reproduction medium. The color rendering includes gamut mapping (see Section II.4.2.2). The two functions are folded together in several transforms (the rendering intents transforms) within an ICC proﬁle. The diﬀerences between rendering intents in a given proﬁle are due to diﬀerent color rendering transforms (International Color Consortium, 2005). The diﬀerences between proﬁles produced by diﬀerent proﬁle-making software are also due to diﬀerent transforms. Building a good proﬁle is a diﬃcult task requiring a lot of expertise in color rendering and gamut mapping.



II.5.4



Rendering Intents



Several reproduction intents are possible in a reproduction workﬂow (Sections II.4.2.1, II.4.2.2) depending on the needs of diﬀerent applications. The ICC speciﬁes rendering intents instead of rendering algorithms. The software developers have the responsibility to select appropriate color rendering algorithms in regard of the deﬁnition of the intents. Four color rendering intents are speciﬁed by the ICC: Absolute colorimetric, mediarelative colorimetric, perceptual and saturation (International Color Consortium, 2004). Each one represents a diﬀerent color reproduction compromise, useful for various imaging workﬂow: Absolute colorimetric intent Transformations for this intent leave the in-gamut colors unchanged. Out of gamut colors are mapped to the gamut, any clipping algorithms might
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be used. It is useful when an exact color match is required for all within gamut colors, e.g for prooﬁng applications where the output of a printing system is simulated using another printing system. Media-relative colorimetric intent In this intent, data is normalized relative to the media white point. (The media white is mapped to the PCS CIELAB white [100, 0, 0]). After the normalization out of gamut colors are mapped to the gamut, any clipping algorithms might be used. The use of media-relative colorimetry enables color reproductions to be deﬁned which maintain highlight details, while keeping the medium white, even when the original and reproduction white media diﬀer in color (International Color Consortium, 2004). Relative colorimetric intent is particularly adapted for storing device characterization. Saturation intent This intent aims at preserving the vividness of pure colors. The exact gamut mapping of the saturation intent is vendor speciﬁc and involves compromises such as trading oﬀ preservation of hue in order to preserve the vividness of pure colors. It is the most loosely deﬁned intent, also the less used in the industry. Suited algorithms are clipping algorithms, gamut expansion algorithms (Section II.4.1) and warping of the primaries. The purpose of the warping of primaries is to map the input primaries to the printer’s primaries, to obtain saturated prints where the most saturated parts of the images are printed by one pure (i.e. unpolluted) primary color. For example a Cyan area in the input ﬁle will be printed using the cyan ink of the printer, not polluted by the other inks, even if the L*a*b* of the input and output cyan diﬀer. Perceptual intent The goal of this intent is to produce a pleasing reproduction of an original on some destination output medium. It is also called preferred reproduction. The exact color rendering of the perceptual intent is vendor speciﬁc. The reference medium and viewing environment are deﬁned in (International Color Consortium, 2004). The perceptual intent is useful for general reproduction of pictorial images, when it is not required to exactly maintain image colorimetry and the input and output media are substantially diﬀerent. In the following we describe a typical perceptual workﬂow, where the input data are processed by successive algorithms: • Image color data are converted from the device color coding (e.g. RGB, see Section II.2.3.3) to CIE XYZ (Section II.2.2.1) using color look up tables. CIE XYZ is linear to physical or photometric measures such as the luminance. It is well adapted to perform range scaling/compression and contrast adjustment. • Chromatic adaptation to take into account the diﬀerence of chromaticity between the input illuminant and the PCS illuminant. • Black point compensation (Section II.4.4.2). • Tone re/rendering curves are applied (e.g. sigmoidal curves to increase contrast), especially when viewing conditions for the input and the output are very diﬀerent.
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• Conversion of the color data of the input gamut and image to CIELAB. Perceptual spaces such as the CIELAB are more adapted to color adjustments than CIE XYZ (Section II.4.3). • Warping of the primaries of the input gamut. • Gamut Mapping of the modiﬁed input gamut to ﬁt in the output gamut. • Conversion of the color data to the output device color coding (e.g. CMYK) using color look up tables. Selecting the appropriate intent In (International Color Consortium, 2004), indications are given precising when these intents are appropriate: The media-relative colorimetric transform is useful for colors that have already been mapped to the intended reproduction media-relative colorimetry, whereas the ICC-absolute colorimetric transform is useful for spot colors, and when simulating one medium on another in prooﬁng applications. However, for some prooﬁng applications users prefer the medium to not be simulated and a media-relative rendering is preferred. The perceptual and saturation rendering intents modify colorimetric values to account for any diﬀerences between devices, media, and viewing conditions. Perceptual rendering is useful for general reproduction of images, particularly pictorial or photographic-type images. Saturation rendering should be useful for images which contain objects such as charts or diagrams.



II.5.5



Recommended Gamut Mapping for the ICC Rendering Intents



While the ICC speciﬁes rendering intents instead of rendering algorithms, the deﬁnitions of the rendering intents give indications of the algorithms suitable for each intent (i.e. clipping for colorimetric intents). Furthermore, several publications propose speciﬁc GMAs for each intent: Morovič recommends in (Morovič, 1999) the use of Min∆E for the saturation and colorimetric intents, as proposed in (Katoh and Ito, 1996) with ∆E diﬀering from the CIE ∆Es (see Section II.2.5) : ∆E =



s



(



∆L∗ 2 ∆C∗ 2 ∆H∗ 2 ) +( ) +( ) , Kl Kc Kh



where ∆L∗ , ∆C ∗ and ∆H ∗ are diﬀerences in lightness, chroma and hue predictors respectively and Kl, Kc and Kh are the corresponding weighting coeﬃcients. Based on a psychophysical experiment, the authors found that the most accurate reproductions were obtained when the (Kl:Kc:Kh) coeﬃcients were set to (1:2:1) or (1:2:2). More generally, Morovič advises in (Morovič, 2008) the use of a weighted ∆E clipping. For the perceptual intent Morovič recommends a gamut compression algorithm, like GCU SP in (Morovič, 1998) or SGCK in (Morovič, 2008). Cho et al. recently proposed a new GMA speciﬁcally for saturation intent (Cho, Choh, Kim, Kim, and Bang, 2007). In current ICC proﬁle-making softwares the gamut mapping used are industrial secrets, yet it appears that most of them use clipping algorithms for every intent, the direction of projection and the black point compensation being diﬀerent depending on the intent.
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II.5.6



Color Management Module



A Color Management Module (CMM) is an application providing the mathematical engine to perform the proﬁle-to-proﬁle transformations. It is mainly an interpolation module, its quality depending both on the accuracy and the eﬃciency of the interpolation. Operating Systems usually embed a CMM but third parties can develop their own CMMs if they want to provide their own alternate methods (e.g. Adobe ACE, Apple CMM, Monotype CMM, Onyx CMM, Little CMS, Microsoft ICM2). Users of graphic applications can then select their favorite CMM from within the application’s preference panel. II.5.6.1



Adaptive Gamut Mapping Algorithm in the ICC Architecture



In the current ICC framework, two models of management might be considered to include adaptive algorithms: • The static model (Figure II.30) where most of the smart work is done by the proﬁle maker and its result is built in the perceptual intent of the proﬁle. In this model, the CMM has a limited role of eﬃciently reading and interpolating the pair of input/output proﬁles. • The dynamic model (Figure II.31) where the proﬁles are dumb i.e. the only intent needed is one of the colorimetric intents. The CMM might then perform color appearance adaptations and custom adaptive gamut mapping in the PCS to provide runtime computed color conversions.



Figure II.30: Static CMM and Perceptual rendering in ICC v4 architecture.



Figure II.31: Smart CMM in ICC v4 architecture.
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Smart or Static ? This question is debated within the ICC and the two models have their supporters and opponents. Smart CMM transforms are determined at time of output, providing greater control and freedom later in the process. Depending on software, user could be able to select and control the smart transforms. However, selected transform results may not be pre-tested and ﬁnal results may diﬀer from expectation, therefore users must be able to evaluate the resulting image. In the static model, perceptual intent allows intended color transform to be provided with the source image. Other advantages of the static are the following: the output is predictable, transforms can be complex, pre-tested and optimized, and ﬁnally less user interaction is required.



II.5.7



Selected Workﬂow in our Implementation



For practical reasons, in our implementations of adaptive algorithms we have implemented a smart CMM and used relative colorimetric intent. This way we do not have to embed smart features in ICC proﬁles and can limit the implementation of smart algorithms in the PCS: we use the input proﬁle’s relative colorimetric intent to convert the device coded colors to the PCS, apply smart gamut mapping algorithms on the PCS (CIE XYZ or CIELAB) color coded data and then convert the result to the output device coded colors using the relative colorimetric intent of the output proﬁle (see Chapter III).



II.5.8



Summary



In this section we have explored the aims of gamut mapping algorithms, the reproduction strategies and rendering intents. Then we have described several mapping algorithms and the principles of the color management through the example of the framework speciﬁed by the International Color Consortium. In the next Chapter we introduce a framework for spatial gamut mapping algorithms and show how existing gamut mapping algorithms ﬁt in this framework.
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Chapter III



Comparisons of Spatial Gamut Mapping Algorithms in a Common Framework III.1



Introduction



In this chapter we introduce a mathematical framework for adaptive gamut mapping algorithms (Section III.2). It is based on multi-scale image decomposition (Section III.2.1). This underlying structure will be the base for the development of new spatial and color adaptive gamut mapping algorithms (see Chapter IV). Then we present existing spatial gamut mapping algorithms with a compensation approach (Section III.3), followed by those with an optimization approach (Section III.4). We show that they can be considered as special cases of this framework and that they are related to each other. The aim of this exercise is to encompass the existing tools for each element of the framework, compare them, investigate possible issues in the resulting image. It will then help us identify needs of new developments for one or several elements of the framework to propose a better SGMA.



III.2



Mathematical Framework



A mathematical framework for adaptive gamut mapping algorithms is proposed to unify the presentation of SGMAs proposed in the literature. Its input is a multiscale image, obtained by image decomposition algorithms. (Farup et al., 2007) have proposed a similar framework, limited to multilevel gamut mapping algorithms (Section III.3.6). In the following section, the image decomposition and the framework are presented, then each component of the framework is discussed.



III.2.1



Image Decomposition



Locally adaptive GMAs often use both the color values of the pixels and the values of their local surrounding. Multi-scale decomposition (Simoncelli and Freeman, 1995) is an adapted framework for such local image processing and has been used in SGMAs (Meyer
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and Barth, 1989; Morovič and Wang, 2003; Bonnier, Schmitt, Hull, and Leynadier, 2007; Farup et al., 2007). Let note the multidimensional entities with bold characters. The simplest multi-scale decomposition is in two bands: the low-pass band color image Ilow contains local means and is obtained by convolution of the original image Iin with a blurring ﬁlter. The high-pass band Ihigh contains local variations and can be obtained by subtracting the local mean Ilow from Iin (or by dividing Iin by Ilow ). An example of decomposition in two bands is shown in Figure III.1.



Iin = Ilow + Ihigh , Ilow = Blur(Iin ), Ihigh = Iin − Blur(Iin ).



(III.1) (III.2) (III.3)



Figure III.1: Example of decomposition of the image Iin into two bands: the low-pass band color image Ilow contains local means and is obtained by convolution of the original image Iin with a blurring ﬁlter. The high-pass band Ihigh contains local variations and is obtained by subtracting the local mean Ilow from Iin as in equation III.3. The decomposition is a key element of several SGMAs. Diﬀerent ﬁlters (e.g. Gaussian ﬁlters, mean ﬁlters, bilateral ﬁlters) have been used to achieve it, each with their own properties (some are edge preserving) and sizes. The color space in which the ﬁlter is applied is also of importance. The decomposition might be done to more than two bands (sometimes up to six bands or even to a full pyramid). Once the input image has been decomposed in bands, several options are available to compose the output image. They correspond to various strategies that ﬁt in a same framework that we now describe.



III.2.2



Framework



The framework, common to the various spatial gamut mapping algorithms, can be described in Figure III.2 and as follows:
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Figure III.2: Framework for Spatial and Color Adaptive Gamut Mapping Algorithms, f , g and k are the adaptive mapping functions in equation III.4. Iout = f [Iin , g(Ilow ), k(Ihigh )],



(III.4)



Iout



(III.5)



∈ GamutDest ,



where Iout is the image resulting from the SGMA, GamutDest is the destination gamut (see Figure II.27), f , g, and k are the adaptive mapping functions. f , g, and k should be chosen such that the SGMA preserves as much as possible the color value of each pixel and the color relation between neighboring pixels. Function g modiﬁes Ilow , by acting on the local means. Function g encompasses pointwise algorithms usually applied to the whole image Iin . It might be a pointwise gamut mapping algorithm, a lightness scaling (see Section II.4.4.2), or a re-rendering workﬂow (see Section II.4.2.2). However, in some SGMAs, g is applied to Iin instead of Ilow . Function k adjusts Ihigh , by acting on the local details. Its goal is to ensure a proper rendering of the details. k might be a scaling by a constant factor, a spatial ﬁlter or a more complex function such as a non-linear local contrast boosting (Bonnier and Simoncelli, 2005). It might also integrate a compensation for the modulation transfer function of the output device (see Chapter V). Note that g or k might also be the identity function. Function f ﬁnally merges the adjusted bands. Its goal is to ensure a proper artifactsfree output image Iout in the destination gamut GamutDestination . f might be a pointwise addition or an adaptive merging of the two adjusted bands g(Ilow ) and k(Ihigh ), followed by a gamut mapping algorithm. The trivial case where both g and k are the identity
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function and f a sum followed by a point-wise gamut mapping corresponds to the classic point-wise workﬂow. In the following sections we introduce existing spatial gamut mapping algorithms and how they ﬁt into this framework. We ﬁrst consider the algorithms following the compensation approach, then analyze the algorithms following the optimization approach.



III.3



Compensation Approach



In this section we consider the color gamut mapping algorithms with a compensation approach (see Section II.4.5.1): (Meyer and Barth, 1989), (Kasson, 1995), (Morovič and Wang, 2003), XSGM in (Balasubramanian et al., 2000), (Zolliker and Simon, 2006) and (Farup et al., 2007). Their motivation is to limit or compensate for the loss of details caused by clipping algorithms by using spatial ﬁlters.



III.3.1 III.3.1.1



Color Gamut Matching for Hard Copy, [Meyer and Barth, 1989] Description



This early SGMA proposed by John Meyer & Brian Barth consists of four stages in the CIELCH space summarized in the table below and in Figure III.3: Table III.1: (a) (b) (c) (d)



Process applied to the image in (Meyer and Barth, 1989). Image Decomposition Compression (scaling) of the lightness L* Adaptive chroma compression of the chroma C* Hue and lightness preserving clipping



(a) Image Decomposition The Lightness layer of the original image L∗in is decomposed in two multiplicative components, L∗low the low pass band, or incident illumination and L∗high the high pass band or scene reflectance. The authors assume L∗low to be slowly varying, depending upon the illuminating radiation and to control the dynamic range of the image: L∗in = L∗low L∗high .



(III.6)



The decomposition is accomplished by taking the logarithm of L∗in , low-pass ﬁltering its Fourier transform and ﬁnally use the inverse Fourier transform F T −1 to obtain log(L∗low ), then obtain log(L∗high ): log(L∗low ) = F T −1 (LowP assF (F T (log(L∗in )))),



(III.7)



where LowP assF is a 2D Gaussian with a size between 5 and 20 pixels. Then we obtain L∗low by exponentiation and L∗high as follows: log(L∗high ) = log(L∗in ) − log(L∗low ).



(III.8)



III.3 Compensation Approach



Figure III.3: Description of the framework proposed by (Meyer and Barth, 1989).
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(b) Compression (scaling) of the lightness L* scaled in the log domain (see Figure III.3):



The low frequency image is then



log(L∗low ) = α × log(L∗low ),



(III.9)



where α is the scaling factor. The two bands are recombined and the newly constructed image is scaled between the endpoints of the printer’s lightness range: ∗ L∗out = β × Llow × L∗high + θ,



(III.10)



where β is the scaling factor and θ an oﬀset. (c) Adaptive chroma compression Compression is carried out using a piecewise linear function along lines of constant L* and hue angle. The linear function is of the knee-scaling type and the scaling parameters L1 and L2 (see Figure III.4) depends on the position of the boundary of the destination (printer) gamut along the line of constant L∗ and hue angle passing through the color point of the pixel: ∗ Cout



=



(



∗ L1 × Cin ∗ L2 × Cin



∗ ∈ Gamut for Cin Dest , otherwise.



(III.11)



It is designed to smoothly desaturate the regions of the image that are outside of the destination gamut.



Figure III.4: Scaling parameters L1 and L2 applied in the chroma scaling proposed in (Meyer and Barth, 1989).



(d) Hue and lightness preserving clipping Any pixel color still out of gamut after the ﬁrst three stages is clipped onto the gamut boundary by projection along lines of constant hue and lightness.



III.3 Compensation Approach



III.3.1.2
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Within the Framework



In (Meyer and Barth, 1989), Ilow is obtained by convolution of Iin with a Gaussian ﬁlter. k is the identity function, g an α-compression obtained by a linear scaling function in the log domain and f a sum followed by a non-linear chroma compression algorithm fcomp (in equation III.11) followed by a hue and lightness preserving clipping fclip (see Figure III.3): ∗ Iout = f [Cin , hin , g(L∗low ), L∗high )],



III.3.1.3



(III.12)



Analysis



The algorithm applied to the lightness derives from the retinex theory (Land and McCann, 1971). It is the ﬁrst known attempt in gamut mapping to separate the high frequency and low frequency parts of the image and then apply lightness compression to the lowest frequency band. The choice is made to compress the low pass band, not the high pass band. According to the authors: “This approach is justiﬁed on the basis that the higher frequency components i.e. the details of an image, are almost always more important to the image quality than low frequency components”. The Gaussian based decomposition might lead to halos in resulting images.



III.3.2



Color Image Gamut-Mapping System with Chroma Enhancement at Human Insensitive Spatial Frequencies, [Kasson, 1995]



Figure III.5: Human vision normalized response curves: tag 28 is the HVS luminance response as reported in (Davidson, 1968) and tag 30 is the HVS chroma response as reported in (van der Horst et al., 1967). (Reproduced from (Kasson, 1995))



60



Chapter III. Comparisons of Spatial Gamut Mapping in Common Framework



III.3.2.1



Description



This neighborhood gamut-mapping technique proposed by James. M. Kasson exploits known spatial frequency characteristics of the human visual system: the human visual response (see Section II.2.1.6) to luminance is substantially impaired in a spatial frequency region where the human visual response to chrominance remains strong (below one cycle/degree in Figure III.5). Spatial-frequency ﬁltering is employed to minimize the perceived eﬀects of luminance adjustment (see Figure III.5). The concept is to move the luminance of a color point in the direction of the luminance of the color point with maximum available chroma by preserving hue at low spatial frequencies to which humans are relatively insensitive to luminance variations (tag 30 in Figure III.5), that is bias the luminance changes at low spatial frequencies, in a direction at constant hue that allows greater chroma magnitude. The process applied to the image is summarized in table III.2, and in ﬁgures III.6 III.8, we describe it in the following.



(a) (b) (c) (d)



Table III.2: Process applied to the image in (Kasson, 1995). Computation of W , weight depending on the local chroma distance to the destination gamut (∆C ∗ ) L∗ ﬁltering using contrast sensitivity function Cusp and chroma dependent luminance mapping Scaling of the chroma according to the luminance



(a) Computation of W , weight depending on the local chroma distance (∆C ∗ ) W is a weight with a value 0 < W < 1. It is essentially a truncated and normalized local mean (over the neighborhood of the considered pixel) of the chroma distance between the color of each pixel and the gamut (see Figure III.6): W



=



HV SL (M in(∆C ∗ , T )) , max(HV SL (M in(∆C ∗ , T )))



(III.13)



I



where T is a threshold, HV SL is a spatial ﬁlter calibrated to take advantage of the HVS luminance response (tag 28 in Figure III.5) and ∆C ∗ the gamut error signal, a map of the following chroma diﬀerence: ∗ ∗ ∆C ∗ = Cin − CGM A1 ,



(III.14)



∗ is the chroma magnitude of the considered pixel in the original image I where Cin in and ∗ CGM A1 is the resulting chroma of the gamut mapping of Iin using GMA1, a luminance and hue preserving clipping in chroma direction (only the chroma is reduced, see Figure III.7). ∗ ∗ ∗ ∗ For in-gamut pixels, CGM A1 is set to CGM A1 = Cin , therefore, ∆C = 0. In equation III.13, ∆C ∗ is clipped so that values above threshold T are set to the value T , then it is blurred by HV SL and normalized to produce W . Thus, out-gamut pixels are weighted according to their chroma distance to the gamut, except for remote out-gamut pixels, which are mapped by a point-process gamut-mapping procedure applied subsequently to
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Figure III.6: Computation in Kasson of W , weight depending on the local chroma distance to the destination gamut ∆C ∗ . limit ∆C ∗ to the threshold value T . For most of the pixels , ∆C ∗ < T and W could be simpliﬁed to: W



=



∗ ∆Clow ∗ ), M ax(∆Clow



(III.15)



where: ∗ ∗ ∗ ∆Clow = HV SL (Cin − CGM A1 ).



(III.16)



(b) L∗ ﬁltering using contrast sensitivity function The luminance L∗in is ﬁltered by a spatial ﬁlter calibrated to take advantage of the HVS chrominance response (tag 30 in Figure III.5): L∗low = HV SC (L∗in ), L∗low_GM A2



=



GM A2(L∗low ),



(III.17) (III.18)



where GMA2 is a cusp and chroma dependent luminance color gamut mapping in the CIELCH color space (see Figure III.7). It maps the pixel luminance of L∗in toward the luminance of maximum chroma of the output color gamut at the given hue angle. It moves the luminance of all pixels, whether out-gamut or not and operates independently of the distance to the gamut boundary.
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Figure III.7: Clipping directions in (Kasson, 1995): GMA1 maps at constant hue and chroma, GMA2 maps the L∗ values of every color points toward the L∗cusp of the color point of maximum chroma for a given hue. (c) Cusp and Chroma Dependent Luminance Mapping The mapping is described in Figure III.8 and by the following equations: L∗out = L∗in − W × (L∗low − L∗low_GM A2 ),



(III.19)



where L∗out is the resulting luminance, L∗low the low-pass ﬁltered luminance, L∗low_GM A2 the result of GMA2. It could be rewritten as: L∗out = L∗high + (1 − W ) × L∗low + W × L∗low_GM A2 ,



(III.20)



where L∗high is deﬁned as the diﬀerence L∗in − L∗low . The purpose of the low-pass ﬁlter in equation III.18 is to eliminate the high spatial frequency component of the chromamaximized luminance signal before recombining it with the original’s luminance signal L∗in in equation III.19. In equation III.20 we notice that the original L∗high is preserved, and the low pass band in L∗out is a weighted sum of the original L∗low and the gamut mapped L∗low_GM A2 , where W depends on the perceived chroma distance of the neighborhood to the output gamut. The luminance of each pixel is moved toward the luminance of a low-pass version of the chroma-maximized mapped image. An adaptive W is required to take into account the distance of the considered pixel to the destination gamut: • if the considered pixel and its neighborhood are in the destination gamut, then there is no need for a gamut mapping and W = 0, in which case L∗out = L∗high +L∗low = L∗in ,



III.3 Compensation Approach



Figure III.8: Description of the gamut mapping framework proposed by Kasson.
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• if the considered pixel and its neighborhood are far outside the destination gamut, then there is a need for gamut mapping and W satisﬁes: W = 1, in which case L∗out = L∗high + L∗low_GM A2 , • if the considered pixel and its neighborhood are outside (and near) the destination gamut, then there is a need for gamut mapping and W satisﬁes: 0 ≤ W ≤ 1, in which case L∗out = L∗high + (1 − W ).L∗low + W.L∗low_GM A2 . (d) Scaling of the Chroma according to the luminance by the following equation: ∗ ∗ Cout = Cin .(L∗out /L∗in ),



The scaling is described



(III.21)



∗ is the output chroma, C ∗ the input chroma, L∗ where Cout out the output luminance and in ∗ Lin the input luminance.



III.3.2.2



Within the Framework



In (Kasson, 1995) the input image Iin is ﬁltered, exploiting known spatial-frequency characteristics of the HVS. In this case, f g and k are diﬀerent for L∗ and C ∗ ; h is preserved. L∗out = fL [gL (Ilow ) + L∗high ],



(III.22)



∗ Cout



(III.23)



=



∗ fc [Cin .(L∗out /L∗in )],



hout = hin .



(III.24)



where fL is a luminance-preserving clipping GMA1, gL is a cusp and chroma dependent luminance mapping (chroma-preserving) clipping GMA2 followed by a chroma-dependent weighted sum. fc is a luminance-dependent scaling followed by a luminance-preserving clipping, kL , gc and kc are the identity function. III.3.2.3



Analysis



The second GMA, clipping toward CUSP (GMA2) of L∗low is meant to maximize the available chroma range to the depend of the accuracy of the luminance. A weight W is then proposed to modulate the mapping of the luminance by the amount of chroma change caused by GMA2. The ﬁrst GMA (GMA1), a hue and luminance preserving clipping, is then applied. The more GMA2 produces perceptible chroma error in the low pass band, the biggest the weight W becomes and the more the actual GMA is GMA1. The less the GMA2 produces perceptible chroma error in the low pass band, the lowest the weight W becomes and the more the actual GMA is GMA2. This is based on the experiments that showed that the HVS is more sensible to chroma changes than to luminance changes in low frequency content (see Figure III.5). Therefore, the author proposes an adaptive GMA where a luminance change is preferred to a chroma change in the low pass band. A subsequent chroma preserving GMA should be applied to map remaining out-of-gamut pixels onto the destination gamut, yet it is not mentioned in the patent.



III.3 Compensation Approach



III.3.3
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MSGM, A Multi-Resolution, Full-Colour Spatial Gamut Mapping Algorithm, [Morovič and Wang, 2003]



III.3.3.1



Description



M SGM , a multi-resolution, full-color spatial GMA framework is proposed by Ján Morovič & Yu Wang. The authors claim that: “Its aim is to maintain as much of an original image’s overall, and in particular spatial, information as possible within the limits of a reproduction medium’s gamut.” They describe the framework, a reference implementation rM SGM and two tested implementations, M SGM 2 and M SGM 4. Notice that the reference implementation has not been evaluated in the experiments described in the paper. Here is a description of the framework (see Figure III.9):



(a) (b) (c) (d) (e)



Table III.3: Process applied to the image in (Morovič and Wang, 2003). Decomposition into frequency bands Lightness compression of the coarsest frequency band of the pyramid Initial gamut mapping of the coarsest band Linear scaling of the high frequency bands Successive adding of the next higher frequency band and gamut mapping



Figure III.9: Description of the gamut mapping framework proposed by Morovič and Wang (2003).
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(a) Decomposition into frequency bands The original image is decomposed into diﬀerent spatial frequency bands. The multi-resolution decomposition is obtained by successive mean ﬁltering M F : Ilow_1 = M F (Iin ),



(III.25)



Ilow_2 = M F (Ilow_1 ),



(III.26)



Ilow_n = M F (Ilow_(n−1) ).



(III.27)



And Ihigh_i , i ∈ [1, n], are obtained successively from the highest frequency (i=1) to the lowest frequency (i=n): Ihigh_1 = Iin − Ilow_1 ,



(III.28)



Ihigh_n = Ilow_n−1 − Ilow_(n) .



(III.30)



Ihigh_2 = Ilow_1 − Ilow_2 ,



(III.29)



The following ﬁlter sizes r ∈ {3, 7, 13, 19, 25, 31} and decomposition bands n ∈ {2, 4, 6, 8, 10} are proposed in the framework. The image is ﬁltered in each J,a,b channels of the working space CIECAM97s2 (see II.2.4.1). (b) Lightness compression A Lightness Compression Algorithm (LCA, see Section II.4.4.2) might be applied to the lowest frequency band image, Ilow_n : Ilow_nC



= LCA(Ilow_n ).



(III.31)



The optional compression applied is either linear (LC) or sigmoidal (SC). (c) Initial gamut mapping then gamut mapped:



The compressed lowest frequency band image Ilow_nC is



Ilow_n = GM A1(Ilow_nC ).



(III.32)



Proposed options for GMA1 are HPMin∆E, CUSP and SCLIP clipping towards the center of the CIECAM97s2 color space Jab = [50, 0, 0] (see Section II.4.4.1). (d) Linear scaling of the high frequency bands The high frequency Jab bands Ihigh_i might be ﬁrst linearly compressed according to the ratio α of the lightness ranges of the reproduction and original media: Ihigh_i = α.Ihigh_i ,



(III.33)



max(L∗out ) − min(L∗out ) . max(L∗in ) − min(L∗in )



(III.34)



with: α=
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(e) Successive adding of the higher frequency bands and gamut mapping The nth high frequency band from the decomposed original image is scaled and added to the gamut mapped Ilow_(n) . The newly constructed image is processed by a second GMA (GMA2): Ilow_(n−1) = GM A2(Ilow_(n) + Ihigh_n ),



(III.35)



This last step is repeated for i=n-1 to i=1 until the highest frequency band Ihigh_1 is reached: Iout = GM A2(Ilow_1 + Ihigh_1 ).



(III.36)



Summary of the parameters In the following table we summarize the parameters for the three proposed implementations within the framework, rM SGM , M SGM 2 and M SGM 4 (see also Figure III.10): Table III.4: Summary of the parameters proposed in the three implementations of (Morovič and Wang, 2003). rMSGM MSGM4 MSGM2 Decomposition in bands 2 bands 4 bands 2 bands Mean ﬁlter size r=3 r=7 r=7 Lightness compression on L∗low None Sigmoidal Sigmoidal Initial Mapping GMA1 HPMin∆E SCLIP SCLIP Scaling of the high frequency bands Linear Linear Linear Successive clipping GMA2 SCLIP SCLIP SCLIP



III.3.3.2



Within the Framework



In MSGM4 Iin is decomposed in 4 frequency bands (Ilow_3 , Ihigh_i , i ∈ {1, 2, 3}). Ilow_i , i ∈ {1, 2, 3} are obtained by convolution with a mean ﬁlter on each CAM97s2 J, a, b color channel (Morovič and Wang, 2003). k is a linear scaling with a compression factor equal to the ratio α of the reproduction medium and original medium lightness ranges (equation III.33). g is a sigmoidal compression on the lightness J of Ilow followed by HPMin∆E (GMA1), f is clipping toward the 50% grey point (SCLIP) applied sequentially after each step of the reconstruction: Iout = f [f [f [g(Ilow_3 ) + k(Ihigh_3 )] + k(Ihigh_2 )] + k(Ihigh_1 )]. III.3.3.3



(III.37)



Analysis



The multi-scale approach used in this algorithm allows a progressive clipping. Unfortunately, as mentioned in (Farup et al., 2007), the mean ﬁltering leads to halo artifacts, that are not addressed, even though they are being acknowledged by the authors.
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Figure III.10: Description of the gamut mapping MSGM4 proposed by Morovič and Wang (2003).



III.3.4 III.3.4.1



XSGM: Gamut Mapping to Preserve Spatial Luminance Variations, [Balasubramanian et al., 2000] Description



Proposed by Raja Balasubramanian, Ricardo de Queiroz and Reiner Eschbach, XSGM aims at preserving spatially local luminance variations in the original image. The framework can be described as follows (see Figure III.11):



(a) (b) (c) (d)



Table III.5: Process applied to the image in (Balasubramanian et al., 2000). Initial gamut mapping of the input image Iin Handling of the diﬀerence between the input and gamut mapped luminances Adding the ﬁltered luminance diﬀerence back to the gamut mapped image Second gamut mapping



Initial gamut mapping of the input image The image Iin is processed through a standard pointwise gamut algorithm, GMA1 that emphasizes preservation of chroma over luminance: Iin = GM A1(Iin ).



(III.38)
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Figure III.11: Description of the gamut mapping XSGM proposed by Balasubramanian et al. In their implementation, the authors have selected HPMin∆E for GMA1. In their evaluation, they have also tested a version with non-linear L∗ compression (LCA) using a inverse-gamma-inverse technique (IGI, see (Braun and Bala, 1999) and Section II.4.4.2) followed by HPMin∆E. Handling of the diﬀerence between the input and gamut mapped luminance The diﬀerence between the original image luminance L∗in and image luminance L∗in mapped by GMA1 is calculated: ∆L∗ = L∗in − L∗in .



(III.39)



A low-pass mean-ﬁlter LowP assF is then applied to this error image ∆L and a new image ∆L∗high is computed: ∆L∗high = ∆L − LowP assF (∆L).



(III.40)



In their implementation, the authors have adopted a mean-ﬁlter of 15x15 pixels for scanned pictorial images, and 3x3 pixels for computer generated graphics. They have also proposed an adaptive ﬁltering where the size of the ﬁlters depends on measured local high frequency activity. Adding the high-pass ﬁltered diﬀerence back to the gamut mapped image The image ∆L∗high , which comprises only the luminance’s high frequency errors introduced by gamut mapping, is then added back to the gamut mapped signal L∗in : Itemp = ∆L∗high + Iin .



(III.41)



Second gamut mapping Adding the high-pass ﬁltered diﬀerence (equation III.41) reintroduces edges but may move the pixel colors back out of the gamut. Hence a second gamut mapping GMA2 is required to move these pixels back into the gamut: Iout = GM A2(Itemp ).



(III.42)



70



Chapter III. Comparisons of Spatial Gamut Mapping in Common Framework



The GMA2 chosen by the authors is CUSP, a pointwise gamut clipping algorithm that emphasizes preservation of luminance over chroma (see II.4.4.1). Finally, the in-gamut pixels are processed through a printer color correction function to convert L∗ a∗ b∗ colors to the destination device’s CMYK and rendered to that device. III.3.4.2



Within the Framework



In XSGM there is no low-pass ﬁltering prior to the initial gamut mapping and g is applied directly to Iin . g is HPMin∆E clipping, emphasizing the preservation of chroma over luminance. Ihigh is a simple high-pass ﬁltering of the luminance diﬀerence signal ∆L∗ containing the parts of Iin clipped by g.f is a clipping toward the point on lightness axis with the luminance of the cusp (CUSP), emphasizing the preservation of luminance over chroma: Iout = f [g(Iin ) + Ihigh ]. III.3.4.3



(III.43)



Analysis



XSGM privileges the chroma over the luminance at low spatial frequencies using HPMin∆E for GMA1. Then it uses CUSP for GMA2 to preserve high frequency luminance variations in the original image that GMA1 applied alone would have lost or altered. The willingness to address the situation of the clipped signal by preserving its high frequency content is an important step in SGMA. The issue with the proposed algorithm is the simple mean ﬁlter selected that leads to the apparition of halos. Another concern arises when comparing the two categories of regions in the original image that are either inside or outside the destination gamut. The frequency content in the resulting image is diﬀerent in the two categories of regions: for out-of-gamut regions, high-frequency content will be more present than the frequencies removed by the ﬁltering. Yet the frequency content of in-gamut regions is left unchanged by XSGM. This leads to an unbalanced frequency content in the resulting image that might be detected by observers.



III.3.5 III.3.5.1



Adding Local Contrast to Global Gamut mapping Algorithms, [Zolliker and Simon, 2006, 2007] Description



Peter Zolliker & Klaus Simon have proposed an evolution of XSGM. It aims at preserving spatially local luminance variations in the original image without inserting halos (Zolliker and Simon, 2006, 2007). This is achieved by using the edge-preserving Bilateral Filter (see (Tomasi and Manduchi, 1998) and Section IV.3.5) to ﬁlter ∆I, the color diﬀerence between the original and the gamut mapped image. A similar ﬁltering was proposed by DiCarlo and Wandell (2000). The framework is similar to the framework of XSGM, it can be described as follows: (a) Initial gamut mapping of the input image a standard pointwise gamut algorithm, GMA1:



The image Iin is processed through



Iin = GM A1(Iin ).



(III.44)
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Table III.6: Process applied to the image in (Zolliker and Simon, 2006, 2007). (a) Initial gamut mapping of the input image Iin (b) Computing of the diﬀerence between the input and gamut mapped images (c) High pass ﬁltering using Bilateral Filter (BF ) of the diﬀerence image (d) Adding the ﬁltered diﬀerence back to the gamut mapped image (e) Second gamut mapping



Figure III.12: Description of the gamut mapping proposed by Zolliker and Simon (2006). The main diﬀerence with XSGM is the introduction of the bilateral ﬁltering BL ﬁlter. For GMA1, the authors have tested SGCK, HPMin∆E, LComp, a linear compression of the lightness and chroma and SGDA, smooth gamut deformation algorithm. (b) Computing the diﬀerence between the input and gamut mapped luminance The diﬀerence between the original image Iin and IGM A1 , image mapped by GMA1 is calculated: ∆I = Iin − Iin .



(III.45)



(c) Bilateral ﬁltering of the diﬀerence 5D Bilateral Filtering (BF ) in the CIELAB space, proposed in (Tomasi and Manduchi, 1998), is a combined spatial (2D) domain and color range (3D) ﬁltering (see Section IV.3.5). Zolliker and Simon have applied the ﬁlter ∗ (Zolliker in their implementation with δd = 4 % of the image diagonal and δr = 20 ∆Eab and Simon, 2006, 2007). They found that values of δd in the range of 2 % - 5% of the ∗ show good performance. image diagonal and δr values in the range of 10-25 ∆Eab This low-pass edge preserving ﬁltering is applied to the error image ∆I and a new image ∆Ihigh is computed: ∆Ihigh = ∆I − BF (∆I).



(III.46)
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(d) Adding the ﬁltered image diﬀerence back to the gamut mapped image The image ∆Ihigh , which comprises only the high frequency errors introduced by gamut mapping, is then added back to the gamut mapped signal Iin : Itemp = ∆Ihigh + Iin .



(III.47)



(e) Second gamut mapping As in XSGM, this feedback step pronounce edges but may move the pixel colors back out of the gamut. Hence a second gamut mapping GMA2 is required to move these pixels back into the destination gamut: Iout = GM A2(Itemp ).



(III.48)



HPMin∆E is used by the authors as GMA2 in (Zolliker and Simon, 2006). In (Zolliker and Simon, 2007) the use of a clipping algorithm or an image-gamut based algorithm is also suggested. III.3.5.2



Within the Framework



In (Zolliker and Simon, 2006) equation III.43 of XSGM is still valid. f is a clipping GMA and g is any point-wise GMA. k is a more elaborated full color high-pass ﬁltering: the local mean is obtained with bilateral ﬁltering. III.3.5.3



Analysis



This is an important contribution: Zolliker and Simon have addressed the main issue in XSGM, the halos caused by unadapted ﬁltering. The frequency content in the resulting image is still diﬀerent in image regions that are in the destination gamut GamutDest and those that are outside it.



III.3.6



A Multiscale Framework for Spatial Gamut Mapping, [Ivar Farup et al., 2007]



Farup et al. (2007) propose a framework that encompasses several multilevel SGMAs (Morovič and Wang Section III.3.3, Balasubramanian et al. Section III.3.4, Zolliker & Simon Section III.3.5). They also propose two operators to reduce hue shifts, haloing and over compression due to the use of classic Gaussian ﬁlter in a multilevel GMA. This is made possible by the use of additional constraints during the mapping. In the following we name this mapping FSGM. III.3.6.1



Description



Much like previous multilevel SGMAs, FSGM is applied iteratively for N stages (n ∈ {0, ..., N − 1}): In+1 = F SGM (In ).



(III.49)



The number N of low-pass ﬁlters is chosen according to the size of the image, W and H being the width and the height of the image measured in number of pixels respectively, ⌈.⌉
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being the ceiling function: N = ⌈log2 (max(W, H))⌉ − 2. The algorithm can be described (see Figure III.13) as the following iterative process for n ∈ {0, ..., N − 1} where successive N Gaussian ﬁlters of decreasing standard deviation σn are used: Table III.7: Process applied to the image in (Farup et al., 2007). (a) Computation of Ilow_n using a Gaussian ﬁlter (b) Computation of adaptive maps (c) Gamut mapping by application of the adaptive maps



(a) Gaussian ﬁlter Starting from the original image Io = In , in the iterative process, the image In is the result image of the preceding iteration. It is low-pass ﬁltered, with a Gaussian kernel in the CIELAB space smaller than the kernel of the previous iteration, yet keep higher frequencies than in the previous iteration: x2 + y 2  1 , exp(− 2πσn2 2σn2 = gσn ∗ In ,



gσn (x, y) = Ilow_n



(III.50) (III.51)



with: σn = 2N −2−n , n ∈ [0, ..., N − 2]. Hence σn = σn−1 /2 for n ≥ 1 and σN −2 = 1. The last low-pass ﬁlter, for n=N-1, is taken to be the identity operator: The image is ﬁltered in the three channels of the CIELAB space. (b) Framework for Adaptive Gamut mapping At each stage n of this iterative mapping, The image Ilown is carefully gamut mapped to avoid unwanted local hue shifts, gamut expansion and to limit haloing artifacts. In order to force the mapping on constant hue lines, the direction of the color point vector ∆pn = pn+1 − pn , is forced to be toward the gray axis while the magnitude of the compression is decided by the pointwise SCLIP. The framework proposed to achieve this is formulated as follows: pn+1 = (1 − Φ)pn + Φpgray ,



(III.52)



where pgray is the gray color point corresponding to the center of the gamut, and Φ is a scalar map restricted to Φ ∈ [0, 1] obtained from two adaptive operators: a spatially adaptive compression mapping producing a map of compression weights Wc and a relevance operator producing a relevance map Wr : Φ = Wc .Wr .



(III.53)



Compression map First the compression map Wc is computed. This map of the amount of compression applied to each color pixel plow_n of Ilow_n by SCLIP is computed as follows:
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Figure III.13: Description of the framework of FSGM for two successive iterations as proposed by Ivar Farup et al.
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plow_n = SCLIP (plow_n ), Wc =



|plow_n − plow_n | |pgray − plow_n |



(III.54) (III.55)



,



where the numerator is the amount of compression needed for the average color value from the low-pass ﬁltered image and the denominator is the maximum possible compression, i.e. the distance from the average color to the center of the gamut pgray . Relevance map Then a map of relevance Wr is computed to distinguish color that should be compressed using Wc and others that should be treated diﬀerently. This map is function of the hue angle θn between the color point pn of the pixel at level n, and the corresponding low-pass plow_n taken from the center of the gamut pgray . If pn and plown do not have the same hue, the expression Wc estimated on plow_n should not be applied with the same strength to pn . Therefore the shift of hue angle θn (pn ) is ﬁrst computed for each pixel. θn (pn ) = arccos



!



(pn − pgray ).(plow_n − pgray ) . |pn − pgray ||plow_n − pgray |



(III.56)



The relevance W should have a maximum value of 1 for θn = 0 and should decrease as |θn | increases. The following Gaussian function has been chosen: 



W (pn ) = exp − σr = π/20,



(θn (pn )2  , σr2



(III.57) (III.58)



W (pn ) being a scalar function of the input image, the corresponding map may introduce high-frequency content. It is thus low-pass ﬁltered: Wr (pn ) = gσn ∗ W (pn ). σr = π/20,



(III.59) (III.60)



(c) Merging Finally, the adaptive mapping is processed (see equation III.52) as a weighted sum of the image In and Igray : In+1 = (1 − Φ)In + Φ.Igray ,



(III.61)



where Igray is a constant image of color point pgray . The three steps (low-pass ﬁltering, mapping operators, merging) are repeated until the level n = N − 1 is reached. III.3.6.2



Within the Framework



In (Farup et al., 2007), at each iteration of its multiscale framework, Ilow_n is obtained by convolution of Iin with a Gaussian ﬁlter, Ihigh_n = In − Ilow_n . k is the identity function,
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g the point-wise SCLIP gamut mapping, f an adaptive weighted sum with Φ a scalar function of Iin and Ilow_n , then of the high frequency band of Iin remaining in Ihighn : In+1 = f [In , g(Ilow_n ), Ihigh ], g(Ilow_n ) = SCLIP (Ilow_n ), f (In ) = (1 − Φ)In + Φ.Igray . III.3.6.3



(III.62) (III.63) (III.64)



Analysis



Multilevel image decomposition based on Gaussian ﬁlters on each channel often lead to halos when used in spatial gamut mapping algorithms. Furthermore, they lead to hueshifts and over compression. These issues are the starting motivations for Farup et al. Instead of considering other ﬁlters such as the bilateral ﬁltering, Farup et al. have chosen to keep the Gaussian ﬁltering and lessen its drawbacks with the Φ maps. First experiments show that while FSGM reduces the artifacts, it does not fully eliminate them. Moreover, by limiting the amount of spatial compensation to avoid halos, it also might reduce the rendering of details.



III.3.7



Efficient hue-preserving and edge-preserving spatial color gamut mapping, [Kolås and Farup, 2007]



Øyvind Kolås and Ivar Farup have very recently proposed an other spatially adaptive compression GMA (Kolas and Farup, 2007). The framework can be described (see Figure III.14) as follows: Table III.8: Process applied to the image in (Kolas and Farup, 2007). Gamut mapping SCLIP of Iin Computation of a compression map Wc indicating the amount of compression to be performed (c) Spatial Filtering of the compression map (d) Compression using the compression map (a) (b)



(a) Initial mapping SCLIP of Iin (II.4.4.1):



The original image, Iin is clipped using SCLIP



Iin = SCLIP (Iin ).



(III.65)



Computation of the compression weights A map of weights Wc of the amount of compression applied to each color pixel is computed as follows: Wc (x) =



|pin − pgray | , |pin − pgray |



(III.66)



where Wc (x) is the compression weight at the pixel x, pin is the color point of Iin at position x, pin is the color point of Iin at position x, pgray is the center of the output ∗ norm (see Section II.2.5). gamut on the gray axis, |.| denotes the ∆Eab
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Figure III.14: Description of the framework of the SGMA proposed by Øyvind Kolås and Ivar Farup. Spatial Filtering of the compression map The compression map is ﬁltered with an edge preserving smoothing minimum ﬁlter, the Symmetric Nearest Neighbor (Harwood, Subbarao, Hakalahti, and Davis, 1987) adapted to CIELAB. This ﬁlter compares color value of neighboring pixels with the color value of the center pixel. The neighbors are inspected in symmetric pairs around the center. For each pair of pixels, the pixel nearest in color value to the center pixel is selected and taken into account to compute the local mean, the other pixel is discarded. For a (2n + 1)x(2n + 1) window centered at the pixel x in the image, from each pair of pixels {(x + ∆x), (x − ∆x)} within the window: • if |Iin (x) − Iin (x + ∆x)| < |Iin (x) − Iin (x − ∆x)|, Wc (x) = Wc (x) + Wc (x + ∆x),



(III.67)



Wc (x) = Wc (x) + Wc (x − ∆x).



(III.68)



• else:



Then Wc (x) is normalized. This ﬁlter is applied iteratively, either with a ﬁxed-size square neighborhood of 33x33 pixels wide, or with square neighborhoods of decreasing sizes: 33x33, 17x17, 9x9, 5x5 and 3x3 pixels wide. It must not increase values in the map to avoid moving colors out of gamut. The main eﬀect of this ﬁlter is to increase the compression of neighborhoods containing out-of-gamut colors, thus bringing back some of the details lost by the clipping. However the symmetric nearest neighbor ﬁlter does not guarantee this property for all image conﬁgurations. Applying the compression map This compression map is then applied in a weighted sum with Iin and a constant gray image Igray (as in (Farup et al., 2007)): pout (x) = Wc (x).pin + (1 − Wc (x)).pgray .



(III.69)
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III.3.7.1



Analysis



The concept of this algorithm is similar to an operator that we have proposed (SCACOMP, see Chapter IV) at the same time. In our work we use the more advanced 5D Bilateral Filter as spatial ﬁlter. Similarly to SCACOMP, the algorithm proposed by (Kolas and Farup, 2007) is limited to one pointwise GMA, SCLIP.



III.3.7.2



In the framework



In (Kolas and Farup, 2007) there is no low-pass ﬁltering prior to the initial gamut mapping and g is applied directly to Iin . g is the point-wise SCLIP gamut mapping followed by an edge-preserving low-pass ﬁlter. f an adaptive weighted SCLIP mapping: Iout = f [Iin , g(Iin )], g(Iin ) = LowP ass[SCLIP (Iin )], f (I) = g(Iin )I + (1 − g(Iin ))Igray .



III.4



(III.70) (III.71) (III.72)



Optimization Approach



The optimization approach (II.4.5.2) includes algorithms proposed in (Nakauchi, Imamura, and Usui, 1995), (McCann, 2001), and (Kimmel et al., 2005). Using models of perception of the Human Visual System (HVS), the algorithms minimize the perceived diﬀerences between the original and the candidate reproduction by locally modifying the candidate. A typical framework would be: Table III.9: Process applied to the image in optimization approach algorithms. (a) Gamut map the input image to obtain a reproduction candidate image, (b) Compute the diﬀerence between the input and the reproduction image (i.e. the criterion to optimize), (c) If diﬀerence is under a threshold ǫ exit, else: (d) Update reproduction image, (e) Gamut map the updated reproduction and go to step (b).



In these optimization loops the image diﬀerence is computed using an Image Quality Metric (IQM). The two images are ﬁltered by model of the Human Visual System (HVS) then the distance between the two ﬁltered image is computed. The main diﬃculty is to deﬁne an appropriate image diﬀerence as a criterion to optimize: IQMs and HVS are still two active topics of research (see VI.3). Another issue is the lengthy computing time, making these iterative algorithms diﬃcult to use in an industrial context.



III.4 Optimization Approach



III.4.1 III.4.1.1



79



Color Gamut Mapping Based on a Perceptual Difference, [Nakauchi et al., 1995, 1999] Description



Shigeki Nakauchi et al. deﬁned for the ﬁrst time gamut mapping as an optimization problem (Nakauchi et al., 1995, 1999). The goal is to ﬁnd a reproduction that is perceptually closest to the original among images that contains only reproducible colors for the destination device. To solve this problem, it is necessary to quantify the perceptual image diﬀerence. The proposed Perceptual image Diﬀerence P D is based on the human visual system’s contrast sensitivity functions. The framework of the algorithm is as follows (see Figure III.15): Table III.10: Process applied to the image in (Nakauchi et al., 1995). Initialize P D to some large value Clip the input image Compute the Perceptual Diﬀerence P D between the input and the clipped image (d) If reduction in P D is under a chosen threshold ǫ exit, else: (e) Update reproduction image by adding a correction ∆r, go to step (b) (a) (b) (c)



Figure III.15: Description of the SGMA proposed in (Nakauchi et al., 1995).
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Initial clipping of the input image pointwise clipping algorithm, GMA1:



The image Iin is processed through a standard



Ir = GM A1(Iin ).



(III.73)



In their ﬁrst publication (Nakauchi et al., 1995) the authors proposed to use a neural network for GMA1, later in (Nakauchi et al., 1999), GMA1 becomes simply minimum ∆E clipping. Computation of the Perceptual Diﬀerence Perceptual Diﬀerence P D between images is deﬁned in (Nakauchi et al., 1995) as a color diﬀerence of band-pass-ﬁltered images: P D(Ir , Iin ) = ||h ∗ [Iin (x, y) − Ir (x, y)]||2 ,



(III.74)



where ∗ denotes a convolution, h is a set of ﬁlters having band-pass characteristics, Iin is the original image, Ir is a reproduction candidate. In (Nakauchi et al., 1995), h are designed to have a Gaussian shape in the spatial ∗ ∗ frequency domain, with peak frequency set empirically at hL = 11.0 cycle/deg and ha = ∗ hb = 6.0 cycle/deg, according to psychophysical evidence of the human CSF (Section II.2.1.6). More recently in (Nakauchi et al., 1999), the authors have developed a model (see Figure III.16) to estimate P D as a summation of color diﬀerences weighted in the spatial frequency domain with a weighting similar to the human CSF. CSFs used here are designed in frequency domain and have a Gaussian shaped curve. This model is similar to the S-CIELAB model (see Section and (Zhang and Wandell, 1996)), but unlike S-CIELAB, the spatial ﬁltering is performed directly on the CIELAB coordinates: P D(Ir , Iin ) =



XX c



fc



||hcf c ∗ [Icin − Icr ]||2 ,



(III.75)



where c ∈ {L∗ , a∗ , b∗ } indicates the color channel, fc ∈ {L, M, H} is the spatial-frequency range (low, middle, high, respectively), hcf c is the point-spread -function of the corresponding spatial -frequency range fc and color channel c, Icin and Icr are the c color channels of the input and reproduction images. Peak frequency for L, M and H where set to 0.0, 6.0 and 12.0 cycle/deg and the bandwidth limit for each channel was set to 16.0 cycle/deg, peak gains were determined experimentally (see Figure III.16). Minimization of the perceptual diﬀerence To minimize P D(Ir , Iin ) using a steepest descent method, Ir is iteratively modiﬁed at iteration i by the update ∆ri : Iri+1 = GM A1(Iri + ∆ri ,



(III.76)



where the component ∆ri is calculated by derivation of P D, resulting in ﬁltering the current diﬀerence image (Icin − Icr_i ) in each channel c: ∆ric =



X α δP Di hcf c ∗ hcf c ∗ (Icin − Icri ), . =α c 2 δr fc



(III.77)



where α is a small positive update rate. At each update, GMA1 is applied to obtain the new reproduction candidate Iri +1 . The optimization process is terminated when ∆P D, the change in P D, is less than some threshold ǫ. 10-15 iterations were required to converge for the images used to evaluate the algorithm.



III.4 Optimization Approach
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Figure III.16: “Description of the mathematical model for estimating the perceptual diﬀerence. The input to the model is the diﬀerence image between an original and a reproduction, which consists of three 2D planes, L*, a*, b* coordinates. In each color coordinate, the image passes through three spatial-frequency channels, which have diﬀerent CSFs. The peak of CSFs are located at (L) low, (M) middle, and (H) high spatial frequency” (reproduced from (Nakauchi et al., 1995)).
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III.4.1.2



Within the Framework



We observe similarity in (Nakauchi et al., 1999) with XSGM (see Section III.3.4): there is again no low-pass ﬁltering prior to g; f and g are HPMin∆E; Ihigh corresponds to the diﬀerence image: Ihigh_i = Iin − g(Ir_i ). k is a set of convolutions with the contrast sensitivity functions hcf c which produces the “Perceptual Diﬀerence”: P Di = k(phigh_i ). as deﬁned in equation III.75.In (Nakauchi et al., 1999), successive clipping and updating of Ir_i occur until the decrease of P Di falls under a given threshold ǫ: I ro



= g(Iin ),



while P D(i) − P D(i−1) > ǫ Iri +1 = f [Iin , k(Ihigh_i )] = f [Iin , P Di ], else Iout = Ir_i .



III.4.1.3



(III.78) (III.79) (III.80)



Analysis



This is the ﬁrst GMA that considers the human visual system’s contrast sensitivity functions and the ﬁrst formulated as an optimization problem.



III.4.2 III.4.2.1



Lessons Learned from Mondrians Applied to Real Images and Color Gamuts, [McCann, 1999] Description



This algorithm proposed by John McCann in (McCann, 1999b) uses the retinex model introduced in (Land and McCann, 1971). The argument is that the human visual system calculates color using spatial comparisons, thus spatial comparisons could be helpful in ﬁnding a set of in-gamut colors that look like the out-of-gamut original. The framework of the algorithm is:



(a) (b) (c) (d) (e)



Table III.11: Process applied to the image in (McCann, 1999b). Classic gamut mapping of the input image Conversion of the input and gamut mapped images to log domain Decomposition of the two images into multi-scale pyramids Retinex optimization of the coarsest band of the pyramid Successive partial reconstruction by adding the next ﬁner resolution band and retinex optimization



Classic gamut mapping of the input image



The input image is clipped:



Iin = GM A1(Iin ).



(III.81)



In (McCann, 2001) McCann writes that the initial GMA GMA1 can be any clipping algorithm and that the choice is not important. This mapped image (Best, see Figure III.19) is considered as a starting point indicating the possible range in RGB space of the destination gamut.
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Calibration of the image data Image digits values must be a logarithmic function of scene radiance, therefore both the input image and the gamut mapped candidate are converted: 1



IL = log(I γ ).



(III.82)



Decomposition of the two images into multi-scale pyramids The log images are averaged down to the lowest resolution level possible given the size of the input image. The number of layers is the greatest power of 2 dividing both the width and the height of the input images.



Figure III.17: Multiresolution aspect of the Retinex calculation. “The calculation uses three data planes. The Old Product is initialized to the maxima. The original fullresolution image is illustrated as Input at the top. The input is averaged down to make a series of multiresolution planes ending with two pixels. This average Radiance image is the second data plane. The third data plane is for the output of each iteration and is called the New Product. Starting with two pixels we multiply the Old Product at the starting pixel and multiply it by the ratio of Radiances for the starting and output pixels. That product is Reset and averages with previous New Products at the output pixel. To get to the next level, the New Product is interpolated to twice the size and placed in the Old Product data plane. The Radiance data plane uses the next larger (2 by 4) average of the Input. The Ratio-Product Reset-Average calculation are repeated. The Process continues until New Product at full-resolution is complete and is used as Retinex Output” (Reproduced from (McCann, 1999b)) Retinex optimization This optimization involves Retinex Ratio-Product-Reset-Average operators (see Figure III.18) and the multi-scale decomposition (see Figure III.17). At ﬁrst, the “Old Product” OP is initialized to the maximum lightness value of the image and multiplied by the “Goal Ratio” GR, a lightness ratio, to obtain the “New Product” N P (See
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Figure III.18: Retinex: Ratio-Product-Reset-Average operation. “Here we calculate the New Product (NP) for the output pixel x′ , y ′ . We begin at the starting pixel x,y using the Old Product (OP). All OPs are initialized with Max, the maximum value for that waveband. The product of the radiance Ratios times the Old Product is reset if greater than the maximum and averaged with the previous New Products.” (Reproduced from (McCann, 1999b))



Figure III.19: Description of the Retinex optimization, where “Goal” is the input image Iin and “Best” is the current output candidate. (Reproduced from (McCann, 1999b))
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Figure III.19 and equation III.83). For each pixel, N P is computed by visiting each of its 8 immediately neighboring pixels in clockwise order. For each neighboring pixel: N Px′ ,y′



= OPx,y .GR,



(III.83)



Goalx′ ,y′ , Goalx,y



(III.84)



where: GR =



x, y are the coordinates of one of the neighboring pixels and x′ , y ′ are the coordinates of the output pixel for which N P is computed. This product N P is then reset by the value of the gamut mapped image Iin (or ’Best’ ) to maintain the color in the destination gamut: N Px′ ,y′ = max(min(N Px′ ,y′ , Bestx′ ,y′ ), 0).



(III.85) (III.86)



This process is repeated n iterations. The number of iterations has an impact on the spreading of the inﬂuence of each pixel on its neighbors. Then the result “New Product” N P values from this resolution are interpolated up to the next resolution. To get to the next level, the “New Product” at one level n-by-m is interpolated to twice the size to form the “Old Product” image of dimension 2n-by-2m. At last, at full resolution: Iout = N P.



(III.87)



The process is done separately for each of the R, G and B color channels of the image. III.4.2.2



Within the Framework



In this SGMA is again no low-pass ﬁltering prior to function g, the multiscale decomposition is applied to the resulting image of a pointwise gamut mapping; function f is not mentioned and could be any pointwise mapping. Function g is successive locally adaptive mapping aimed at reinserting local details. III.4.2.3



Analysis



This algorithm forces as much as possible the preservation of the local contrast present in the input image into the output image while being limited by the boundaries of the destination gamut. The iterative process keeps reinforcing the ratios found in the input while the reset forces the output to migrate toward an image with all the same ratios, regardless of the absolute input values of the input. The Retinex model, by simulating local adaption, gives very good results in high-dynamic range image tone mapping. The main issue in this attempt to adapt it to a gamut mapping algorithm is the parallel processing of each color channel of the image, leading to color shifts in the image. Another issue is that artifacts caused by the initial GMA1 are not removed nor attenuated by the algorithm and may arise in the output image.



86



Chapter III. Comparisons of Spatial Gamut Mapping in Common Framework



III.4.3 III.4.3.1



Space-Dependent Color Gamut Mapping: A Variational Approach, [Kimmel et al., 2005] Description



Kimmel, Shaked, Elad, and Sobel (2005) propose a variational approach to minimize a metric of perceptual diﬀerence between the input image Iin and a candidate reproduction Ir . Gamut mapping problem is envisaged in a quadratic programming optimization form. The aim is the preservation of the gradients magnitude as in the original image, while projecting onto the target gamut as a constraint. The framework of the algorithm can be summarized as in table III.12. Figure III.20 describes this framework in the case of a decomposition in two bands.



(a) (b) (c) (d)



Table III.12: Process applied to the image in (Kimmel et al., 2005). Decomposition of the input image into a Gaussian multi-scale pyramid Initial clipping of the coarsest band of the pyramid Minimization of the proximity measure at the coarsest level Successive partial reconstruction by adding the next ﬁner resolution band and minimization of the proximity measure



Decomposition of the input image into a Gaussian multi-scale pyramid Iin = Ilow + Ihigh ,



(III.88)



where: Ilow = GaussianF ilter ∗ (Iin ),



Ihigh = Iin − Ilow .



(III.89) (III.90)



The decomposition of the image into a pyramid is aimed at speeding up the convergence process: the gamut-mapping problem is solved for the coarsest band ﬁrst (i.e. on a very small image). This ﬁrst result is a good candidate for the initialization. In their demonstrating implementation, the pyramid is composed of two bands, obtained by a convolution of the input image by a Gaussian kernel set to 15x15 pixels ( approximately 3% of the image diagonal). Initial clipping of the coarsest band of the pyramid clipped: Ilow = GM A(Ilow ).



The coarsest band, Ilow is (III.91)



The goal of the article is to present a concept, not to provide a practical end-to-end SGMA. In the demo implementation, the algorithm is applied in the RGB space and GM A is an orthogonal projection in the RGB space, such as a Minimum ∆E clipping GMA.



III.4 Optimization Approach
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Figure III.20: Description of the framework of the SGMA proposed by Kimmel et al.



88



Chapter III. Comparisons of Spatial Gamut Mapping in Common Framework



Proximity metric The proposed metric to compare the original image Iin and a reproduction candidate Ir embeds two measures: a measurement of the perceptual diﬀerence D c , analog to ∆E and a measurement of the perceptual feature diﬀerence, modeled by a diﬀerence of gradients ∇D c (see equation III.92 and III.93). Note that in the multiscale approach, the minimization of the metric ﬁrst occurs for the coarsest band ﬁrst, when comparing Ilow (the original) and Ilow (the candidate reproduction). The minimization occurs then after each step of the reconstruction (see Figure III.20): Dc = g ∗ (Icr − Icin ),



and:



∇D c = ∇[g ∗ (Icr − Icin )] = g ∗ (∇Icr − ∇Icin ),



(III.92) (III.93)



where c ∈ {L, a, b} and g is a normalized Gaussian kernel with zero mean and a small variance σ. In their implementation, σ = 1.1. Such metric is similar to the Perceptual Diﬀerence proposed in (Nakauchi et al., 1999). It can be written as the following functional E(L, a, b): Z 1 X (||Dc ||C + α||∇D c ||G ) dΩ, (III.94) E(L, a, b) = 2 c∈{L,a,b} Ω subject to Icr



∈ GamutDest ,



(III.95)



where Ω is the image domain, α is non-zero and positive. The choices for the norms ||.||C and ||.||G lead essentially to the choice of projection. In their implementation, ||.||C and ||.||G are the isotropic L2 norm. Minimization of the proximity metric E has to be minimized to obtain the optimal image reproduction. First the minimization has to be formulated as a gradient descent scheme is proposed: ﬂownfor Icr , and the following minimization o dI c c subject to Icr ∈ GamutDest . dt = −g ∗ (−α∆ + 1)D c∈L,a,b



If the target device gamut is convex, there exists a unique solution and suﬃcient number of iterations will cover it. At each iteration, the reproduction is updated as follows: ˜ r_i ), Ir_i+1 = GM A(Ir_i + τ (αLr_i − D (III.96)



where: and



˜ r_i ) = g ∗ g ∗ (Ir_i − Iin ), D



(III.97)



Lr_i = D2 ∗ (Ir_i − Iin ).



(III.98)



In their implementation the authors limited the iterations to four at each resolution, with α = 10, τ = dt = 0.0011 and σ = 1.1. Every iteration constitutes of an update as in equation III.96, followed by a projection onto the gamut to force the constraint. After the iterations on the coarsest band, the image is partially reconstructed by adding the next ﬁner resolution band and the same minimization of the proximity metric is applied.
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Adaptive masking to avoid halos Finally, to avoid halos in the resulting images, the authors propose to run the SGMA twice with diﬀerent values of α. When αsmall = 1, the resulting image has smaller contrasts areas, less details and small halos, when αhigh = 40 the resulting image has more details preserved and more halos. Then the output Iout is an average of these two results in a spatially adaptive way, using a feature mask: Iout [k, j] = w[k, j]Ismall [k, j] + (1 − w[k, j])Ihigh [k, j],



(III.99)



where the weight w[k, j] should be close to one near strong edges, and close to zero in relatively smooth regions. In their experiments, the authors have used a local feature mask as a weighting function: w[k, j] = III.4.3.2



1 . 1 + β|∇g ∗ Iin |2



(III.100)



Within the Framework



In (Kimmel et al., 2005), Ilow is obtained by convolution of Iin with a Gaussian ﬁlter. k is the identity function, g a clipping algorithm followed by an optimization process, f a sum: Iout = g(Ilow ) + Ihigh .



I ro



= g(Iin ),



Iri +1 = f [Iin , k(Ihigh_i )] = f [Iin , Dr_i ], while i < 4 elseIout = Ir_4 . III.4.3.3



(III.101)



(III.102) (III.103) (III.104)



Analysis



This algorithm shares characteristics with both the multi-scale algorithm proposed by Morovič & Wang and with the optimization process proposed by Nakauchi et al (see Sections III.3.3 and III.4.1). Kimmel and al. bring complex mathematical tools in to ﬁnd the best reproduction image for a given gamut. Unfortunately the destination gamut has to be convex for the optimal solution to be found. Moreover, Gaussian ﬁltering used in the multi-scale decomposition produces halos near the strong edges. The proposed solution to avoid halos does not seem as robust as the rest of the algorithm, and needs the SGMA to be run twice.



III.5



Discussion



The SGMAs that we have reviewed present various interesting properties but sometimes some drawbacks. They use tools that could be useful in the design of a new SGMA. In the following we list and discuss them (see also table III.13). We will then sketch a ﬁrst draft of a prototype SGMA that uses these tools.
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Table III.13: Comparison of existing SGMAs in the framework. SGMA Meyer and Barth



Image decomposition or Spatial operator Convolution with Gaussian ﬁlter



Kasson



CSF based ﬁltering



MSGM



Multiscale decomposition by convolution with a mean ﬁlter High-pass ﬁltering of ∆L∗ High-pass bilateral ﬁltering of ∆I



XSGM Zolliker and Simon Farup et al.



Multiscale decomposition using a Gaussian ﬁlter Kolås Spatial ﬁltering of and the mapping-vectors Farup matrix adaptive weighted Nakauchi successive convoluet al. tion of ∆r with the CSF McCann Retinex based multiscale decomposition Kimmel Convolution with a et al. Gaussian ﬁlter



Function f



Function g



Sum; non linear chroma compression; hue and lightness preserving clipping fL : luminance preserving clipping, fc : luminance dependent scaling luminance preserving clipping SCLIP applied sequentially after each step of the reconstruction CUSP



Linear scaling compression in domain



gL : chroma-preserving clipping + chroma dependent weighted sum, gc = Identity Sigmoidal compression on the lightness J of Ilow + HPMin∆E HPMin∆E



Identity



Any clipping



Any pointwise GMA



Identity



Adaptive weighted mapping



SCLIP



Identity



SCLIP



SCLIP



Identity



HPMin∆E



HPMin∆E



Identity



Any pointwise mapping



Adaptive mapping to reinsert local details Clipping algorithm followed by an optimization process



Identity



Sum



αlog



Image decomposition The common ground that most of the spatial GMAs share is a spatial frequency based framework. The algorithm is either based on multiscale decomposition or on spatial ﬁltering to mimic the human visual system. One key aspect is the need to avoid the halo eﬀects, possibly by using an edge-preserving ﬁlter. The main goal of this decomposition is often to set apart local means of color attributes from local details. Function g This function encompasses point-wise algorithms such as HPMin∆E and SCLIP, a lightness scaling (Section II.4.4.2) or both in reviewed algorithms. The goal of



Function k Identity



Linear scaling Identity



Identity
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III.6 Summary



function g is to preserve local color attributes (such as hue, saturation and lightness) and global contrast, without inserting artifacts. Function k The goal of function k is to ensure a proper preservation of details. In reviewed SGMAs, k is often the identity function, it is a scaling by a constant factor in MSGM, a high-pass spatial ﬁlter in XSGM. It could be a more complex function such as a non-linear local contrast boosting (Bonnier and Simoncelli, 2005). It might also be compensating for the modulation transfer function of the output device. We will investigate this possibility in Chapter V. Function f This function ensures a proper merging, often a pointwise addition or followed by a gamut mapping algorithm. It might be locally adaptive and we will investigate several options. Its role is critical to obtain artifacts-free resulting images. Toward a prototype Given the analysis above, we can start to deﬁne the likely characteristics of our ﬁrst prototype: we will use a multiscale decomposition in the CIELAB space using Bilateral Filter, clip the low pass band, then reconstruct adaptively to minimize perceived diﬀerences between the original and the output (see Chapter IV).



III.6



Summary



In this chapter we have introduced a mathematical framework for adaptive gamut mapping algorithms: Iout = f [Iin , g(Ilow ), k(Ihigh )],



(III.105)



Iout



(III.106)



∈ GamutDest ,



where Iout is the image resulting from the SGMA, GamutDest is the destination gamut (see Figure II.27), f , g and k are the adaptive mapping functions. f , g and k are chosen such that the SGMA preserves as much as possible the color value of each pixel and the color relation between neighboring pixels. This underlying structure is the base for the development of new spatial and color adaptive gamut mapping algorithms (see Chapter IV). Then we have presented existing spatial gamut mapping algorithms, how they are related to each other and how they can be considered as special cases of this framework. The aim of this exercise was to encompass the existing tools to identify needs for new developments. Diﬀerent trends are observed in the published SGMAs. In this chapter we have proposed to group the algorithms in two groups, the compensation and the optimization approaches. Another important diﬀerence among the SGMAs is the decomposition of the image into a multi-scale representation prior to the gamut mapping, proposed in most of the published SGMAs. The compensation approach has a moderated motivation: to limit or compensate for the loss of details caused by clipping algorithms. To prevent clipping degradations, this approach of SGMAs proposes solutions that can be divided in two groups. In the ﬁrst group, (Meyer and Barth, 1989), (Kasson, 1995) and recently (Morovič and Wang, 2003),
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(Farup et al., 2007) proposed to ﬁrst decompose the image in frequency bands. The low pass band is gamut mapped then clipping is applied sequentially after each step of the reconstruction. Results of such an approach depend both on the algorithm used in the image decomposition and on the GMAs successively applied. In the second group, XSGM by (Balasubramanian et al., 2000) and (Zolliker and Simon, 2006), the original image is gamut mapped using a direction of projection that emphasizes preservation of chroma over luminance. The parts of the original image that were clipped are high pass ﬁltered and added to the gamut mapped image. The resulting sum is again gamut mapped using a direction of projection that emphasizes preservation of luminance over chroma. Zolliker and Simon have proposed to improve XSGM by using bilateral ﬁltering (Zolliker and Simon, 2006). The use of such ﬁlter eliminates the halos that were produced in XSGM by unadapted low-pass ﬁltering such as mean or Gaussian ﬁltering. Similarly in (Kolas and Farup, 2007) the original image is gamut mapped and ﬁltered using an edge preserving ﬁlter, to better preserve the local relations while avoiding halos. The optimization approach includes algorithms proposed in (Nakauchi et al., 1999; McCann, 2001; Kimmel et al., 2005). Using models of perception of the Human Visual System (HVS), these algorithms minimize the perceived diﬀerences between the original and the candidate reproduction by locally modifying the candidate. Much like the ﬁrst group of the ﬁrst approach, (McCann, 2001; Kimmel et al., 2005) proposed to ﬁrst decompose the image in frequency bands, start with ﬁnding an optimal reproduction of the coarsest band, then successively add the next higher frequency band and optimize it again. In these optimization based SGMAs, the main diﬃculty is to deﬁne an appropriate criterion to optimize, using a valid perceptual model. Another issue is the lengthy computing time, making these algorithms diﬃcult to use in an industrial context. When building a SGMA, the main needs are: the absence of artifact, the preservation of the color attributes (i.e. hue, saturation, lightness) and of the details attributes. Given this, we may deﬁne the likely characteristics of our ﬁrst prototype: we will decompose the image into a set of frequency bands in the CIELAB space using Bilateral Filter, clip the low pass band, then reconstruct adaptively to minimize perceived diﬀerence between the original and the output (see Chapter IV).
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Chapter IV



New Approaches for Adaptive Gamut Mapping Algorithms IV.1



Introduction



The aim of this chapter is to propose new spatial and color adaptive gamut mapping algorithms. Based on the framework proposed in III.2.2, we investigate each step of this framework. For each step we consider the existing operators and when necessary propose new operators. The image decomposition, the color space, the initial mapping, the preservation of the details and the ﬁnal merging are investigated. Algorithms based on optimization are promising, yet it is diﬃcult to determine the appropriate HVS model to base the gamut mapping on (Zhang and Wandell, 1996; McCann, 2001; Fairchild and Johnson, 2004) or the quality metric to optimize on. Another issue is that optimization processes could be too slow to be included in an industrial workﬂow. Thus we propose to focus on the compensation family (see Chapter II). Two new SCAGMAs are proposed: based on spatial color bilateral ﬁltering, they take into account the color properties of the neighborhood of each pixel. Their goal is to preserve both the color values of the pixels and their relations between neighbors. Because the SCAGMAs that we present are fully spatially adaptive and aim at getting an optimal reproduction, they also share properties with the optimization family. In the following we will present each step of the proposed SCAGMAs along with ﬁgures illustrating the impact of the steps on images.



IV.2



Operators in the Common Framework



The framework on which this study is based is represented in Figure IV.1 and by the following process: • conversion of the original image to the CIELAB color space using the relative colorimetric intent of the input ICC proﬁle: Iin , • decomposition of the CIELAB image in several bands, • g is a GMA and is applied to the low-pass band Ilow : Ilow ,
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• k is a scaling and is applied to the high-pass band Ihigh : Ihigh , • adaptive merging and mapping f of Ilow and Ihigh : Iout , • conversion to the CMYK encoding of the output printer using the relative colorimetric intent of its ICC proﬁle.



Figure IV.1: Diagram of proposed framework for the new algorithms.



IV.2.1



Color Space for Spatial Gamut Mapping Algorithms



Much like in the case of pointwise GMAs (II.4.3), the color space in which a Spatial Gamut Mapping Algorithm is applied is of importance. In SGMAs reviewed in Chapter III, the color space is very often CIELAB, apart for (Morovič and Wang, 2003) who proposed the use of CIECAM97s. Even though CIELAB is not a perfectly isotropic color space (II.4.3), it is used in this study to make the results of the experiment more easily comparable with previous studies. CIE XYZ will also be used in this study when it is more adapted than CIELAB, for example when applying Black Point Compensation operators (II.4.4.2).



IV.3



Image decomposition



One key aspect of the proposed framework is the decomposition of the image in two bands (see III.2 and Figure IV.1). The goal of this decomposition is to set apart the local means and the local details of the image in order to process them separately and preserve both as much as possible in the resulting image. In several existing SGMAs multiscale decomposition is proposed with more bands (e.g 4 bands in (Morovič and Wang, 2003), more in (McCann, 2001)), yet we ﬁnd that two bands is a simple scenario to build upon. Obviously the framework on which we base this study (Section III.2) can be extended to more bands if needed, and it is possible to apply this extension to the new SCAGMAs proposed in this Chapter.
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IV.3 Image decomposition



IV.3.1



Gaussian Filters



Most of the SGMAs reviewed in Chapter III use Gaussian Filters, where the L∗BF value ∗i ∗i of pixel i, L∗i BF , can be obtained as follows (similar expressions for aBF and bBF ): L∗i BF



=



X



j wBF L∗j ,



(IV.1)



j∈Iin j wBF (xi , xj ) =



||x −x 1 −1( σd √ e 2 2.π.σd i



j ||



)2



,



(IV.2)



j where Iin is the original image, wBF (xi , xj ) is a gaussian function of the spatial distance between the arguments of the locations xi of pixel i and xj of a nearby pixel j, σd is a scaling parameter controlling the size of the gaussian.



Figure IV.2: Two Dimensional Gaussian function, centered at (0,0) and with σd = 1. One issue with gaussian-based SGMAs is the halos that are found in the resulting images: Kimmel et al. and Morovič acknowledge halos, XSGM resulting images sometimes contain halos, as in Figure IV.3. It is critical to address these halos: Morovič et al. adjusted the ﬁlter sizes and the number of decomposition bands to contain them, Kimmel used a feature mask similar to the one we proposed in (Bonnier and Simoncelli, 2005), Farup et al. proposed adaptive operators to limit the halos. In accordance with (Zolliker and Simon, 2007) and (Kolas and Farup, 2007), we believe that edge preserving ﬁlter will help avoid halos. The Bilateral Filter (BF) is probably the most adapted edge ﬁltering. The size of the ﬁlter is a crucial parameter and we will investigate its setting in Section IV.3.4. The number of frequency bands in the decomposition shall also be considered with a minimum of 2 bands and a maximum only constrained by the cost of the computation time.



IV.3.2



5D Bilateral Filtering in CIELAB Space



To avoid the introduction of halos, the decomposition is obtained by the edge preserving ﬁlter 5D Bilateral Filtering (BF ) in the CIELAB space as proposed in (Tomasi and Manduchi, 1998). It is a combined spatial domain and color range ﬁltering. Let L∗BF = BF (L∗ ), a∗BF = BF (a∗ ), b∗BF = BF (b∗ ) denote the three channels of the ﬁltered image.
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Figure IV.3: XSGM resulting image containing halos.
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i , can be obtained as follows (similar expressions for a∗ i The L∗BF value of pixel i, L∗BF BF ∗ i and bBF ): i L∗BF



=



X



j L∗ j , wBF



X



d(xi , xj ) r(pi , pj )



(IV.3)



j∈Iin j wBF



=



d(xi , xj ) r(pi , pj )



,



(IV.4)



j∈Iin



where Iin is the original image, d(xi , xj ) measures the geometric closeness between the locations xi of pixel i and xj of a nearby pixel j. r(pi , pj ) measures the colorimetric similarity between the colors (L∗ i , a∗ i , b∗ i ) and (L∗ j , a∗ j , b∗ j ) of pixels i and j (see Figure IV.4). In our implementation, d(xi , xj ) and r(pi , pj ) are gaussian functions of the euclidean distance between their arguments: − 21 (



d(xi , xj ) = e



||xi −xj || 2 ) σd



r(pi , pj ) = e



(IV.5)



,



∆E ∗ (pi ,pj ) ab − 21 ( )2 σr



,



(IV.6)



where the two scale parameters σd and σr play an essential role in the behavior of the ﬁlter.



(a) input Iin



(b) spatial kernel (c) color range d closeness r



(d) combined weights for the central pixel pi



(e) resulting image Ilow



Figure IV.4: Principle of bilateral ﬁltering: the bilateral ﬁlter includes two components to ﬁlter the input image (a) while preserving the strong color edges: a spatial component (b) and a color range component (c). These two components are combined in (d) to ﬁlter the input image, resulting in (e) an edge preserved output. (reproduced from (Durand and Dorsey, 2002))



IV.3.3



Decomposition in two bands



First, the original CIELAB image is converted to the polar representation CIELCH, i.e. lightness, chroma and hue. To compute the low-pass band Ilow , we propose to ﬁlter only ∗ of the original image I , using 5D bilateral ﬁltering as the two channels L∗in and Cin in described above (equations IV.3 - IV.6). The hin channel is not ﬁltered, to keep the ∗ hue unaltered by our SGMA. Nevertheless, since the 5D bilateral ﬁlter involves ∆Eab
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Figure IV.5: Computation of the low-pass band Ilow . ∗ channels. distance, the hue will be well taken into account in the ﬁltering of L∗in and Cin The low-pass band Ilow is thus deﬁned as: ∗ Ilow = (L∗BF , CBF , hin ),



(IV.7)



∗ ∗ ), see the decomposition in Figure IV.5 and = BF (Cin where L∗BF = BF (L∗in ) and CBF the resulting image in Figure IV.6. The high-pass band Ihigh is then calculated by taking the diﬀerence of Iin and the low-pass band Ilow : ∗ ∗ Ihigh = Iin − Ilow = (L∗in − L∗BF , Cin − CBF , 0).



(IV.8)



See the decomposition in Figure IV.7 and the resulting image in Figure IV.8.



IV.3.4



Spatial Filter Size



In classic gaussian ﬁltering, the width of the gaussian (set by σd in equation IV.2) determines the boundary between the lower frequency content going to the low-pass band (considered as local means) and the higher frequency content going to the high-pass band (local details). Setting the appropriate value for σd is not a trivial task. This choice relates to the deﬁnition of ‘local details’ (i.e. small or minor elements in a particular area). This deﬁnition depends on multiple parameters such as the size and resolution of the reproduction, the modulation transfer function of the reproduction device, the viewing conditions, the distance of visualization and the behavior of the human visual system. The human
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(a) Iin



(b) Ilow



Figure IV.6: (a) Original image Iin , (b) Filtered Ilow obtained by 5D Bilateral Filter ∗ ). (σd = 20 pixels, σr = 20∆Eab
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∗ Figure IV.7: Computation of the high-pass bands L∗high and Chigh of channels L∗in and ∗ . The hue channel h is not ﬁltered. Cin



visual system is often modeled by multi-scale decompositions (Adelson, Simoncelli, and Freeman, 1990) with more than two bands (usually up to ﬁve). Such multi-scale decomposition has been proposed in several reviewed SGMAs (Chapter III). It could be relevant in our algorithm and would allow the deﬁnition of several categories of details with diﬀerent sizes. However for the sake of keeping the algorithm simple and the computing cost low, we limit the image decomposition to two bands. Thus we need to investigate the impact of σd on the decomposition to select an appropriate value. Image Decomposition and Filter Size in Previous Work Image decomposition parameters in previous work are summarized in table IV.3.4 and below: Meyer and Barth decompose the image in two bands, a high frequency and a low frequency band, using a Gaussian ﬁlter with a size between 5x5 and 20x20 pixels. McCann decomposes the image in a multi-resolution pyramid using several average ﬁlters of decreasing sizes (multiples of 2) and scaling down operators. Morovič et al. decompose the image into diﬀerent spatial frequency bands using Mean Filtering with one of the following ﬁlter sizes (r x r, r ∈ {3, 7, 13, 19, 25, 31}). Nakauchi et al., Kasson, Bala et al. and Zolliker and Simon, spatially ﬁlter the diﬀerence between the original and the candidate result to mimic the HVS perceived diﬀerence. Nakauchi et al. and Kasson use ﬁlters based on the human CSFs. Bala et al. use gaussian ﬁlters of size 3x3 pixels or 15x15 pixels depending on the image type and Zolliker & Simon use 5D bilateral ﬁlter with a spatial σd = 4% of the image diagonal. Farup et al. use several gaussian ﬁlters with decreasing σn = 2N −2−n . Kolas and Farup use the edge preserving Symmetric Nearest Neighbor, applied iteratively with square neighborhoods of 33x33, 17x17, 9x9, 5x5 and 3x3 pixels. Kimmel et al. use iteratively the same gaussian ﬁlter set to 15x15 pixels and extract the gradient to measure the perceptual diﬀerence and the perceptual feature diﬀerence in the S-CIELAB domain (Zhang and Wandell, 1996). They use a gaussian pyramid decomposition mainly to speed up the optimization.
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(a) Iin



(b) Ihigh



Figure IV.8: (a) Original image Iin , (b) High-pass band image Ihigh (i.e. Iin − Ilow see eq. ∗ ). In this illustration, a constant [50,0,0] grey was IV.8 with σd = 20 pixels, σr = 20∆Eab added to Ihigh .
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ﬁlter type Gaussian ﬁlter Mean ﬁlters



Morovič et al.



Number of bands 2 Complete pyramid, image-size dependent 2 to 4



Nakauchi et al.



1 in iteration



HVS model ﬁltering



Bala et al.



1



Zolliker and Simon



1



High-pass Gaussian ﬁltering High-pass bilateral ﬁltering Gaussian ﬁlters



Meyer and Barth McCann



Farup et al.



1 in iteration



Kolas and Farup



1 in iteration



Kimmel et al.



Iteration, optional pyramid to accelerate computing time



Mean ﬁlters



Edge preserving Symmetric Nearest Neighbor Gaussian pyramid decomposition



σd 5x5 to 20x20 pixels Decreasing sizes, multiples of 2 r x r pixels, r ∈ {3, 7, 13, 19, 25, 31} Based on model of the HVS 3x3 or 15x15 pixels σd = 4% of the image diagonal Decreasing σn = 2N −2−n Square neighborhoods of 33x33, 17x17, 9x9, 5x5 and 3x3 pixels 15x15 pixels



Table IV.1: Image decomposition and ﬁltering parameters in previous work.



IV.3.5



Filter Sizes in 5D Bilateral Filter



∗ color distance between the central pixel and nearby pixIn the 5D bilateral ﬁlter the ∆Eab els is also taken into account. This allows us to avoid halos and to handle speciﬁcally the ∗ distance (i.e. local transitions between local similar pixels. Nearby pixels at small ∆Eab ∗ distance beperceived as similar) are ﬁltered. Pixels are less and less ﬁltered as the ∆Eab ∗ from comes large compared to σr . Thus σr determines a reference to set apart small ∆Eab ∗ ∗ large ∆Eab . While small ∆Eab values are well correlated with perceived color diﬀerences, ∗ values can be considered it is more diﬃcult to deﬁne a threshold σr above which ∆Eab as large. One goal of the SCAGMAs is to preserve color diﬀerences that would otherwise be mapped by gamut mapping algorithms to the same color of the destination gamut. Thus to set σr , the average distance between the input and destination gamuts might be considered. The ability of the output device to maintain small diﬀerences between colors could also be taken into account (see Chapter VI). Given the lack of a straightforward deﬁnition for ‘local details’ and ‘similar colors’, we propose to review the previous work and to evaluate the impact of σd and σr values on the image decomposition.



σd and σr in Previous Work (Tomasi and Manduchi, 1998) explore diﬀerent values for σd and σr , and present 8 bits greyscale images processed with σd = 3 pixels and σr = 50, yet the sizes of the processed images are not speciﬁed. As the setting of σd should depend on the image size and the conditions of visualization, Zolliker and Simon (Zolliker and
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Simon, 2006) obtained good results with σd in the range of [2-5]% of the image diagonal ∗ . They have applied the ﬁlter in their spatial and σr values in the range of [10-25] ∆Eab ∗ . gamut mapping algorithm with σd = 4% of the image diagonal and σr = 20∆Eab In the ﬁrst implementation of SCACLIP and SCACOMP we empirically set the values ∗ (for images printed at 150 dpi, at to σd = 1% of the image diagonal and σr = 25∆Eab the size [9-15] cm by [12 - 20] cm, viewed at a distance of 60 cm). This value σd = 1% of the image diagonal is not in the range proposed by Zolliker and Simon but the context and the ﬁltered images are diﬀerent: they ﬁlter image diﬀerences and we ﬁlter the whole image. This means that the characteristics (contrast, saturation...) are diﬀerent and the settings of the bilateral ﬁlter may consequently diﬀer.



IV.3.6



Experiment: Impact of the value of σd and σr on the image decomposition



In the following we investigate the impact of the value of σd and σr on the image decomposition. Each parameter is set at diﬀerent values: • σd = 5, 10, 20, 40, 80 pixels, ∗ . • σr = 5, 10, 20, 40, 80 ∆Eab



For an image size of 1125 x 750 pixels which corresponds to the mean size of the test images that we will use later in our psychophysical experiments, these σd values correspond respectively to 0.37, 0.74, 1.49, 2.99, 5.98 % of the diagonal of the image. In this study we limit the size of the ﬁlters to twice the σ value, for example, for a σd = 20 pixels the size of the neighborhood taken into account is limited to 40x40 pixels. In ﬁgures IV.9 and IV.10 we observe the impact of varying the values of σd and σr on Ilow and Ihigh respectively. From the top to the bottom: σd = 5, 10, 20, 40, 80 pixels and ∗ . from left to right σr = 5, 10, 20, 40, 80 ∆Eab IV.3.6.1



Analysis



A larger value of σd means a broader ﬁlter in the image domain, thus a larger set of frequencies being ﬁltered. Indeed in ﬁgures IV.9 and IV.10, when browsing the mosaic of images from top to bottom, one observes that Ilow becomes blurrier and Ihigh presents more and more details. A larger value of σr means a larger ﬁlter in the color domain, thus a larger range of color transitions being ﬁltered. When σr is very large, the bilateral ﬁlter is not modulated by the color content of the ﬁltered area and the resulting blurring of the image becomes similar to the blurring of a two dimensional gaussian ﬁlter. It also leads to the introduction of halos near the strong edges. In Figure IV.10, when browsing the image from left to right, one ﬁnds more and more color content in Ihigh . We now consider the relation between σd and σr . A small value of σr severely limits the blurring of the image to very small color transitions for any σd . A small value of σd limits the blurring of the image to high frequency content for any σr . When both σd and σr have very large values, Ilow shows some color shifts due to a large boost of chroma in de-saturated areas surrounded by saturated areas. These would cause trouble in the gamut mapping process, yet it only occurs for very large σ values.
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Figure IV.9: Impact of the values of σd and σr on Ilow . ∗ , top to bottom: σ = 5, 10, 20, 40, 80 pixels. 5, 10, 20, 40, 80 ∆Eab d



Left to right: σr =
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Figure IV.10: Impact of the values of σd and σr on Ihigh . Left to right: σr = ∗ , top to bottom: σ = 5, 10, 20, 40, 80 pixels. A constant [50,0,0] 5, 10, 20, 40, 80 ∆Eab d was added to the CIELAB values for illustration purpose.
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IV.3.6.2



Selection of σd and σr



∗ and σ = 20 pixels (i.e. Based on our observations, we ﬁnd the values σr = 20 ∆Eab d approximately 1.5% of the diagonal) to be a good compromise which suits these algorithms and our set of images. Further studies remain necessary to set these parameters with more objective methods.



IV.4



Function g applied to the Low-pass Band



Figure IV.11: Function g in proposed framework for the new algorithms. In this section, we investigate possible GMA operators to apply as function g. Function g acts on the local means of the input image Iin contained in Ilow . Its goal is to map the gamut of Ilow into the destination gamut GamutDestination , while preserving as much as possible the color attributes such as hue, lightness and chroma. It also needs to preserve global rendering. In fact, g can be a classic pointwise re-rendering algorithm. As such, it might embed a lightness scaling algorithm (II.4.4.2) and a pointwise gamut mapping algorithm.



IV.4.1



Lightness Scaling of Ilow



Scaling the dynamic range of the image to ﬁt into the output dynamic range is often part of a rendering workﬂow. Applied before the gamut mapping algorithm, it avoids consequent clipping of low-key values in the image. In the following section we discuss several scaling options found in the literature, select an algorithm and include it in the workﬂow of the SCAGMAs. IV.4.1.1



Choice of color space



Black Point Compensation (BPC) maps the black point of the source to the black point of the destination in the CIEXYZ color space (see Section II.4.4.2). This scaling of the lightness is proposed in several existing spatial gamut mapping algorithms: (Meyer and Barth, 1989) proposes to apply a linear compression to the low spatial-frequency band in the log domain. In MSGM by (Morovič and Wang, 2003), an optional sigmoidal lightness compression of the J channel in CIECAM97 space of the lowest spatial-frequency band is proposed. Similar techniques have also been used to render High Dynamic Range (HDR) images, such as in (Durand and Dorsey, 2002) where the range of the base layer is compressed using a scale factor in the log domain of the RGB pixel values.



IV.4 Function g applied to the Low-pass Band



IV.4.1.2
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Black Point Compensation and Gamut Mapping



While at ﬁrst we did not include BPC in our spatially and color adaptive GMAs (Bonnier et al., 2007), BPC algorithm often improves the quality of the results. In our workﬂow we now apply linear image dependent CIE XYZ scaling where the low spatial-frequency band Ilow is ﬁrst converted to a normalized ﬂat XYZ encoding with white point = [1,1,1] and its range scaled to ﬁt into the range of the destination device as i , is proposed in (Borg and Adobe Systems, 2002). The YlowBP C value of pixel i, Ylow BP C i i obtained as follows (similar expressions for XlowBP C and ZlowBP C ): i Ylow BP C



=



i −Y Ylow minlow (1 − YminDest ) + YminDest , 1 − Yminlow



(IV.9)



i i the Y value of the source where Ylow is the scaled Y value of the destination pixel i, Ylow BP C pixel i, Yminlow the minimum Y value of the image and YminDest the minimum Y value of the destination device (see Figure IV.20(b)). The resulting image is then converted to CIELCH. In ﬁgures IV.12 and IV.13 we compare two scenarios: the left column shows the process without Black Point Compensation, and the right column the process with BPC. In Figure IV.12, top row: Ilow (left) is compared with IlowBP C (right). In bottom row gamut mapped: Ilow (left) is compared with BPC and gamut mapped IlowBP C (right). Notice the artifacts in Ilow (e.g. the color shifts in the strawberries). In Figure IV.13, top row: a light cyan mask of the out of gamut pixels in Ilow (left) and IlowBP C (right). Bottom row: representation of the ∆∗ab distance between the destination gamut and out of gamut pixels in Ilow (left) and IlowBP C (right). Constant [50,0,0] grey was added to the ∆∗ab image for illustration purpose. BPC signiﬁcantly decreases the number of out of gamut pixels and the distance between the destination gamut and these pixels. Notice that Black Point Compensation can be considered as a gamut compression algorithm. As such, it produces images that are less saturated (see top row of Figure IV.12). This desaturation is not always welcomed and/or necessary. Thus we propose to apply BPC on an image basis only if large parts of the image are signiﬁcantly below the level of the output black point and we will investigate this possibility in future experiments.



IV.4.2



Gamut Clipping



The second step of function g is the gamut mapping of the low-pass band. The goal of this mapping is to preserve as much as possible the color of each pixel in Ilow . Preserving the color distance between neighbors is not as critical as when mapping the whole Iin , since most of the important details of the decomposed image have been ﬁltered by the 5D bilateral ﬁlter and lie in Ihigh . These constraints lead to the use of HPMin∆E after BPC resulting in the clipped image Ilow where: Ilow = HP M in∆E(IlowBP C ) = g(Ilow ), g = HP M in∆E ⊗ BP C.



(IV.10) (IV.11)



Note that the hue channel is left unaltered by HPMin∆E: hlow = hlow = hin (see Figure IV.21(a)). Since the BPC in CIE XYZ scales down the gamut of Ilow , boundaries of the
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Figure IV.12: Impact of black point compensation (a). Left column: process without BPC, right column: with BPC. Top left: Ilow , top right: IlowBP C . Bottom: Ilow (left), IlowBP C (right) (Notice the artifacts in Ilow ).
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Figure IV.13: Impact of black point compensation (b). Left column: process without BPC, right column: with BPC. Top row: map of out of gamut pixels in Ilow (left) and IlowBP C (right). Bottom row: distance to GamutDest of out of gamut pixels in Ilow (left) and IlowBP C (right).
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gamut of IlowBP C are closer to the destination gamut and the choice of initial clipping has less impact on the ﬁnal results. In ﬁrst experiments (Bonnier et al., 2007) some colorful images clipping artifacts were noticeable. These artifacts were due to the initial clipping ∗ . Such artifacts are no longer an issue when applying the black point using HP M in∆Eab ∗ compensation ﬁrst (see bottom row of Figure IV.13), and the choice of HP M in∆Eab is appropriate since it preserves the saturation and maintains the hue constant. In the SCACOMP version of our spatial and color adaptive GMA (see below the Section IV.6.3.1), we substitute it by another clipping algorithm SCLIP clipping toward the 50% grey point (see Section II.4.4.1) in order to apply consistent locally adaptive compression that would ∗ (see Figure IV.23(a)): not be consistent if using HP M in∆Eab Ilow = SCLIP (IlowBP C ) = g(Ilow ),



(IV.12)



g = SCLIP × BP C.



IV.5



(IV.13)



Function k applied to the High-pass Band



Figure IV.14: Function k in proposed framework for the new algorithms. When image areas of Ilow have been greatly modiﬁed into Ilow by the clipping, the amplitude of the local color variations between neighboring pixels within Ilow may substantially be reduced compared to the amplitude within Ilow . In the image areas where both Ilow and Ihigh have large local variations but Ilow has lost a part of its local variations, it might be wise to reduce the amplitude of local variations in Ihigh to form Ihigh to maintain a balanced ratio between the contributions from the two bands Ilow and Ihigh , similar to the ratio between Ilow and Ihigh . Therefore we introduce α(i, Ilow , Ilow ) a local variable aﬀecting the amount of Ihigh being added to Ilow during the merging at each pixel i: Ihigh = α × Ihigh ,



or equivalently:



pihigh = αi × pihigh , i



α



= min



 X



j∈Iin



j wBF



(IV.14)



(IV.15) i || + ǫ ||pjlow − plow



||pjlow − pilow || + ǫ







,1 ,



(IV.16)



j are where ǫ is a small constant value to avoid dividing by zero if pjlow = pilow and wBF the weights of the bilateral ﬁlter used in the decomposition of the image (see equation
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IV.3 in Section IV.3.2). In our experiments we set ǫ = 0.001.max(|plow |). α is taken into account in the modiﬁed versions of SCACOMP (see equation IV.23 in Section IV.6.3.1) and SCACLIP (see equation IV.33 in Section IV.6.4.1). Notice that α is less critical when Black Point Compensation is applied to Ilow as the local structure of the low-pass band is then better preserved and α is often close to 1 (see ﬁgures IV.24(a) and IV.24(b)).



IV.6



Adaptive Merging and Mapping f of the two Bands



Figure IV.15: Function f in proposed framework for the new algorithms. The two bands Ilow and Ihigh have been modiﬁed by g and k respectively, and at this point, Ilow and Ihigh can be merged then mapped.



IV.6.1



Merging



The merging operator is an addition, as simple as the decomposition operator (a subtraction, see Section IV.3.3): Itemp = Ilow + Ihigh .



(IV.17)



Although more elaborated merging could be developed, a simple addition is adapted in our framework: function k performs as a locally dependent weight similar to that of an adaptive merging. Colors in Itemp might lie outside the destination gamut GamutDest (see ﬁgures IV.21(b), IV.22(a), IV.22(b) and IV.23(b)). Hence a second gamut mapping is necessary. Unlike the mapping of Ilow , this mapping needs to preserve details and should therefore adapt to the content of Itemp .



IV.6.2



Adaptive Mapping



The bilateral ﬁlter (see Section IV.3.2) ﬁlters low color variations and maintains high color variations (i.e. strong edges). According to these properties, local spatial variations contained by Ihigh present only low color variations. Therefore, each pixel and its neighbors are more likely to be projected to a same little area of the gamut boundary if f is a clipping GMA, which would result in a strong diminution of the variations present in Ihigh . To avoid this situation, f and k need to be locally adaptive functions with the following objectives for a pixel pout of the resulting image Iout :
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• pout is as close as possible to pin of Iin , • the color variations of pout with its neighbors are the closest to the color variations of pin with its neighbors, • pout ∈ GamutDest ∩ ℘ (plane of constant hue hin of pin ). Since the ﬁrst two requirements might be antagonistic, pout results of a compromise. A weighted sum can be used here: (



pout ∈ (GamutDest ∩ ℘), pout = arg min[w ∆1 (p, pin ) + (1 − w)∆2 (phigh , phigh )], p



where w ∈ [0, 1] is a weight and ∆1 , ∆2 are distance metrics (several metrics are available in this context). ∗ ). • If w = 1, k becomes minimum ∆1 clipping (k = HP M in∆E if ∆ = ∆Eab



• If w = 0, only the color variations between the pixel and its neighbors will be preserved, not the pixel value. • In intermediate cases w ∈]0, 1[, the result might be obtained by an optimization algorithm. Fast solutions can be deployed to maintain the computational time at a reasonable level. A new tradeoﬀ comes to light: computation time versus quality of the result. In the next sections, we propose two alternative and fast algorithms that provide approximations of the best obtainable results. They are based on the same framework: decomposition in two bands Ihigh and Ilow using 5D bilateral ﬁltering, followed by a clipping of the low-pass band Ilow into Ilow and a locally adaptive scaling of Ihigh into Ihigh . Then Ihigh and Ilow are merged and adaptively mapped by using a local adaptive implementation of the two families of pointwise GMAs: compression and clipping.



IV.6.3



Spatial and Color Adaptive Compression (SCACOMP)



We propose an adaptive compression algorithm to preserve the color variations between neighboring pixels contained by Ihigh . The concept is to project each pixel lying outside GamutDest toward the center, more or less deeply inside the gamut depending on its neighbors (see Figure IV.16). First, Ihigh is added to Ilow and the sum Itemp is mapped using SCLIP (see II.4.4.1): IS = SCLIP (Itemp ) = SCLIP (Ilow + Ihigh ).



(IV.18)



Then we compute the diﬀerence Ioffset between IS and the newly constructed image Itemp = (Ilow + Ihigh ): Ioffset



= Is − Itemp = IS − (Ilow + Ihigh ).



(IV.19)



At the given spatial position xi , for each pixel j in the neighborhood, we project the color vector pjoffset on the direction of pioffset . If the result is greater than the norm ||pioffset ||, pj
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is taken into account and pushes piS ∈ IS toward the 50% grey point of GamutDest (see j Figure IV.16). Each neighbor’s contribution to the shifting of pixel i is weighted by wBF deﬁned by BF (see Section IV.3.2): j wBF



r(xi , xj ) s(pi , pj )



=



X



(r(xi , xj ) s(pi , pj ))



,



(IV.20)



j∈Iin



and: i i i ) + wshif piout = (pilow + phigh t poffset ,



(IV.21)



where: i wshif t =



X



j∈Iin



 pj



j wBF max



i  offset · poffset , 1 , ||pioffset ||2



(IV.22)



i where “·” denotes the scalar product. wshif t is superior or equal to 1, guarantying therefore that the resulting color value lies in the gamut, between the gamut boundary and the 50% grey point of GamutDest .



IV.6.3.1



Modiﬁed Projection in SCACOMP



SCACOMP has been ﬁrst validated by psycho-physical experiments (Section VI.5) by using equation IV.20 - IV.22 and directly Ihigh without the α correction resulting in Ihigh . However we observed some small defaults in Iout in area where |pioffset | was very low (i.e for out of gamut pixels of Ilow +Ihigh which are very near from the destination gamut). We have thus modiﬁed the mathematical expression of the contribution from each neighbor. i In this evolution of SCACOMP, each neighbor’s contribution is controlled by wshif t: i i piout = SCLIP (pilow + αi pihigh ) + wshif t pu ,



(IV.23)



where piu is the unit vector toward 50% grey (see Figure IV.16), j wBF max(pjoffset · piu − |pioffset |, 0),



(IV.24)



i ) − (pilow + pihigh ), = SCLIP (pilow + phigh



(IV.25)



i wshif t =



X



j∈IIn



pioffset



i As wshif t ≥ 0, the resulting color value lies in the gamut, between the gamut boundary and the 50% grey point of GamutDest . This modiﬁcation prevents numerical imprecisions which could arise with very small values of |poffset |.
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i Figure IV.16: SCACOMP: p1offset (j=1) contributes to the shifting of (plow + αi pihigh ) toward the 50 % grey point, unlike p2offset (j=2).



IV.6.4



Spatial and Color Adaptive Clipping (SCACLIP)



To maintain the content of Ihigh , we also explore the possibility of setting the direction of the projection as a variable: for each pixel the optimal mapping direction will be chosen so that the local variations are best maintained. To get faster results, the choice can be restricted to a set of directions. In our implementation, the mapping direction will be chosen within directions proposed in published algorithms, i.e. between f1 = HP M in∆E , f2 = CU SP and f3 = SCLIP (Morovič and Luo, 2001). First, Ihigh is added to Ilow and the 3 mappings fn , n ∈ {1, 2, 3}, are run (see Figure IV.16). Then for each mapping the diﬀerence Ihigh_n between the result of the mapping and Ilow is computed. This diﬀerence can be regarded as the result of the mapping of Ihigh : Ihigh_n = fn (Ilow + Ihigh ) − Ilow , n ∈ {1, 2, 3}.



(IV.26)



i In Ihigh we compute the energy Ehigh corresponding to the weighted sum of the norms of j phigh for pixels j in the neighborhood of the pixel i, and similarly the energy Eni in each Ihigh_n :



i Ehigh =



X



j∈Iin



Eni =



X



j∈Iin



j j ||, ||phigh wBF



(IV.27)



j ||pjE ||, wBF



(IV.28)



j where wBF are the weights of the bilateral ﬁlter used in the decomposition of the image (see equation IV.20).



IV.6 Adaptive Merging and Mapping f of the two Bands
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Because the process is scanning the image pixel by pixel, some pixels pjout of the j neighborhood have been already processed (equation IV.30). For these pixels, phigh_n are



replaced by results pjout in the computation of Eni :



pjE =



 pj



for unprocessed pixels,



high_n pj out



otherwise.



(IV.29)



Therefore, anterior decisions are taken into account and Iout depends on the processing order of the pixels. Error diﬀusion halftoning algorithms have a similar approach. Other options involving optimization tools could be investigated. i is selected for the Then the direction of projection for which Eni is the closest to Ehigh pixel i: i i piout = fselect(plow + phigh ), i select = arg min(|Eni − Ehigh |), n ∈ {1, 2, 3}. n



(IV.30) (IV.31)



i + αi pihigh ) is mapped toward 3 directions, the optimal Figure IV.17: SCACLIP: (plow direction will be chosen so that the local variations are best maintained.



IV.6.4.1



Modiﬁed Energy Minimization in SCACLIP



SCACLIP, while being validated by psycho-physical experiments (Section VI.5), can be further optimized by changing the mathematical expression of the energy to preserve. Ihigh and Ilow are merged and the 3 mappings fn , n ∈ {1, 2, 3}, are run: Ifn = fn (Ilow + Ihigh ) , n ∈ {1, 2, 3}.



(IV.32)
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Figure IV.18: In modiﬁed SCACLIP the direction of projection of each pixel is selected to preserve as much as possible the vectors piin pjin . In this new evolution of SCACLIP, the energy is deﬁned as follows (see Figure IV.27(a)): Eni =



X



j∈Iin



j wBF ||(pjfn − pifn ) − αi .(pjin − piin )||.



(IV.33)



We apply here the same reduction α to Iin as deﬁned before for Ihigh to compensate for the possible reduction of local energy of Ilow compared to Ilow . The main improvement in this new deﬁnition of the energy (equation IV.33) is that we take into account the direction of the local color variations within a neighborhood while the previous energy (equation IV.28) took only into account the amplitude of these variations. Then the direction of projection for which Eni is the smallest is selected for the pixel i (see ﬁgures IV.18 and IV.27(b)): select = arg min(Eni ), n ∈ {1, 2, 3}, n



i ). piout = fselect(pilow + phigh



(IV.34) (IV.35)



The goal of this modiﬁcation is to better minimize the local diﬀerences between the original image and the resulting image (see Figure IV.8).



IV.7



Summarizing Proposed Algorithms



The modiﬁed versions of SCACOMP and SCACLIP are described by the diagram in Figure IV.19 and by the following process: (a) Conversion of the original image to the CIELAB color space using the relative intent of the input ICC proﬁle: Iin . (b) Decomposition in two bands using bilateral ﬁltering (BF ) (Tomasi and Manduchi, 1998): Ilow and Ihigh .
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Figure IV.19: Framework for new Spatial and Color Adaptive Gamut Mapping. (c) Black Point Compensation (Borg and Adobe Systems, 2002) of Ilow : IlowBP C . (d) Clipping of IlowBP C : Ilow . (e) Adaptive adjustment of Ihigh : Ihigh . (f) Adaptive merging of Ilow and Ihigh : Itemp . (g) Adaptive mapping of Itemp by compression (SCACOMP) or clipping (SCACLIP): Iout . (h) Conversion to the CMYK encoding of the output printer using the relative colorimetric intent of its ICC proﬁle.



IV.7.1



SCAGMAs: Diﬀerences and Advantages



In this section we outline diﬀerences and advantages of SCAGMAs compared to other existing SGMAs: • First use of an edge-preserving ﬁlter to decompose the image: This ﬁlter allows to avoid halos, present in results of most multiscale methods. It has been introduced in (Zolliker and Simon, 2007) for the ﬁrst time in the context of SGMAs. But in this case, 5DBF is applied to Iin − GM A(Iin ) to form Ihigh which is then simply added to GM A(Iin ). • Edge preserving multiscale decomposition with an adaptive adjustment of Ihigh obtained with function k, unlike Bala et al. and Zolliker and Simon: (a) an adaptive adjustment in a Gaussian based multilevel decomposition would not avoid halos, (b) an adjustment in the Zolliker and Simon SGMA would result in unbalanced frequency content in the image.



118



Chapter IV. New Approaches for Adaptive Gamut Mapping Algorithms



• First algorithm with a locally adaptive function k. Only known example of function k is in Morovič and Wang with a constant scaling. • SCACLIP is the ﬁrst algorithm with a locally adaptive mapping which compares several mapping alternatives and minimizes the distortion of the local color diﬀerences within the input image through the computation of energies. • The frequency content in the resulting image is similar in image regions that are in the destination gamut GamutDest and those that are outside it, unlike other SGMAs such as XSGM proposed by (Balasubramanian et al., 2000) or its evolution proposed by (Zolliker and Simon, 2007).



IV.7.2



Comparing SCACOMP and SCACLIP



SCACOMP and SCACLIP are built on the same framework and therefore have a similar behavior. Yet some diﬀerences can be noticed between their output images. In the following we consider these diﬀerences, then compare the two algorithms with alternative existing GMAs. In Chapter VI, psychophysical studies will be carried to evaluate the quality of the output images. SCACOMP versus SCACLIP Images produced by SCACOMP are perceived as slightly less saturated and less sharp than SCACLIP but are more likely to be free of artifacts. The diﬀerences between the algorithms lead to the diﬀerences in the output images: • The initial mapping is diﬀerent: HPMin∆E in SCACLIP versus SCLIP in SCACOMP. This diﬀerence impacts perceived saturation of resulting images. • Function f is diﬀerent and the local contrast in SCACLIP output images is better preserved than in SCACOMP output images. Furthermore, SCACLIP is more likely to present local artifacts because of the limit to three possible directions. This limit can cause a sudden switch from one color to another in smoothly varying areas that might cause noticeable artifacts. The diﬀerence between the resulting images is attenuated when BPC is applied prior to the mapping of Ilow in the workﬂow (see Section II.4.4.2).



IV.8



Summary



The aim of this chapter is to propose new spatial and color adaptive gamut mapping algorithms. Based on the framework proposed in Chapter III, we investigate each element of this framework. For each step we consider the existing operators and when necessary propose new operators. The image decomposition, the color space, the initial mapping, the preservation of the details and the ﬁnal merging are investigated. Two new SCAGMAs are proposed, based on image decomposition in two bands Ihigh and Ilow using 5D bilateral ﬁltering. Function g applied to the low-pass band Ilow is black point compensation followed by a gamut clipping algorithm. Function k applied to Ihigh is a locally adaptive function. Its goal is to maintain the relative content of the two
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bands in the output image. The process terminates with the merging and the adaptive mapping of Ihigh and Ilow by function f using local adaptive implementation of the two families of pointwise GMAs: compression and clipping. Two functions f are proposed, they take into account the color properties of the neighborhood of each pixel. In SCACOMP, we propose an adaptive compression algorithm to preserve the color variations between neighboring pixels of Ihigh . The concept is to project each pixel lying outside GamutDest toward the center, more or less deeply inside the gamut depending on its neighbors. In SCACLIP, we propose to set the direction of the projection as a variable: for each pixel the optimal mapping direction will be chosen so that the local variations are best maintained. Because the SCAGMAs that we present are fully spatially adaptive and aim at getting an optimal reproduction, they also share properties with the optimization family. They include criteria to minimize, but since they do not iterate to converge to an optimal result, they remain sub-optimal. Yet they are faster than optimization algorithms and are more likely to be more practical for printing workﬂow, especially in an industrial context.
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(a) Ilow



(b) IlowBP C



Figure IV.20: (a) Low-pass image Ilow , (b) Black point compensated IlowBP C (see equation IV.9).
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(a) Ilow (BPC + HPMin∆E in SCACLIP)



(b) Itemp (SCACLIP)



Figure IV.21: (a) Ilow (Black point compensation and HPMin∆E clipping in SCACLIP, see equation IV.11), (b) Itemp (SCACLIP reconstruction, see equation IV.17).



122



Chapter IV. New Approaches for Adaptive Gamut Mapping Algorithms



(a) Distance to gamut in Itemp (SCACOMP)



(b) Map of out of gamut pixels in Itemp (SCACOMP)



Figure IV.22: (a) Distance to gamut in Itemp (SCACOMP, see equation IV.17) a constant [50,0,0] grey was added for illustration purpose, (b) [50,0,0] grey mask of the out of gamut pixels in Itemp (SCACOMP).
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(a) Ilow (SCLIP in SCACOMP)



(b) Itemp (SCACOMP)



Figure IV.23: (a) Ilow (Black point compensated and gamut mapped using SCLIP, see equation IV.13 in SCACOMP), (b) Itemp (SCACOMP reconstruction, see equation IV.17).
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(a) α map in SCACLIP



(b) α map in SCACOMP



Figure IV.24: (a) α map in SCACLIP (see equation IV.16), (b) α map in SCACOMP (see equation IV.16).
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(a) Ihigh in SCACLIP



(b) Ihigh in SCACOMP



Figure IV.25: (a) Ihigh in SCACLIP (see equation IV.30), (b) Ihigh map in SCACOMP (see equation IV.30).
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(a) Offset map (SCACOMP)



(b) Iout (SCACOMP result)



Figure IV.26: (a)Oﬀset in SCACOMP (see equation IV.25), (b) SCACOMP result Iout (see equation IV.23).
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(a) Local energy map (SCACLIP)



(b) Clipping direction map (SCACLIP)



Figure IV.27: (a) Local Energy map: each color channel correspond to the local energy for a given clipping algorithm: Red: HPMin∆E, Green: SCLIP, Blue: CUSP(see equation IV.33). In this representation, black correspond to no energy, white to high and equivalent energies in the three alternatives. (b) Clipping direction map calculated from the Local energy map: Yellow: HPMin∆E, Magenta: SCLIP, Cyan: CUSP (see equation IV.34).
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Figure IV.28: Iout (SCACLIP result, see equation IV.35).
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Chapter V



Compensating the Printer Modulation Transfer Function V.1



Introduction



In order to perceptually assess the output of spatial and color adaptive gamut mapping algorithms, it is necessary to choose input and output gamuts and to process a selected set of images (see also Chapter VI). The processed images are then reproduced on an output device, a monitor or a printing system (composed of a printer and a medium). The gamut of this device can correspond to the output gamut chosen to process the images. Such evaluations, using a printing system, have been conducted in (Balasubramanian et al., 2000; Morovič and Wang, 2003; Farup et al., 2007). Alternatively, a monitor simulating the gamut of a printing system can be used as in (Nakauchi et al., 1999; Zolliker and Simon, 2006). The choice of a monitor over prints is often made for practical reasons as numerous images are compared in evaluation experiments and are more easily handled with a graphical user interface on a monitor. Liu et al. (Liu, Johnson, and Fairchild, 2005) advocate that soft-copy displays can adequately simulate hardcopy prints. Yet to evaluate the results we consider the ability of the algorithm to accurately reproduce both colors and spatial details. Therefore the output device should be able to reproduce adequately all the colors and the details in the processed images. During preliminary experiments, we have compared the processed images reproduced both on an Eizo Color Edge 221 LCD monitor and with a printing system composed of an Océ inkjet printer and standard Océ uncoated paper. We observed that images processed with SGMAs present signiﬁcantly better details than images processed with pointwise GMAs when displayed on the monitor. Unfortunately, improvements are not as much perceptible when comparing prints on standard uncoated paper. It appears that the ability of the two systems (the monitor versus the printing system) to reproduce details are diﬀerent, leading to strong diﬀerences in the perception of the spatial content in the resulting images. The ability of a system to reproduce details is captured in its Modulation Transfer Function (MTF), also called Spatial Frequency Response (SFR). The MTF shows how much the system attenuates an input modulation signal (see Figure V.1). Generally an optical system tends to blur the details in the image and the MTF tends
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to decrease as the frequency increases. In our preliminary experiments the MTF of the printing system (composed by the printer and the medium) was not as good as the MTF of the monitor. The technologies are very diﬀerent and the lower MTF of the printing system is mainly due to the halftoning algorithm and to the spreading of the ink on the paper. In a ﬁrst large-scale evaluation experiment on a monitor (Bonnier et al., 2006), we noticed that it was diﬃcult for the observers to compare original full-gamut images with smaller gamuts reproductions: color appearance of the simulated prints was not satisfying. Resulting data was noisy and seemed not trustable. Moreover the halftoning was not simulated on the monitor and data from this ﬁrst experiment were eventually discarded. It appeared that it would be more appropriate to test SCAGMAs on printouts. However a low MTF can average out the gain of using a SCAGMA as suggested by results in (Dugay and Farup, 2007; Dugay, Farup, and Hardeberg, 2008). In a second large-scale experimentation (Section VI.5), in order to avoid the low MTF of the printing system we have simulated the gamut of the standard paper on a highquality photo paper. The goal of these experiments was to compare the SGMAs in a scenario where the gamut is limited but the MTF of the printing system is not an issue. Results of these psychophysical experiments validate SCACOMP and SCACLIP (Chapter IV) in front of the SGMA proposed by Zolliker and Simon and pointwise GMAs. Obviously the next step is to ﬁnd ways to maintain the gain of using SCAGMAs in all situations, including in cases where the MTF is lower. Based on the above observations, we start investigating on the MTF of the printing system aiming to improve the ﬁnal printed results. In this chapter we ﬁrst discuss the speciﬁcities of the printer MTF, then summarize existing characterization techniques. Characterization of the MTF has been popular in photography and there are a few methods to measure the MTF for both silver-halide and digital image capture devices, in which sinusoidal and slanted-edge targets are used. Yet until recently very little research has been published regarding the characterization of the MTF of printing systems. Below we introduce the method used to characterize our device and the resulting measurement data obtained for our printing system. In the third section we present the compensation algorithm that we propose to compensate for the diminution of details caused by the low modulation transfer function of the printing process. This algorithm ﬁts in the spatial and color adaptive workﬂow. Finally measurements results are presented and commented.



Ain



system



Aout



Figure V.1: Attenuation of a sinusoidal signal with amplitude Ain at the input and amplitude Aout at the output.
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V.2



Characterizing the Printer MTF



In this section we introduce the concept of the MTF and consider the speciﬁcities of the printer MTF. Then we summarize existing characterization method of printer MTF. After a thorough investigation only summarized here, we select the characterization method of printer MTF proposed in (Jang and Allebach, 2006) and we slightly modify this method to robustify the measure. This work has been done in collaboration with Albrecht Lindner during his master thesis (Lindner, 2007; Lindner, Bonnier, Schmitt, and Leynadier, 2008, 2009; Bonnier, Schmitt, and Leynadier, 2008a; Bonnier, Lindner, Schmitt, and Leynadier, 2009).



V.2.1



Modulation Transfer Function



The Optical Transfer Function (OTF) fully describes the transfer characteristic of a system as a function of the spatial frequency. An OTF may be decomposed into a magnitude and phase function: OTF(νx , νy ) = M T F (νx , νy )P T F (νx , νy ),



(V.1)



MTF(νx , νy ) = |OT F (νx , νy )| ,



(V.2)



where



−i2π arg(OT F (νx ,νy ))



PTF(νx , νy ) = e



,



(V.3)



where arg(x) is the argument (angle) of the complex number x and (νx , νy ) are the spatial frequencies in the x- and y- directions of the plane, respectively. The magnitude is known as the MTF and the phase as the Phase Transfer Function (PTF). In imaging systems, the phase component is typically neither captured by the sensor nor reproduced by a printing device. Thus, the most important measure with respect to imaging systems is the MTF. The MTF of an optical system shows how much the system attenuates an input modulation signal (see Figure V.1) and is deﬁned as the ratio of the output amplitude Aout (νx , νy ) to the input amplitude Ain (νx , νy ): M T F (νx , νy ) =



Aout (νx , νy ) . Ain (νx , νy )



(V.4)



In order to describe a printing system, this ratio has to be measured for diﬀerent frequencies and diﬀerent orientations. For a given orientation of a modulation signal the results can be plotted in a graph where the ratio is plotted versus the frequency as shown in Figure V.2. For printing systems the ratio usually decreases as the frequency increases, showing the low-pass behavior of such devices which tend to blur the details in images. An ideal imaging device would have an MTF constant at 1 for every frequency and orientation.
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transfer function
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Figure V.2: Example of a modulation transfer function from an hypothetical system with low pass characteristics.



V.2.2



Speciﬁcity of the MTF of a Printing System



The MTF characterization of a printing system is not trivial: unlike digital capture devices, inkjet and laser printers are highly non-linear and therefore not easy to model. The MTF depends on diﬀerent parameters related to the printing system and on the characteristics of the input images. In this section we consider the impact of the halftoning, addressability, dot size and quality of the medium on the MTF. This is also related to the Nyquest-Shannon sampling theorem (Shannon, 1949). Usually a printing system has low-pass characteristics: mostly only high frequencies are attenuated and low frequencies are preserved. V.2.2.1



Halftoning



There are many diﬀerent types of printers which make use of diﬀerent technologies to reproduce an electronic document on paper. Among this diversity, there are for example, toner-based printers (laser printers), liquid ink printers, solid ink printers. Inkjet printing is now the leading technology on the photographic printer market and in the following we only consider inkjet printers. An inkjet print-head projects ink drops onto the medium on demand. Combined with mechanical parts to move the printing head along one axis (fast scan) and the ability to move the medium along the second perpendicular axis (slow scan), the surface area of the medium can be covered by ink drops. Typical documents sent to an inkjet printer are continuous tone, where each color at any point is reproduced as a single tone, such as a digital photography with pixels coded on 8 bits (256) values per color channel (see Figure V.3(a)). An inkjet printer has to reproduce these continuous tone documents with color dots. These dots can vary in color (e.g. Cyan Magenta Yellow blacK, CMYK + Red + Green, CMYK + light Cyan + light Magenta + light grey) and sometime in size (e.g. 2 sizes, up to 64) for multi-level printers. Given the limited set of choices (e.g. 2 levels for a typical black and white printer: ink or no-ink), it is not possible to print continuous gray levels directly on paper. Since a continuous tone image often contains numerous intermediate levels, it must be processed before printing. The process of simulating a given color level



133



V.2 Characterizing the Printer MTF



with only binary values is known as halftoning. For doing so, the printer drops less ink per surface unit in a light gray zone than in a dark gray zone. There are many diﬀerent halftoning techniques which can be divided in two groups. They both beneﬁt from the fact that the human eye has a limited bandwidth and integrates locally over a certain surface. They diﬀer in the way they modulate the quantity of ink. (a) Amplitude Modulation – AM With this method the dot size of each droplet is adapted to the desired output. Dots in darker areas are bigger than in lighter areas resulting in a darker appearance (See Figure V.3(b)). (b) Frequency Modulation – FM With this method the dot size is constant, the density of dots is used as a variable. The darker a zone shall appear the higher the density of dots. This is the method mainly used in inkjet printers (See Figure V.3(c)). In both cases, the dot centers lie in a rectangular grid, their position is never changed. It is also possible to combine both methods. Since inkjet printers mainly use frequency modulation, amplitude modulation will not be considered during this study.



(a) original



(b) AM



(c) FM, Floyd Steinberg



Figure V.3: Diﬀerent halftoning methods. (a) original image. (b) halftoned with amplitude modulation. (c) halftoned with frequency modulation: Floyd Steinberg’s error ﬁlter. (Reproduced from: http://commons.wikimedia.org/wiki/User:Gerbrant/Dithering_algorithms)



Frequency Modulation It is not suﬃcient to know the right density which reproduces a certain gray level, but we also need to know for each position in the grid, whether to put an ink droplet or not. A simple threshold would eliminate all the variations of the image which take place either above the threshold value or beneath (Ulichney, 1990). A continuous gradient for example would result in a step function. This simple example
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shows that this simple method would provide poor results. An in-depth view on this topic can be found in (Lau and Arce, 2001; Ulichney, 1990). (a) Error diﬀusion Here, the value of each pixel is thresholded and the error which is thereby introduced is distributed to the neighboring pixels. One of the ﬁrst and best known methods is the Floyd - Steinberg dithering (Floyd and Steinberg, 1975), named after the two inventors. The weights of the Floyd - Steinberg ﬁlter can be seen in table V.1; with this ﬁlter the image is scanned from top to bottom and from left to right. The 3/16



• 5/16



7/16 1/16



Table V.1: Floyd and Steinberg error ﬁlter. implementation of this method is quite easy and has the advantage to be iterative. Other ﬁlters with diﬀerent weights and diﬀerent neighborhood sizes were proposed following Floyd and Steinberg’s work. (b) Masks This method uses static pre-computed binary masks to binarize an image. For each gray level, there is a binary mask which holds the information as to where to put an ink droplet. For an image with a uniform gray level the halftoning result will simply be the corresponding mask itself. A common mask size is 32 × 32 pixels, which means, that the mask is in almost all cases much smaller than the image. Thus the same masks are used over and over again by repeating it horizontally and vertically. This is like covering the whole image with many tiles of the same kind. The pixel value in the binarized image is the value of the mask, that corresponds to the gray value, at the same position. Since this method doesn’t consider neighboring pixels, it can be parallelized, which speeds up the algorithm. The creation of the masks needs a lot of expertise to achieve good looking results, otherwise visual artifacts with the tile periodicity may appear on graphical documents. Bandwidth and impact on high-frequency content The bandwidth of an halftoning algorithm is the range of frequencies eﬀectively reproduced. Error diﬀusion algorithms have a larger bandwidth than the mask-based halftoning and are thus better suited to accurately reproduce high frequency content (Lau and Arce, 2001). However masks are more adapted to preserve the overall quality of photographic images as error diﬀusion introduces artifacts in these images. The printer in our experiments uses masks. Informal tests on a printer with CMYK + light cyan + light magenta + light grey inks show that the addition of light colors also has an impact on the MTF. V.2.2.2



Resolution



The term resolution is often used to describe the degree of visibility (or the perception) of details in a reproduction of an image. The MTF is related to the resolution, and depends on several printer characteristics such as the printer addressability, the dot size, the medium and the halftoning algorithm.
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mask1 g1 mask halftoning g2 mask2



Figure V.4: Halftoning with masks. On the left is a continuous tone image with two areas with gray levels g1 and g2 respectively (g1 < g2 ). In the middle there are the two masks corresponding to the two gray levels. Each mask in this illustration covers 4x4 pixels and we assume here that 1 pixel equals 1 dot. On the right hand side is the halftoned result. The masks contain a cross indicating an ink droplet; to distinguish between the two masks the crosses are rotated by 45◦ to each other. Pixels are framed with a dashed line and masks with a solid line. Printer Addressability The addressability of a printing device is the number of uniquely identiﬁable dot locations per distance unit (e.g. one inch or one centimeter) in each direction. Typically an inkjet printer has a vertical and an horizontal addressability within the [150 - 720] dots per inch (dpi) range. The addressability is often referred to as the resolution and used as a marketing tool to compare competing products. A typical printhead has a matrix of nozzles (e.g. 512 x 512 nozzles), the addressability depends directly on the distance between the nozzles on a printhead: to print 600 dots per inch, the distance between 2 neighboring nozzles must equal 1/600 inch, or 0.0423333 millimeters. To achieve a higher addressability in the fast scan direction, it is possible to increase the frequency of the ﬁring of ink drops relative to the cartridge speed. Alternatively some printers ﬁre drops in several scans in order to claim higher number of dots per inch, yet the precision of the positioning of the drops is not suﬃciently high to consider such drops as being on uniquely identiﬁable locations. Dot Size Apart from the addressability, the size of the printed dot plays a signiﬁcant role in perceived resolution of a printer. The size of the dots (precisely the surface of the dot on the medium) depends on the volume of the ink drops (typically 4-30 picoliters, 1 picoliter = 10−12 liter) and on the quality of the medium. On low quality paper the ink spreads and the surface is large, on higher quality the surface is smaller. Furthermore, for a same drop volume on plain uncoated paper, water based inks tend to produce a larger
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dot than hot-melt wax-based inks, hence the advantage of the latter technology. The size of the dot should be correlated to the addressability: for good solid-area quality (e.g. 100% black) the nominal drop size should be chosen so that it will spread on the medium to a spot 10% larger than the diagonal distance of the addressability spacing (Pond, 2000). Digital Image Resolution The resolution of a digital image is the number of pixels printed per distance unit (e.g. one inch or one centimeter) in each direction. Usually the resolution is considered as good when below the human perceptual threshold at 300 dpi (or more) in which case individual pixels are not distinguishable. In order to represent each image pixel in a continuous tone image, the image is halftoned, meaning the printer uses a pattern of several of its dots to simulate the color of each pixel in the image (see Section V.2.2.1). To accurately reproduce 8 bits grayscale values, a matrix of minimum 16x16 dots is 1 of the addressability in dots). Therefore, 1 pixel necessary (i.e. an image resolution of 16 16 inch by a 600 dpi printer or 600 in a continuous tone image will be printed on a 600 16 = 37.5 pixels per inch (ppi). In practice, an image resolution of 14 of the addressability (150 ppi for a 600 dpi printer) is considered as a good compromise between the preservation of the gradation and the reduction of the image resolution. V.2.2.3



Parameters in Characterization



When measuring the MTF, the characteristics of the printing system such as the halftoning and the quality of the paper should be ﬁxed; the halftoning algorithms transform grayscale or color continuous tone image to a halftone image with limited number of colors (e.g. a bi-level image ink/no ink). Other parameters in the mechanics of the printer introduce also non-linear variations and noise. Given these non-linearities, a careful characterization should be conducted for several lightness, hue and saturation values. Spatial variations in diﬀerent directions should also be explored using targets at several angles. Finally the characterization should include the reproducibility and the noise. Based on these observations, the characteristics of the input images to consider include : • its mean color or gray value (bias) and the amplitude of the modulation signal, • the direction of spatial modulations or contours (horizontal, vertical or intermediate angles), • the content of pixels printed just before (printed value could depend on previous print head actions).



V.2.3



Existing Characterization Technique



Characterization of the MTF has been popular in photography and there are a few methods to measure the MTF for both silver-halide and digital image capture devices, in which sinusoidal and slanted-edge targets are used. These characterization methods have been standardized in (ISO 12233, 2000) and (ISO 16067-1, 2003). While much eﬀort has been spent in the characterization of the color characteristic curves of printing systems, until recently very little research has been published regarding the characterization of the MTF
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of printing systems. (Arney, Anderson, Mehta, and Ayer, 2000) proposed a method to measure the MTF of the physical printing process without the software pre-processing, by dividing the spectrum of the printed image by the spectrum of the halftoned image. (Jang and Allebach, 2006) proposed a procedure for characterizing the MTF of a complete digital printer, i.e. the software, the hardware and the medium (Section V.2.4) in which test pages consisting of series of patches with diﬀerent 1-D sinusoidal modulation are printed, scanned and analyzed. Later (Hasegawa, Hwang, Kim, Kim, and Choi, 2007) proposed an objective metric to evaluate the quality of the resolution of a black and white laser printer. Similarly as in Jang and Allebach, black and white stripes, lines and dot patterns (Figure V.5) are printed, scanned and analyzed, yet the analysis in the two methods are very diﬀerent. In (Hasegawa et al., 2007) the analysis is done by comparing black and white surfaces in the original with the corresponding surfaces on the printout, thus it is a measure of the dot gain. Recently, the slanted-edge method used to characterize scanners and cameras (ISO 16067-1, 2003) has been adapted to measure the MTF of a printer (Bang, Kim, and Choi, 2008): An image containing a slanted black square on a white background is sent to the printer (Figure V.6). The printout is then scanned and analyzed. After a preliminary study Lindner et al. (2008, 2009), we have selected the characterization method proposed by Jang and Allebach as it appears to be the most robust and the most compatible with our needs. Therefore we present it in the next section.



V.2.4



Jang and Allebach’s Characterization



The method proposed by (Jang and Allebach, 2006) consists of printing patches with sinusoidal patterns (see Figure V.7), scanning them and comparing their amplitudes with the values of constant tone patches. The value of these constant tone patches correspond to the maximum (max), the mean (bias) and the minimum (min) of the sinusoidal patches in the same row. One row of the test image consists of these three constant tone patches followed by nine sinusoidal patches oscillating between the min and max value with frequencies set to {10, 20, 30, 40, 50, 60, 80, 100, 150} cycles per inch respectively. To measure the MTF with diﬀerent biases, the test image consists of 19 rows. An example of one row of the test image is illustrated in Figure V.8. The biases of the 19 rows are the RGB tone levels in {⌊k × 255⌉ |k = 0.05, 0.10, 0.15, . . . , 0.95} = {13, 26, 38, . . . , 242} where ⌊x⌉ is the nearest integer to x. The amplitude is set to 13, in order to avoid clipping of the signal. The bias level varies across the diﬀerent rows. In the original method proposed in (Jang and Allebach, 2006) the test image is deﬁned in the device RGB color space, sometimes leading to problems due to non-linearities in the printer color transfer function. We proposed in (Lindner et al., 2008) to slightly modify the test chart to improve the reliability of the results: the bias values are equidistantly distributed in CIE XYZ, a colorimetric space better suited to characterize printers. Furthermore, the amplitude of modulation of the sine waves is increased to ∆Y = 20 (except for the extreme bias values to avoid clipping of the signal) to lessen the inﬂuence of noise in the measurement. In this study we have modiﬁed the test chart as proposed by Lindner et al. and applied the method proposed by Jang and Allebach. The analysis is visualized in Figure V.9 and can shortly be described as follows. We ﬁrst scan the printout, then each row with constant mean gray level (bias) is processed
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Figure V.5: Example test image from Hasegawa et al., with six diﬀerent pattern types (vertical and horizontal lines, vertical and horizontal stripes, 25 % and 50 % duty dot), where each pattern is repeated with diﬀerent frequencies (Hasegawa et al., 2007).
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Figure V.6: Example test image for the slanted edge method (ISO 16067-1, 2003; Bang et al., 2008). separately. (a) Within one row the three constant tone patches are processed ﬁrst. For each patch, its mean is calculated in the CIEXYZ space and converted into CIELAB values. (b) For each of the nine sinusoidal patches from the same row, the modulation signal is extracted by averaging the measured tristimulus values perpendicularly to the direction of modulation. The averaged values are converted to CIELAB values and projected on the line which connects the lower and upper mean values corresponding to the constant min and max tone patches, respectively. ∗ distance to the lower mean (c) Then, for all the points projected on the line the ∆Eab ∗ scalar value of the constant min patch is calculated. The result is a vector of ∆Eab values which is Fourier transformed. The amplitude of the main frequency of the patch is then extracted. ∗ distance between the constant min and (d) The amplitude is compared with the ∆Eab max tone patches and it usually smaller. Since the scanner is not compensated at this point, their ratio is not yet the printer MTF. It is the MTF of the system composed by both the printer and the scanner.



(e) For the scanner compensation we use the scanner MTF which has been separately measured with speciﬁc engraved patterns on a physical chart ISO 16067-1 (2003). We then estimate how much the scanner attenuates a signal which oscillates between the min and max constant tone patches. This scanner ratio should be between 1 and the ratio calculated in the previous step. Dividing the ﬁrst calculated combined printer and scanner ratio by the above scanner ratio provides the estimated compensated printer MTF.



V.2.5



Experimental MTF Measure



In our study we have used the inkjet printer Océ Colorwave 600 with standard Océ uncoated paper and an Epson scanner Expression 10000XL. Figures V.10 and V.11 show two MTF characterizations obtained with the modiﬁed Jang and Allebach test chart, aligned
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Figure V.7: Jang and Allebach’s MTF test images: one row of the test image consists of three constant tone patches (max, bias and min values of the sinusoidal patches) and the nine corresponding sinusoidal patches wih frequencies set to {10 20 30 40 50 60 80 100 150} cycles per inch. The whole test image consists of 19 rows with diﬀerent biases (Jang and Allebach, 2006).
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Figure V.8: One single row of Jang and Allebach’s test images.
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Figure V.9: Flowchart of Jang and Allebach’s algorithm. in the vertical and horizontal directions respectively. Horizontal and vertical MTFs are slightly diﬀerent, probably due to the mechanical design of the inkjet printer with two major directions: the direction of the paper transport (vertical) and the direction of the moving print head (horizontal). The MTF decreases as the frequency of the sine wave increases, as expected, but the MTF depends also on its bias, or mean value: the MTF values are higher for medium gray levels than for high gray levels (high row indices) and slightly higher for low gray levels (low row indices).



V.2.6



Comparison with Other Characterization Methods



The other existing methods (Section V.2.3) have also been evaluated (Lindner et al., 2008, 2009; Lindner, 2007). Results obtained with the methods proposed in (Jang and Allebach, 2006), (Hasegawa et al., 2007) and (Bang et al., 2008) are compared in Figure V.12 (not the method proposed by (Arney et al., 2000) as it only measures the MTF of the physical printing process without including the software pre-processing).
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Figure V.10: Measured horizontal MTF of the Océ Colorwave 600, obtained with the modiﬁed Jang and Allebach test image (19 rows of increasing gray values (bias) x 9 columns of sine patterns increasing in frequency).
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Figure V.11: Measured vertical MTF of the Océ Colorwave 600.



The test image of the slanted edge method is similar to Hasegawa et al.’s test image: both use maximum contrast images with sharp edges. A contrario, Jang and Allebach test image includes continuous tone images with sinusoidal patterns. The mean MTF
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Figure V.12: MTFs obtained with the three tested methods for direct comparison.



corresponding to the ﬁrst three rows [1-3] of the test chart (the darker rows) has been selected for this ﬁgure. Nevertheless, results from the slanted edge method and from the method from Jang and Allebach are very close, even though the two methods use very diﬀerent approaches. On the contrary, the MTF values from Hasegawa et al. are signiﬁcantly smaller than from the other two methods. This diﬀerence might be due to the nature of the measure made in Hasegawa et al., a measure related to the ink-spreading (Hasegawa et al., 2007). The similar results obtained with two very diﬀerent approaches emphasize the meaningfulness and credibility of these experimental results. Furthermore, results obtained with the method from (Jang and Allebach, 2006) proved that the attenuation of a printed sinusoidal signal depends on its bias value. The slanted edge method doesn’t provide a measurement of this dependency and our attempt to modify the slanted edge method by printing a step with reduced contrast just resulted in strongly noised results. Thus the method from Jang and Allebach seems to be in favor of a more exhaustive measurement of the printer. Thus we select the characterization method proposed by Jang and Allebach, slightly modiﬁed to improve its reliability. In the following sections, printer MTF is measured using this method.



V.2.7



Summary



In this section we have considered the speciﬁcity of the printer MTF: it depends on numerous factors (V.2.2). Extensive measurement with varying values of bias, orientation and frequency is needed to characterize the MTF of a printer. Several characterization methods have been reviewed (V.2.3) and after comparison we have chosen the method proposed in (Jang and Allebach, 2006), slightly modiﬁed to improve the resulting measurements (V.2.4). Resulting measurements show that the MTF depends on bias level, orientation and frequency.
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Figure V.13: Principle of the MTF compensation: the Amplitude Ain is compensated (pre-ampliﬁed) by Compensation (division by the M T F in the Fourier domain) before printing, resulting in a printed output amplitude Aout close to the input Ain .



V.3



Compensating for the Printer MTF



The initial aim of our research related to the printer MTF is to be able to compensate for the printer MTF by pre-processing the image sent to the printer as in Figure V.13. The compensation of an MTF is already known from other ﬁelds as the restoration of blurred images (Keelan, 2002). For example consider a picture of a real scene captured with a digital camera: as cameras have a low-pass characteristic, the captured image is not sharp. The MTF of the camera can be compensated to obtain a sharper image, closer to the real scene. While camera compensation occurs in post-processing, printer compensation must occur in pre-prosessing. Nevertheless it is based on the same principles, since both processes aim to amplify the frequencies by a factor given by the system MTF.



V.3.1



Deconvolution



Under the assumption of a linear system, the degradation can be described by a multiplication in the Fourier domain. Assuming an input image Iin , its Fourier transform being F (Iin ) and the system modulation transfer function M T F , the Fourier transform of the degraded image at the output is F (Iout ) = M T F × F (Iin ). In the case where M T F is known at each frequency, the compensation is a simple division in the Fourier domain and the compensated input image F (Icomp ) is then obtained by the inverse Fourier transform F −1 as follows: Icomp = F −1



 F (I )  in



MT F



.



(V.5)



This is also known as deblurring or as a deconvolution since it is the inverse of a convolution in the spatial domain. Unfortunately this ideal case might be perturbed by noise. The system MTF has to be estimated by a measurement which itself is aﬀected by noise. This is mostly problematic for frequencies where the system attenuation is strong, leading to low values of MTF and to numerical instabilities in the deconvolution. Furthermore, the image Iin might also contain noise. Diﬀerent ﬁlters have been proposed to take the noise into account.



V.4 Compensation in the Spatial and Color Adaptive Rendering Workflow



V.3.2
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Wiener Filter



The Wiener ﬁlter named after his author Wiener (1949) is a modiﬁcation of the division in Equation V.5 taking the noise into account. It is done by dividing through the sum of the MTF and a noise-to-signal ratio: Icomp = F −1



 F (I ) in



MT F



×



 MT F × MT F∗ , M T F × M T F ∗ + N SR



(V.6)



where Iin is the input image, Icomp is the compensated image, M T F is the MTF of the system and M T F ∗ its complex conjugate, N SR is the noise-to-signal ratio of the image Iin . When the noise tends to zero, the Wiener ﬁlter reduces to Equation V.5. But the more noise there is in the image, the less is the ﬁlter impact. The estimation of the noiseto-signal ratio N SR might be problematic, as a printer can get an input image from any source (camera, scanner, software, ...) and every device has its own noise characteristics. There is a variety of other possibilities to compensate a convolution kernel using different techniques (see Chan and Shen Chan and Shen (2007) for an overview). One issue with all these advanced methods is that they tend to use more calculation time and storage than the simple division from Equation V.5.



V.3.3



Unsharp Masking



Alternatively, unsharp masking Russ (2007), based on the subtraction of a smoothed image from the input image, can be used to increase contrast of existing edges: Icomp = Iin + α × (Iin − fblur (Iin )),



(V.7)



where fblur is a blurring low-pass ﬁlter such as a Gaussian ﬁlter, and α a constant coeﬃcient setting the amount of unsharp masking. This linear ﬁlter is frequently used in the digital photography community, usually to regain sharpness attenuated in the scanning process, or sharpen reproduction of images on prints. Limitations of such ﬁlter include the need to set a ﬁlter size in fblur that limits the gain of sharpness to a ﬁxed range of frequencies. An unapropriate setting of the size might lead to halos in resulting images. Furthermore, α is a constant coeﬃcient setting the amount of boosting uniformly across the ﬁxed frequency range, when frequency-dependent coeﬃcients would allow a more eﬀective compensation of the MTF. In this study preliminary tests showed that the simple division gives satisfying results, mainly due to the fact that the measured MTF values are mostly greater than 0.5. Therefore we propose to use the simple division and take into account the non-linearity of the system.



V.4



Compensation in the Spatial and Color Adaptive Rendering Workﬂow



As our aim is to include the compensation of the MTF in the spatial and color adaptive workﬂow, in the following sections we show how to embed the compensation within the framework proposed in Section III.2. A new compensation algorithm based on image decomposition is proposed to locally adjust the compensation given the local mean.
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MTF Data



In order to use the MTF data gathered in the previous section, it might be necessary to extrapolate missing extreme values (Lindner et al., 2009). In our experiment, the printing resolution is 600 dpi but the images are printed at 150 dpi, also the highest measured MTF value. Furthermore, the lowest measured frequency is 10 cycles per inch, and in our experiment, we set to 1 the MTF values between 0 and 10 cpi.



V.4.2



In the Workﬂow



For simplicity and calculation speed we propose to embed the division in the Fourier domain (eq. V.5) within the existing framework. Color Space The MTF values have been measured for sine-wave modulations in the CIE XYZ space as it is more related to the physics of the printing system. Yet the SCAGMA workﬂow is using the CIELAB color space and the division is applied in CIELAB. Since the Human Visual System (HVS) is more sensitive to luminance high frequency content than chrominance high frequency content, we propose to limit the deconvolution to the L∗high channel. Image decomposition One key aspect of the proposed SCAGMAs is the decomposition of the image in two bands (see Section III.2), obtained by 5D Bilateral Filtering (BF ) in the CIELAB space. While the deconvolution can be applied before the image decomposition, we propose to apply it to the L∗high channel of the high pass band to avoid halos: L∗high does not contain the sharpest edges of the input image Iin . Deconvolution is inserted within the function k of the workﬂow, as shown in Figure V.14:



Figure V.14: MTF compensation within the Framework for Spatial and Color Adaptive Gamut Mapping. After the decomposition of the image Iin with the bilateral ﬁlter, L∗high , the L∗ channel of the high frequency band Ihigh , is selected. This channel is then transformed into Fourier space, divided through the printer MTF and transformed back. These steps are included in the function k. Then the image is recomposed by the adaptive merging and mapping embedded within the function f (Section IV.6).
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Figure V.15: Principle of the locally adaptive MTF compensation: the high-pass band Ihigh is compensated N times for M T Fn . Then for each pixel, a locally adaptive merging is processed according to the local mean estimated from Ilow .
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Locally Adaptive Compensation



The MTF values vary as a function of the mean gray level: Figure V.12 shows how the MTF values in the highlights signiﬁcantly diﬀer from the ones in the mid-tones and the shadows. In preliminary test, we attempted to use the mean of MTFs over the gray bias. Consequently, the measured compensated MTF were too low (under-compensated) for light gray patches and too high (over-compensated) for dark gray patches. In this section we propose to take into account the image local mean gray level as an estimation of the bias when compensating for the printer MTF: each pixel in L∗high is compensated according to the local mean in Iin . L∗highcomp = M T Fcomp (L∗high , L∗in , M T F ),



(V.8)



where L∗highcomp is the compensated L∗ channel and M T Fcomp the locally adaptive compensation (see also Figure V.16). Local mean A local measure of the mean gray level L∗in is needed to achieve the locally adaptive compensation. Here we can take full advantage of the image decomposition and use Ilow as an estimation of the local mean. Notice that values in Ilow are obtained by bilateral ﬁltering. This is an advantage as a local mean computed in Iin for a local detail in Ihigh should only be computed by using local and similar gray pixels, as this is done in Ilow by the bilateral ﬁlter. Since the MTF was measured using modulation and bias values based on the CIE XYZ color space, Ilow is converted to CIE XYZ and Ylow is taken as the local mean. N deconvolutions of L∗high The MTF has been measured for the bias values bn , n ∈ [1, N ]. Let M T Fn denotes the MTF measured for bias bn . L∗high can be divided through each MTFn (f ) in the Fourier domain which results in N compensated high pass images: L∗high



n



= F −1



 F (L∗



high )



M T Fn







, n ∈ [1, N ],



(V.9)



∗ is the compensated image in the image domain for bias value bn . where Lhigh n



Adaptive merging Then a locally adaptive merging can be processed for each pixel according to the local mean. The N compensated high pass bands L∗high , . . . , L∗high are 1 N merged to one single compensated high pass band L∗highcomp . Since only certain of the MTF values have been measured for a limited set of bias and frequency values, missing MTF values are ﬁsrt linearly interpolated for the frequency range of the image sent to the printer ([0, 150] dpi in our experiments). Then for each pixel in Ihigh the two bias levels bn and bn+1 closest to the value Ylow corresponding to that pixel are selected: bn ≥ Ylow ≥ bn+1 L∗highcomp is a linear interpolation between the compensated images L∗high at these two bias levels: n



L∗highcomp



∗ = w · L∗high + (1 − w) · Lhigh n



n+1



,



(V.10)
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with: w =



Ylow − bn+1 . bn − bn+1



(V.11)



Resuming SCAGMA process After the locally adaptive MTF compensation of L∗high , the image Ihighcomp is recomposed and scaled as follows (see also Chapter IV): ∗ Ihighcomp = Scaling(L∗highcomp , Chigh , hhigh ).



(V.12)



∗ where Chigh and hhigh are the chroma and hue channels of Ihigh . Then the SCAGMA process is resumed: MTF compensation is followed by an adaptive merging and mapping.



V.5



Discussion



In this section we ﬁrst compare the proposed algorithm to existing alternatives, then discuss possible evolutions. Locally Adaptive Compensation Compared to Classic Deconvolution and Unsharp Masking Firstly, unlike the classic deconvolution and unsharp masking, the proposed locally adaptive compensation is based on image decomposition and thus only applied to a carefully restricted set of high-freqency content. This allows the results of the proposed algorithm to be free of haloing artifacts. Secondly, the proposed compensation is bias dependent, the MTF compensation is pixel-wise optimized to produce a resulting image with a constant M T F = 1 across the printed image. To obtain similar results with unsharp masking, several ﬁltering with decreasing size of blurring ﬁlter and diﬀerent amount of unsharp masking would be needed. While theoretically possible, this solution is obviously not as elegant nor as precise as the proposed algorithm. Orientation In this study, we have not considered the orientation of the high-frequency content as the measured MTF of our printing system is close to being orientation independent. In our implementation, the compensation is applied in the Fourier domain as a division by a 2D ﬁlter constructed by a 360o polar rotation of the 1D MTF. It is thus easily expandable to a situation where the MTF depends on the rotation, by measuring the MTF at diﬀerent orientations. The 2D ﬁlter will then be constructed by using the measured MTF at the corresponding angles and interpolation for intermediate angles. Optimization It should be possible to reduce the number of bias levels used within the compensation by using a non-linear weights in Equation V.8. These weights would be deduced from the bias dependency of the printer MTF. The approach of reducing the number of bias levels and therefore using a nonlinear interpolation would be interesting, since it would reduce the number of inverse Fourier transforms within our compensation algorithm. It could even be proﬁtable to use MTFs from bias levels which are not equally spaced. For example fewer bias levels in gray levels ranges where the bias dependency is weak and more in ranges where the bias dependency is strong. How to eﬃciently choose the
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number and values of the bias levels used for the compensation and how to interpolate between them is an optimization problem and would aim at providing full quality with as less computation power as possible.



V.6



Experimental Results



In this section we evaluate the compensation, ﬁrst by applying it to Jang and Allebach’s test page and measuring the MTF of this compensated test chart, then by applying it to natural images.



V.6.1



Objective Results



Four rows from Jang and Allebach’s test page (Figure V.8) with diﬀerent means (Ymean ∈ {20, 40, 60, 80}) are compensated using our new locally adaptive algorithm. These rows are printed, scanned and analyzed (Section V.2.4). The resulting MTF measurements of the four compensated images are shown in Figure V.17. Results show that the compensation of the MTF is well eﬀective, with MTF values remaining in the range [0.9,1.36].



V.6.2



Results on test images



To complete the evaluation of this new algorithm, a set of images (see reproductions in the Appendix Section I.2) is processed by our SCAGMAs with compensation. Printed images appear to have a better preserved local contrast when compared to non-compensated reproductions of the same images. An evaluation by psychophysical experiments is proposed in Section VI.6 to evaluate the perceived impact of the compensation on the accuracy of the reproduction.



V.7



Over-compensation



In previous sections, the compensation of the MTF is based on objective measures by mean of a scanner. While according to the scanner-based measured objective results, the MTF compensation has achieved its goal, preliminary evaluation of the printed images by observers lead to interrogations about the amplitude of the perceived improvement. To further enhance the perceived quality of the reproduction, it might be necessary to overcompensate the MTF. In this scenario, the MTF of the printing system is compensated for more than necessary and a stronger local contrast should be perceived in the resulting images. Such images could show better preserved local details and thus be judged as more accurate reproductions. How to over-compensate? Unfortunately it is diﬃcult to know how the over-compensation should be applied as it depends on the perception of the HVS. Several operators can be applied to over-compensate the MTF: • A global shift, it might have a stronger impact on high-frequency content as the compensation applied on high-frequencies is stronger than the one applied in lower frequencies.
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Figure V.16: (a) MTF and (b) corresponding compensation coeﬃcients.



• A global scaling factor in the range [1, ∞[, in the other hand, might lead to a stronger impact on lower frequencies, as it will lead to a compensation of frequencies where the MTF is close or equal to 1.
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Figure V.17: Results from locally adaptive compensation for four rows from Jang and Allebach’s test page with diﬀerent means (Y ∈ {20, 40, 60, 80}).



Figure V.18: Principle of the MTF over-compensation: the Amplitude Ain is overcompensated (over pre-ampliﬁed) by Overcompensation (Division by the M T F in the Fourier domain) before printing, resulting in an output amplitude Aout larger than the input Ain . • A frequency dependent function, for example a power applied to the compensation coeﬃcients might have an appropriate behavior. Psychophysical experiments should be carried out to gain knowledge about the perception of the overcompensation. Proposed over-compensation Preliminary test show that a global scaling factor has a stronger perceived impact. In our test, we have thought of over compensating as an underestimation of the printer MTF. An underestimation of 80% of the MTF, obtained by multiplying each MTF value by 0.8 has been selected for its perceptually satisfying results (see Figure V.19). Results To complete the evaluation of this new algorithm, a set of images (see reproductions in the Appendix Section I.3) is processed by our SCAGMAs with over compensation. Printed over-compensated images appear to have a better preserved local contrast when compared to non-compensated and compensated reproductions of the same images. A set of over-compensated images is included in the psychophysical experiments proposed in Section VI.6 to evaluate the perceived impact of the over compensation on the accuracy of the reproduction. Overall, results from SCACOMP with MTF compensation were
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evaluated as more accurate than without, and the over-compensated version was given the best scores. This is a clear indication that MTF compensation fulﬁlls its goal of producing more accurate reproductions. Further study will be necessary to ﬁnd an optimal over-compensation operator.
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Figure V.19: Comparison of (a) compensation and (b) over-compensation coeﬃcients, with a global scaling factor of 1.25 applied to the compensation coeﬃcients.



V.8



Summary



During preliminary experiments, we have compared the resulting images reproduced on a monitor and with an inkjet printer on standard paper and observed that details in images resulting from SCAGMAs look signiﬁcantly better than results of point-wise GMAs when displayed on the monitor. Unfortunately, improvements are not as much signiﬁcant when comparing prints on standard coated paper. It appears that the ability of the two systems (monitor versus printer+medium) to reproduce details are diﬀerent, leading to strong diﬀerences in the perception of the spatial content in the resulting images. Our aim is to propose a set of modiﬁcations of the algorithms to take into account the spatial characteristics of the output device and improve the results. In this chapter we improve the results of spatial and color adaptive gamut mapping algorithms by compensating for the printer modulation transfer function. In the ﬁrst Section V.2, the concept of the MTF and the speciﬁcities of the printer MTF are considered. Then existing characterization method of printer MTF are summarized. The MTF of the printer is measured using a modiﬁed version of the method proposed by Jang and Allebach. In Section V.3, methods for compensation of the MTF such as the deconvolution are reviewed. Since the MTF of a printer depends on the frequency and the bias, a locally adaptive compensation is proposed to take the local mean into account. N deconvolutions of Lhigh are processed for the M T Fn associated with N bias values. Then for each spatial position, a locally adaptive merging is processed according to the local mean. This locally adaptive compensation ﬁts within the color and spatial adaptive workﬂow. Objective measures show signiﬁcant improvement and a psychophysical experiment is needed to assess the perceived improvement. Overcompensation is also investigated in Section V.7 to amplify perceived improvement and



154



Chapter V. Compensating the Printer Modulation Transfer Function



over-compensated images will be part of the evaluation proposed in Section VI.6.
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Evaluation VI.1



Introduction



Evaluation is a crucial part of research activities on image processing: as a new gamut mapping algorithm is proposed, the quality of its results shall be assessed. Impact on the images shall be considered and artifacts be looked for. It shall also be compared to existing algorithms to justify its usefulness. Gamut mapping algorithms might modify several perceptual attributes in images such as the lightness, chroma, hue or contrast. These modiﬁcations occur locally in images and they depend on the image content and on the input and destination gamuts. A thorough evaluation is thus complex to achieve: it should include a large set of images and possibly several input-destination gamuts scenarii. Two types of approaches can be distinguished for the evaluation, either subjective based on human perception or objective based on physical measurements. Subjective approaches are often based on data obtained in psychophysical experiments, where human observers are asked to rank several stimuli (images in our experiments) according to given criteria. Newly implemented GMAs are typically evaluated using psychophysical experiments, where observers are asked to judge reproductions of images using a set of diﬀerent GMAs including the new ones (see Section VI.4 and (Morovič, 2008)). In Section VI.2, we discuss the diﬀerent aspects of the psychophysical evaluation of GMAs and review relevant standards such as (CIE TC 8-03, 2004; ISO 20462-1, 2005; ISO 204622, 2005; ISO 20462-3, 2005). Alternatively in Section VI.3, we will consider Image Quality Metrics (IQM), that can be used to objectively compare two images, a reference image Iin and the result image of the algorithm to evaluate, Iout . In Section VI.4 we review the evaluation proposed by the authors of existing SGMAs, often based on psychophysical experiments. We then proceed to our own psychophysical evaluations of a selection of GMAs and SGMAs in the last Sections VI.5 and VI.6.



VI.2



Psychophysical Experiments



In a psychophysical experiment, a pool of human observers is asked to judge, compare, rank or rate samples (e.g. alternative reproductions) according to perceptual criteria. In (ISO 20462-1, 2005) a psychophysical method is deﬁned as an “experimental technique for
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subjective evaluation of image quality or attributes thereof, from which stimulus diﬀerences [...] may be estimated”. The observers answer a question, relative to their judgement regarding a given criteria. Hence as Morovič points out “...instead of being a measurement of perceptions or attitudes, a psychovisual experiment reports the decisions an observer expresses in response to viewing a stimulus and being asked a question.” (Morovič, 2008) The ISO TC 42 has published a three-part standard pertaining to the subjective evaluation of pictorial still image quality (ISO 20462-1, 2005; ISO 20462-2, 2005; ISO 20462-3, 2005). Moreover, the CIE and its Technical Committee 8-03 have published in 2004 a technical report providing guidelines for the evaluation of the cross-device and cross-media color image reproduction performance of GMAs using a psychophysical method (CIE TC 8-03, 2004). In this section we discuss the several aspects of psychophysical experiments to consider along with the CIE and the ISO recommendations: the pool of observers (VI.2.1), the experimental task and procedure (VI.2.2), the media (VI.2.3) and the viewing conditions (VI.2.4), the set of images (VI.2.5), the collection of data and its statistical processing (VI.2.6).



VI.2.1



Observers



The selection of observers might have a large impact on the results of the experiments. The degree of expertise in color science, in photography and in inspecting printouts, might change the ability to perceive local and global variations between several reproductions of a given original. The geographic origin, age and sex are among criteria that might also have an impact. Observers shall be tested to ensure normal near, distance and color vision, for example by using Ishihara’s Tests for Color Blindness (Ishihara, 1917) as in Figure VI.1. The selection of observers depends on the ultimate goal of the experiment. For example, in order to detect gamut mapping artifacts, a few experts in printout inspection and a large set of images might be more appropriate than a large number of non-expert observers and a limited set of images, since the expert will do a better job at detecting local artifacts and a large set of images will cover a larger set of cases where artifacts might appear. On the other hand, when evaluating the perceptual intent of an ICC proﬁle (section II.5.4), a large and balanced group of observers will be more appropriate as the ultimate goal is to produce images that please the actual observers of the prints: the customers. In such case, the CIE recommends at least 15 observers for pair comparison, ranking or category judgement(CIE TC 8-03, 2004) and Engeldrum (2000) recommends a range [10-30]. In our study we proceeded with preliminary tests with a few expert observers during the development of SGMAs, then set up psychophysical experiments with a larger group of observers.



VI.2.2



Types of Experimental Method



Several types of evaluation method have been proposed in the literature (CIE TC 8-03, 2004; Morovič, 2008; Engeldrum, 2000; ISO 20462-1, 2005; ISO 20462-2, 2005) we brieﬂy describe them here: • Pairwise comparison: Each observer is asked to compare two stimuli (e.g. alter-
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Figure VI.1: Reproduction of a plate of Ishihara’s Tests for Color Blindness (Ishihara, 1917). native reproductions) and select the best according to a criteria given by the experimenter, with or without a reference stimulus. In GMAs comparison, the observer is presented with a reference image along with pairs of candidate gamut-mapped images. He is asked to pick the “closest” or “most accurate” reproduction with respect to the original image. While being an easy task, in the case of GMA comparison, each observer has to compare n gamut mapping alternatives for m reference images, comparisons. The larger the sets of GMAs and images to compare are, i.e. n(n−1).m 2 the more diﬃcult the task becomes for the observers (CIE TC 8-03, 2004; ISO 204621, 2005). Generally a session of test should not last more than 45 minutes to ensure that the observer stays focussed and this constrains the number of comparisons. • Ranking experiment: For each test image, the observer is asked to rank the n gamut mapped reproductions. It is derived from Thurstone’s law of comparative judgement (see Section VI.2.6 and (Thurstone, 1927)). In our experience, this task is more appropriate for the evaluation of GMAs than the pairwise comparison as it allows simultaneous comparison of results obtained by the diﬀerent GMAs. Yet when some of the reproductions to compare are perceived as having the same quality, it might force the observers to diﬀerentiate them. Furthermore it does not provide information about the acceptability of the results, only a ranking between them. • Category Judgement (or rating Categorical sort method): classiﬁcation of stimuli into one of several equally spaced ordered categories identiﬁed by adjectives or phrases that describe diﬀerent levels of image quality, such as excellent, very good, good, fair, poor, and not worth keeping (ISO 20462-2, 2005), or an integer scale with an uneven number of steps, usually [1-5], [1-7] or [1-9] ([1-7] being suggested in (CIE TC 8-03, 2004)). It is based on Torgerson’s law of categorical judgement (Torgerson, 1958), an extension of Thurstone’s law of comparative judgement (see Section VI.2.6 and (Thurstone, 1927)). As the ranking experiment, it requires more judgements from observers than pairwise comparisons and is more suited to evaluate large
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number of stimuli. Furthermore it provides the acceptability of each reproduction. • Magnitude estimation: Assignment of a numerical value to each stimulus that is proportional to image quality. Typically, a reference stimulus with an assigned numerical value is present to anchor the rating scale (ISO 20462-2, 2005). When evaluating GMAs, it seems useful to compare a new GMA to existing GMAs, in which case the category judgement (i.e. simultaneous magnitude estimations) seems preferable. • Triplet comparison: simultaneous scaling of three test stimuli with respect to an attribute (ISO 20462-2, 2005). This method is proposed to speed up pairwise comparison experiments. • Matching: the observer is given a user interface to adjust a stimulus, along a restricted number of dimensions, so that it matches another stimulus. This method does not appear to be relevant for the evaluation of GMAs. (The CIE guidelines suggests an experiment where observers would be instructed to choose settings on a user interface to alter the test-image constrained to the output gamut to match (as close as possible) the reference image.) • Quality ruler: the quality of a given stimulus is assessed against a series of ordered univariate reference stimuli. This reference stimuli might diﬀer by known number of Just Noticeable Diﬀerence (JNDs). JND is a measure of detectability of appearance variations corresponding to a stimulus diﬀerence that would lead to a 75%:25% proportion of responses in a paired comparison task (ISO 20462-1, 2005). This method does not appear to be relevant for the evaluation of GMAs.



Which experimental method to choose for the evaluation of GMAs? Three diﬀerent psychophysical methods are proposed in the CIE Guidelines (CIE TC 8-03, 2004): matching, category judgment and pair comparison. The latest is by far the most popular and is recommended by the CIE. Pairwise comparison is the principal method adopted in Green (2003b). In (Morovič, 1998), pairwise comparison is used to compare the accuracy of GMAs while category judgment is used to evaluate the pleasantness of reproduction made with diﬀerent GMAs. In (Morovič, 2008) a survey of more than 90 published GMA evaluation showed that 83% involves pairwise pair comparison, 10% category judgement and 7% ranking (see also Section VI.4 for our survey of evaluations proposed for SGMAs). Pairwise comparison is often described as easier for the observers but it becomes more and more diﬃcult and boring as the number of evaluation increases. A ranking experiment appears preferable for experiments with 15 or more images and 4 to 6 GMAs and we used it in our ﬁrst experiment presented in Section VI.5. Alternatively category judgement might be chosen to avoid artiﬁcial diﬀerentiation and obtain information regarding the acceptability of each reproduction, yet it is a more diﬃcult task for the observers. We used category judgement in our second experiment presented in Section VI.6. Closest or preferred reproduction? While the goal of the perceptual intent is to produce a preferred reproduction, the goal of the gamut mapping, as a component of the
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transforms included in the perceptual intent, is to be subjectively accurate by preserving as much as possible the perceived image characteristics (e.g. color attributes and local details) while mapping in the destination gamut as a constraint (see Section II.4.1). Therefore a GMA should be evaluated regarding its ability to produce a gamut mapped image as close as possible to the unmapped image (considered here as the original). Observer Instructions The observers participating in the experiments shall be given relevant instructions to fully understand the task and the aim of the experiment. It is a critical part of the experiment as diﬀerent instructions can lead to diﬀerent judgements by the observers. As the instructions should be identically delivered to each observer, a written script can be read by the instructor (see Section VI.6 and (Engeldrum, 2000; Morovič, 2008) for examples).



VI.2.3



Reproduction Workﬂow



Gamut mapping algorithms are needed and applied when the input gamut and the output gamut present diﬀerences of shape and size, in order to maintain the appearance of the input image in the output image as much as possible (see Section II.4.1). Thus an input gamut and an output gamut must be chosen in order to evaluate a GMA. Furthermore, both the original images and the resulting output images are used to assess the GMA and need to be reproduced. In this section, we discuss the possible options, ﬁrst for the input and output gamuts then for the reproduction devices, and the impacts of such choices on the experiment. Input and output gamuts The more diﬀerence between the input and output gamuts there is, the more a GMA is needed. Thus to evaluate the action of GMAs, a meaningful diﬀerence of shape and size between the two gamuts is necessary. In this study we consider gamut reduction mapping algorithms where the output gamut is signiﬁcantly smaller than the input gamut. Besides, the gamuts should correspond to the ones in a typical workﬂow where such GMAs would be used, for example from sRGB (input) to a printer gamut (output). The test images (see below the Section VI.2.5) have to be associated with an input gamut (or an ICC proﬁle) to be of any use. It is even an important criteria in the selection of the images as the size of the input gamut has to be considered as large compared to the output gamut. Usually images are rendered for sRGB or Adobe RGB 1998 (see also Section II.2.3.4). Thus the output gamut shall be smaller than these input gamut. Such a small gamut can be obtained by a printing system, either ink-jet or oﬀset with low or standard quality paper. Reference and reproduction media Comparison between gamut mapped images and the original can be conducted on diﬀerent media or combination of media. • The reference (original) images can be either displayed on a monitor or printed by a high quality printing system with a large gamut. • The resulting (gamut mapped) images can be displayed on a monitor. They can also be printed on the selected output printing system and standard quality paper with
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its small output gamut, or printed by a higher quality printing system with high quality paper, restrained to any selected smaller output gamut. Evaluating the SGMA by itself Even though the goal of SGMA is to produce a gamut mapped image as close as possible to the original, the special emphasis placed on the preservation of the spatial content induces new needs on the evaluation side. When evaluating SGMAs it is natural to consider the preservation of the spatial content as well as the color content. In the setup of the experiment, MTFs of the media involved are to be taken into account: the goal of a typical SGMA is not to compensate for the printer MTF. Thus for such SGMA, when comparing gamut mapped images with an original, all the images shall be reproduced on media with similar MTFs, ideally very ﬂat MTFs (see also Section V.1). Unfortunately, the MTF of an ink-jet printer with low quality paper is much lower than that of the same printer with high quality paper. Similar variations exist between monitors: a high quality LCD monitor has a much ﬂatter MTF than the average CRT. In such case, the modulation transfer function of the systems used to reproduce the original and the gamut mapped images might be dramatically diﬀerent, leading to strong diﬀerences in the spatial content of the images to be compared. These diﬀerences are not due to the GMA: to be able to enhance and evaluate the quality of the gamut mapping algorithm, it is necessary to isolate its eﬀect on the reproduction image from the eﬀect of a low MTF. To do so, if prints are to be used, high quality printer & paper shall be used and the color gamut artiﬁcially restricted. If monitors are to be used, a high quality LCD monitor will be preferred. In the ﬁrst experiment proposed in Section VI.5 we proceed to an evaluation using a high-quality printing system and high quality paper. Alternatively, all the images might be displayed on a monitor. The output gamut has to be contained by the monitor’s gamut, so that the monitor is able to reproduce all of the output’s gamut without any mapping. This conﬁguration is very convenient when comparing a large amount of images and saves the observer’s time. But nevertheless the size of the monitor limits the size and the number of images displayed simultaneously. This alternative is often used in the evaluation of gamut mapping algorithms. Yet the reproduction on a monitor is very diﬀerent from the reproduction on paper and the images are not correctly rendered for a monitor, thus it should be avoided. Evaluating the SGMA in printing workﬂow In a real printing workﬂow a given printing setup with a small gamut is likely to have an average to low MTF and a SGMA should be able to outperform a pointwise GMA in this setup. Thus an evaluation should be carried using the small-gamut printing system to print the gamut mapped images. In our second experiment proposed in Section VI.6, the gamut mapped images are printed using the Océ ColorWave 600 on standard paper. In such workﬂow, we expect that the proposed SCAGMA with MTF compensation (Chapter V) outperforms both pointwise GMAs and typical SGMAs.



VI.2.4



Viewing Conditions for Evaluation



Either on monitor or printed media, such experiment ought to take place in a strictly controlled environment. The color temperature and luminance level of the monitor’s white
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point and the ambient illumination and the color of the background are to be characterized and controlled. ISO 3664 (2000) and ISO 20462-1 (2005) deﬁne appropriate viewing conditions to carry out experiments: including the D50 reference illuminant at 500 ± 125 lux for viewing reﬂecting media. The (CIE TC 8-03, 2004) also recommends a set of viewing conditions: • image size on paper and displays : [9 - 15] cm x [12 -20] cm, • the illumination shall be assessed and have a color rendering index falling within category deﬁned by the CIE or the (ISO 3664, 2000), at 500 lux, • in the viewing environment extraneous light shall be baﬄed, no strongly colored surface should be present in the immediate environment, • speciﬁc image borders and surround. Furthermore, in a monitor-to-print workﬂow, the guidelines recommend that the prints be viewed using the P2 conditions of ISO 3664 (2000) (see Section II.2.1.4).



VI.2.5



Test Images



The selection of the test images for an evaluation is a critical step. A small set of inappropriate images is likely to produce biased experimental results (see Morovič and Sun (1999); Sun (2002)). Thus the evaluation should include as many images as possible. No limited set of images can fully test any system, and a set of test images must cover a wide range of contents to allow a rigorous investigation of the beneﬁts and drawbacks of evaluated GMAs. Image types Both natural and synthetic images are to be included in an extended evaluation. Special emphasis has to be put on the type of images likely to be reproduced in the tested setting. For example photos should be more represented to evaluate a setup that includes a high quality photo printer with high quality photo paper and the perceptual intent of ICC proﬁle. Two main categories are deﬁned in CIE TC 8-03 (2004), the large gamut and the low chroma images. Appendix A of CIE TC 8-03 (2004) also recommends that several image types and contents be represented, such as ﬂesh tones, leaves and sky, colorfulness, low-key high-key... In the selection of test images for the evaluation of SGMAs, special attention must be placed on the spatial content. Typically a SGMA must preserve details and color attributes without creating artifacts. Spatial content of the test images should be balanced. Images with high frequency content in saturated and dark areas are speciﬁcally recommended. Images that are likely to cause SGMAs to fail should also be proposed and included (see ﬁgure VI.2 from (Farup et al., 2007)). Natural Image State ISO 22028-1 (2004) draws a distinction between several image states: scene referred, output referred, rendered for monitor or printer (see Section II.4.2.2). “Diﬀerent applications require images in diﬀerent image states using diﬀerent image encodings” (ISO 22028-1, 2004). Rendering or re-rendering transforms are needed to use images, optimized for one state (e.g. scene-referred), in another state (e.g. output
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referred). Thus it is better to use images in the context for which they are optimized, especially in the case of standard images. Standard natural image sets The Technical Committee 130 of the ISO proposes several sets of images that can be used for the evaluation of the color reproduction of imaging systems, the eﬀect of processing algorithms, the coding technologies (for storage and transmission). These Standard Color Image Data (SCID) sets are provided for diﬀerent purposes in diﬀerent encodings: • ISO 12640-1 (1997): set of CMYK output-referred image data (CMYK/SCID), for the evaluation of CMYK printing systems. Transformations to other image states are not well deﬁned. • ISO 12640-2 (2004): this image set (XYZ/SCID) is encoded both in XYZ and sRGB. It is optimized for viewing on a reference sRGB CRT display in the reference sRGB viewing environment and D65 white point. sRGB is quite diﬀerent in shape than the gamut of typical oﬀset printing and sRGB images can necessitate re-rendering to produce optimal prints (see also II.2.3.4 and the image set in ﬁgures VI.26 and Appendix C.1). • ISO 12640-3 (2007) CIELAB Standard Color Image Data (CIELAB/SCID). The CIELAB/SCID set includes images with large gamuts, covering the reference gamut PRMG deﬁned in the same ISO 12640-3 (2007) (see also Section II.3.3 and the image set in ﬁgures VI.27 and C.3). They have been color-rendered to produce the desired image colorimetry on the reference print medium (section II.3.3). It is thus particularly adapted for gamut mapping evaluation. Images (reproduced in ﬁgure C.3) include ﬂesh tones, details in highlights and shadows, neutral colors, brown and wood-tone colors, memory colors, geometric shapes, ﬁne detail. • ISO12640-4 will be a set of display-referred images based on the Adobe RGB 1998 color gamut. • ISO 12640-5 will include a set of scene-referred images, which will be encoded as Reference Input Medium Metric RGB Color Encoding (RIMM-RGB) (ISO 22028-3, 2006). These scene-referred images will complement the rest of the images of 12640, which are all rendered, picture-referred, images. The Technical Committee 8-03 of the CIE proposes in CIE TC 8-03 (2004) a set of images speciﬁcally aimed for gamut mapping evaluation, including the SKI image. Another popular set is the Kodak Photo CD Sample set, yet the quality of some of the images in this set have been criticized. Synthetic image sets Several synthetic image sets are included in ISO 12640-1 (1997) and ISO 12640-3 (2007). These images do not seem to be adapted for the evaluation of SGMA as they lack textures. Farup et al. (2007) have recently proposed a synthetic image (ﬁgure VI.2) to emphasize the problems in SGMAs based on image decomposition using gaussian ﬁlters (e.g. Balasubramanian et al. (2000)). A set of synthetic images including textured areas with saturated average color would probably help analyzing the behavior of SGMAs.
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Figure VI.2: Synthetical test image proposed by Farup et al. (2007) to emphasize the problems in SGMAs based on image decomposition using gaussian ﬁlters. (reproduced from (Farup et al., 2007)



VI.2.6



Gathering and Processing Data



In this section we present the theoretical background involved in the statistical processing of the data gathered in two psychophysical experiments: a ranking experiment (section VI.5) and a category judgment experiment (section VI.6, see also (Torgerson, 1958; Engeldrum, 2000; Morovič, 2008; Green and MacDonald, 2003; Green, 2003a)). VI.2.6.1



Ranking Experiment



Morovič proposes to analyze the data by computing the mode of the ranks assigned to each reproduction and look whether the response is unimodal (concentrating around a single rank) or plurimodal (concentrating around several ranks). If the results are plurimodal, it might indicate either alternative interpretations (or preferences) of the task or an issue in the procedure (Morovič, 2008). Thurstone’s law of comparative judgement Alternatively, a ranking experiment can be considered as a succession of pairwise comparisons VI.2.2. An n by n frequency matrix can be built (for n GMAs compared). For each comparison of GMA i and GMA j, the score is assigned to two matrix entries: ﬁrst the entry (i, j) then the entry (j, i). For example, if GMA i is selected by the observer, the score 1 is assigned to (i, j), and 0 to (j, i). The successive assignments are summed in this frequency matrix. This matrix is then normalized by dividing it by the number of comparisons and a percentage matrix is obtained that contains the values P(i,j) . To analyze this matrix and ﬁnd whether the diﬀerent SGMAs are signiﬁcantly diﬀerent, we consider Thurstone’s law of comparative judgement (Thurstone, 1927; Engeldrum, 2000):
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q



Si − Sj = z(i,j) σi2 + σj2 − 2ρij σi , σj ,



(VI.1)



where Si and Sj are the means of the response distributions to stimuli i and j respectively, ρij is the correlation coeﬃcient between the two distributions, σi and σj the standard deviations of the two distributions, and z(i,j) the z-score: “the distance from the mean that corresponds to an area under the normal distribution with zero mean and unit standard deviation” (Morovič, 2008) as illustrated as a red area in ﬁgure VI.3.



Figure VI.3: Z-score area under the normal distribution. (inspired by (Morovič, 2008)). “This law suggests that an observer’s response to a given stimulus will result in a range of responses following a normal distribution on a psychological continuum” (Morovič, 2008). The diﬀerence between the means of two distributions of discriminal processes speciﬁes the diﬀerence on the psychological continuum between the sensations of the two stimuli. Thurstone outlined ﬁves cases as diﬀerent ways of applying the law of comparative judgment. Case V is used most of the time, it assumes no correlation between Si and Sj (ρij = 0) over a large number of judgments and σi = σj . As the result is scale-independent, σi and σj can be set to σi = σj = √12 /. Then: Sj − Si = z(i,j) .



(VI.2)



Z-scores z(i,j) are obtained by taking the inverse of the cumulated normal distribution ((Torgerson, 1958; Engeldrum, 2000), see ﬁgures VI.3 and VI.4):



z(i,j) = Ninv (P(i,j) ),



(VI.3)
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Figure VI.4: Inverse of the cumulated normal distribution. where Ninv is the inverse of the cumulated normal distribution and P(i,j) the percentage value from the percentage matrix. Note that least squares regression is necessary to ﬁnd zscores in cases where a stimulus was preferred by all observers or no observers (see (Green, 2003a)). The 95 % conﬁdence interval CI95 for N comparisons can then be computed as: σ 1 √ . CI95 = z(i,j) ± 1.96 √ = z(i,j) ± 1.96 √ N 2× N VI.2.6.2



(VI.4)



Category Judgment



In category judgment experiment, if we can assume that observations were made on an equally spaced scale, then the results can be interpreted as direct psychophysical magnitudes and no further processing is needed. Taking the geometric mean rather than the average will reduce the eﬀect of outliers. This analysis is only meaningful for unimodal distributions. The 95 % conﬁdence interval for N comparisons is obtained as in Equation VI.4. Torgerson’s Law of Category Judgement Alternatively, if the scale used by observers is not spaced evenly, data can be analyzed by applying Torgerson’s Law of Category Judgement (Torgerson, 1958), transforming judgements and deﬁning new category borders so that the statistics agree with the assumption that the scale is equally spaced (see (Engeldrum, 2000) and (Morovič, 2008) for a complete explanation and (Green, 2003a) for a Matlab implementation). Torgerson’s Law is based on Thurstone’s Law of comparative judgement, to which additional assumptions are added:
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tg − S j



q



= zjg σj2 + σg2 − ρjg σj σg ,



g = 1, 2, ....m; j = 1, 2, ...n,



(VI.5) (VI.6)



where tg is the mean location of the upper gth category boundary, Sj the scale value of the jth sample, zjg the z-score corresponding to the proportion of times stimulus j is sorted below category boundary g, σg is the standard deviation of the gth category boundary, σj is the standard deviation of the jth sample, ρjg is the correlation between the momentary positions of the category boundary g and stimulus j, m + 1 is the number of categories and n is the number of samples. In this study we have used the assumptions grouped by Torgerson as the case D, that assumes that all the discrimal dispersions and correlations are constant, independent of the category or the sample (Torgerson, 1958): ρjg = 0,



VI.2.7



(VI.7)



σj = σg ,



(VI.8)



tg − Sj = zjg .



(VI.9) (VI.10)



Summary



Two approaches can be distinguished for the evaluation of gamut mapping algorithms, the subjective based on human perception and the objective based on physical measurements. In a psychophysical experiment, a pool of human observers is asked to judge, compare, rank or rate samples (e.g. alternative reproductions) according to perceptual criteria. Several aspects of psychophysical experiments need to be considered: the experimental task and procedure (VI.2.2), the media (VI.2.3) and the viewing conditions (VI.2.4), the set of images (VI.2.5), the pool of observers (VI.2.1), the collection of data and its statistical processing (VI.2.6).



VI.3



Evaluation using Image Quality Metrics



Conducting a psychophysical experiment is not very convenient as it involves a panel of observers, time consuming sessions and an experimental room with specialized equipment. If instead a robust mathematical model of the observers’ perception could be used, one would have a much more ﬂexible evaluation tool to compare GMAs and maybe optimize them. It could even provide local quality indexes allowing a ﬁner analysis.



VI.3.1



Image Quality Metrics



Many models of the human visual system have been proposed, and several Image Quality Metrics (IQM), based on these models, can be found in the literature (see a prototypical ∗ (see Section II.2.5), Squality system in ﬁgure VI.5). Among these, the CIELAB ∆Eab CIELAB∆E introduced in (Zhang and Wandell, 1996) (see Section III.4.1.1), iCAM ∆E
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proposed in (Fairchild and Johnson, 2004) (see Section II.2.4.2) or Structural Similarity Based Image Quality Assessment, proposed in Wang, Simoncelli, and Bovik (2003) . Before using IQMs, it is necessary to investigate if they present a correlation with the human perception. (Bando, Hardeberg, and Connah, 2005) have launched the eval∗ , uation, by comparing the measure obtained with three of these metrics, CIELAB∆Eab S-CIELAB∆E, and iCAM, with results of paired comparison experiments. Unfortunately they could ﬁnd no correlation. Zolliker and Simon have also proceeded to an evaluation of their algorithms using IQM (Zolliker and Simon, 2007). In this study we have not been able to use IQMs for global assessment of SGMAs (Bonnier et al., 2006): In the current state, no conclusive correlation between the IQMs results and observers scores is made. Nevertheless, maps of diﬀerences provided by IQMs can be helpful during the development of new GMAs to measure accuracy of colors and details, leaving the ﬁnal evaluation to observers.



Figure VI.5: A prototypical quality assessment system based on error sensitivity. (Reproduced from Wang et al. (2003))



VI.3.2



Local Compression Ratios and Contrast Histograms



Zolliker and Simon have proceeded to an evaluation of their algorithms using measures of local compression ratios and local contrast histograms. Compression ratios r are deﬁned as:



ri,j = |(ci r − cj r )|/|(ci in − cj in )|,



(VI.11)



where ci and cj denote the tristimulus color-values of two pixels i and j with a deﬁned spatial distance in the image, in denotes color in the original image and r refers to the mapped colors.



VI.4



Survey: Evaluation of SGMAs by their Authors



In this section we survey the published evaluation of spatial GMAs by their authors. Our survey is limited to SGMAs, in (Morovič, 2008) Morovič proposes a broader survey with more than 90 published GMA evaluation.
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(Meyer and Barth, 1989) To evaluate their algorithms, Meyer & Barth scanned and processed a wide range of images from oﬀset litho to photographic prints and observed the resulting images. As no data has been gathered, no further analysis was proposed. (Kasson, 1995)



Kasson does not mention any evaluation in its patent.



(Morovič and Wang, 2003) The authors propose an evaluation of their SGMA accuracy following the CIE TC8-03 Guidelines (Morovič and Wang, 2003; CIE TC 8-03, 2004). Six GMAs were compared: HP M in∆E, SGCK, XSGM and a variant IGI_XSGM (where inverse-gamma-inverse is applied prior to XSGM, see Sections II.4.4.2 and III.3.4), M SGM 4 and M SGM 2, a simpliﬁed version of M SGM 4. The set of 15 images included a broad range of image types. Gamut mapped images were printed on an ink-jet printer (Canon BJC-6100), viewed in a D65 viewing booth. Original images were displayed on an Apple 21-inch Studio Display CRT. A category judgment technique was used and 15 observers judged the accuracy of each image’s reproduction on an accuracy scale. Results show that IGI − XSGM obtains the best overall score followed by M SGM 4, both being signiﬁcantly more accurate that the other GMAs. (Balasubramanian et al., 2000) The evaluation of XSGM proposed by Balasubramanian et al. involves 2 classic GMAs, HP M IN ∆E and IGI_CU SP , and two SGMAs XSGM and IGI_XSGM (Balasubramanian et al., 2000). 5 images were printed on Xerox DocuColor12 printer, the original using full gamut and the gamut mapped restricted to the gamut of an inkjet printer. All images where viewed in a light booth with D50 illuminant. 18 observers participated to 2 experiments: (a) Preference: the observer was asked to select the most preferred image from a pair. XIGI − SGM obtained the best scores. (b) Reproduction: the observer was asked to select the best reproduction from a pair with respect to the original reference image. XSGM obtained the best score. (Zolliker and Simon, 2007) Zolliker and Simon have proposed an extensive evaluation of their algorithm in (Zolliker and Simon, 2007). First they proceeded to perform psycho-physical tests following the CIE’s Guidelines. Four classic GMAs were involved, SGCK (see Section II.4.4.2), HP M in∆E (see Section II.4.4.1), SGDA (Smooth Gamut Deformation Algorithm, (Zolliker, Datwyler, and Simon, 2005)) and Lcomp (simultaneous compression of lightness and chroma toward the middle gray of the destination gamut), each with and without their local contrast recovery algorithm. Two sets of images were used: 8 images including the image SKI proposed in the CIE guidelines (see image 12 in ﬁgure VI.7) and four ISO images, and a second set of 64 images from a newspaper agency. Input gamut was sRGB and output gamut a newspaper proﬁle proposed by the IFRA. All the images were displayed on the high quality monitor Eizo CG220. The observers had to select the gamut mapped image judged to be the best representation of the original. For each of the four GMAs evaluated, adding the spatial methods proposed by Zolliker & Simon improved the perceived quality of the resulting images. Furthermore, Zolliker and Simon have proceeded to an evaluation using image quality metrics (see Section VI.3.2).
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(Nakauchi et al., 1995, 1999) The authors compared their algorithm to ﬁve classic GMAs, 4 clipping : M in∆L, M in∆C, M in∆H, M in∆E, and 1 Lightness linear compression. A set of images was gamut mapped, the input gamut was of a CRT, the output gamut of an ink-jet printer using pigment inks. Two mapped images and the original were presented on the monitor, the 10 observers were asked to assess the ratio of the perceived similarity between the original and each of the two reproductions. (Kimmel et al., 2005) In their paper Kimmel et al. have presented three images processed by their algorithm, no further evaluation has been proposed. (McCann, 1999)



McCann did not publish evaluation results for his algorithm.



(Kolas and Farup, 2007) algorithm.



The authors did not publish evaluation results for their



(Farup et al., 2007) reproduce result images in (Farup et al., 2007) and discuss their quality. A large scale psychophysical experiment was presented recently in (Dugay and Farup, 2007; Dugay et al., 2008). Comments In four of these papers, psychophysical experiments have been conducted, often proving the superiority of SGMAs compared to classic GMAs. Beside Zolliker and Simon’s work using IQMs (see VI.4) and Farup et al. with their synthetic test image (reproduced in ﬁgure VI.2 to emphasize the problems in SGMAs based on image decomposition using gaussian ﬁlters, little has been proposed so far to evaluate speciﬁcally the spatial accuracy of the SGMAs. Such study should be accomplished to better evaluate the local behavior of SGMAs.



VI.4.1



Summary



In papers presenting new SGMAs, evaluation is not always proposed. Among the published evaluation of SGMAs, several psychophysical experiments have been proposed, often proving the superiority of SGMAs compared to classic GMAs.
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Experiment 1: Evaluation of Spatial and Color Adaptive Gamut Mapping Algorithms



In this section, we present our ﬁrst evaluation of selected pointwise and spatial GMAs by a psychophysical experiment. The goal of this ranking experiment is to compare the quality of the two new SCACLIP and SCACOMP to two reference pointwise GMAs and a reference spatial GMA. This experiment follows the CIE’s guidelines (CIE TC 8-03, 2004) as much as possible.



Figure VI.6: Setup of the ranking experiment: the observers are presented with a reference image on an EIZO ColorEdge CG221 display at a Color Temperature of 6525 Kelvins, along with 5 printed gamut-mapped candidate in a viewing booth GretagMacBeth The Judge II at a color temperature of 5015 Kelvins and illumination level 1150 ± 75 lux.



VI.5.1



Setup



Algorithms The CIE TC 8-03 (2004) recommends the inclusion of one reference clipping GMA, HPMIN∆E, and one reference compression GMA: SGCK, (see Section II.4.4). A preliminary study comparing the diﬀerent SGMAs (see Chapter III) has shown that the algorithm proposed in (Zolliker and Simon, 2006) can be considered as a reference. Thus, the following 2 pointwise GMAs and 3 SGMAs have been evaluated: ∗ clipping, • HPMIN∆E, hue-angle preserving minimum ∆Eab



• SGCK, chroma-dependent sigmoidal lightness mapping and cusp knee scaling performed with the software ICC3D Bakke (2007), • Z-HPMIN∆E (Zolliker and Simon, 2006), implemented using HPMin∆E as both the initial and the second pointwise GMA, • SCACOMP, our adaptive compression algorithm,
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• SCACLIP, our adaptive clipping algorithm. In this experiment, BPC was not applied on any of the 5 alternative GMAs. Experiment Type and Observer Task In this ranking experiment, the observers were asked to arrange the candidates according to the decreasing accuracy of the reproduction with respect to the original reference image. You will be presented 5 samples of a series of gamut mapped images along with a reference reproduction on the monitor. We would like to know how close you think each reproduction is to the reference reproduction. Please rank the 5 samples starting with the closest to the original. We suggest you to make your decision based on different parts of the image, to evaluate the fidelity of the reproduction of both colors and details, and look for possible artifacts. It is the accuracy of reproduction of the images which is evaluated, not the pleasantness. Images A total of 21 images have been used in this experiment: • 11 sRGB images: – 5 images from the Kodak Photo CD Sample (images 3-6 and 13 in ﬁgure VI.7) converted to Lab using Adobe Photoshop CS 2, – 4 sRGB images from the ISO 12640-2:2004 standard (ISO 12640-2, 2004) (images 7-10 in ﬁgure VI.7), – PICNIC and SKI Lab ﬁles, as recommended by the CIE (images 12 and 13 in ﬁgure VI.7), • 10 Adobe RGB 1998 images: – 2 Adobe RGB 1998 images (images 1 and 2 in ﬁgure VI.7, courtesy of Ole Jakob Boe Skattum and Pr. Ivar Farup), – 8 SCID-LAB images from the ISO 12640-3 set (ISO 12640-3, 2007) (images 1421 in ﬁgure VI.7) converted to Adobe RGB 1998 using the relative colorimetric intent of the Adobe RGB 1998 ICC proﬁle. Note that limited clipping occurs for images N1, N2, and N5 during this re-purposing as some colors in these images do not ﬁt in the Adobe RGB 1998 gamut. In N1 39 pixels (of 5242880 pixels) are out-of-gamut, in N2 79 pixels (of 5242880 pixels) and in N5 228 pixels (of 5242880 pixels) (see a representation of the pixels of the image N5 outside the Adobe RGB 1998 gamut in the Appendix ﬁgure D). These images were converted to CIELAB using the absolute colorimetric intent of their respective sRGB and Adobe RGB 1998 ICC proﬁles. All the images were then gamut mapped using the 5 diﬀerent GMAs to the output gamut. Output Gamut The destination gamut was the gamut of an Océ TCS-500 printer using Océ Standard paper and the printer’s highest quality setting (the speciﬁcations of the printer and the paper can be found in tables B.1 and B.3, Appendix B respectively). The resulting images were then converted from CIELAB to the device CMYK using the relative colorimetric intent of a custom ICC proﬁle made using the GretagMacbeth Spectroscan and ProﬁleMaker 5.0.8.
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(a) image 1



(b) image 2



(f) image 6



(g) image 7



(k) image 11



(c) image 3



(d) image 4



(h) image 8



(i) image 9



(l) image 12



(o) image 15



(s) image 19



(p) image 16



(m) image 13



(j) image 10



(n) image 14



(q) image 17



(t) image 20



(e) image 5



(r) image 18



(u) image 21



Figure VI.7: Images used in the ranking experiment: images 1 to 21.
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Observers The test panel was constituted by 7 female and 8 male observers with normal vision and various degrees of expertise in judging image quality. Reproduction Devices The reference images were presented on an EIZO ColorEdge CG221 display at a Color Temperature of 6525 Kelvin and a luminance of 80.4cd/m2 (the speciﬁcations of this monitor can be found in table B.9). This monitor reproduces the gamut of the Adobe RGB 1998 and is therefore able to reproduce the sRGB gamut as the later is included in the former (see Section II.2.3.4). In order to get high resolution prints, the 5 gamut-mapped candidate images were printed on an Epson Stylus Pro 7600 using Epson Photo Luster Paper on formats [9-15] cm by [12-20] cm (the speciﬁcations of the printer and the paper can be found in tables B.7 and B.8, Appendix B respectively). In ﬁgure VI.8 the representations of the gamut of the printing system Océ TCS 500 with Océ Standard paper and the gamut of the printing system Epson Stylus PRO 7600 with Epson Premium Luster paper are compared in CIELAB space. The gamut of the Océ TCS 500 with Océ Standard paper ﬁts in the gamut of the Epson Stylus PRO 7600 with Epson Premium Luster paper.



Figure VI.8: Comparison of the gamuts of the Epson Stylus PRO 7600 with Epson Premium Luster paper (external color mesh) and the Océ TCS 500 with Océ Standard paper (internal color solid with black mesh) in CIELAB space. The gamut mapping occurs with either the sRGB or the Adobe RGB 1998 as input gamut and as output gamut the gamut of the printing system Océ TCS 500 with Océ Standard paper. In ﬁgure VI.9 the representations of the gamut of the Adobe RGB 1998 and the gamut of the printing system Océ TCS 500 with Océ Standard paper are compared in CIELAB space. The shapes of the two gamuts are very diﬀerent. In ﬁgure VI.10 the
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Figure VI.9: Comparison the Adobe RGB 1998 gamut (external color mesh) and the gamut of the Océ TCS 500 with Océ Standard paper (internal color solid with black mesh) in CIELAB space.
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representations of the gamut of the sRGB and the gamut of the printing system Océ TCS 500 with Océ Standard paper are compared in CIELAB space. The shapes of the two gamuts are also very diﬀerent.



Figure VI.10: Comparison of the sRGB gamut (external color mesh) and the gamut of the Océ TCS 500 with Océ Standard paper (internal color solid with black mesh) in CIELAB space.



Viewing Conditions The 5 printed gamut-mapped candidates where presented in a viewing booth GretagMacBeth The Judge II at a CT of 5000 Kelvins, illumination level of 1150 ± 75 lux and color rendering index of 96 (see Section II.2.1). The observers viewed simultaneously the monitor and the printed images from a distance of approximately 60 cm (see ﬁgure VI.6). This setup where a reference image on a monitor is compared with a printed image is a typical setup in a printing workﬂow. Yet one issue is the necessity for the observer to adapt to two diﬀerent white points at diﬀerent color temperatures and diﬀerent illuminance levels, that might aﬀect their judgment of the accuracy of the reproduction. Characterization Devices and Process In this study we have used a Minolta CS 1000 Spectroradiometer to characterize the viewing booth illuminant and the white point of the monitor, a Minolta T1 Illuminance meter to characterize the illuminance level of the viewing booth, a GretagMacBeth Spetroscan with the software GretagMacBeth Proﬁlemaker 5.0.8. to characterize printing systems color transforms, and a GretagMacBeth Spectrophotometer Eye One to calibrate and characterize the monitor with the ColorEdge
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Software. The speciﬁcations of these instruments can be found in tables A.1, A.2 and A.3, Appendix A.



VI.5.2



Gathering and Processing Data



In this section we present the statistical processing done to process the data gathered in this experiment. The diﬀerent steps of the process are detailed, from the raw data to the ﬁnal processed data (see also Section VI.2.6). The Color Engineering Toolbox (Green, 2003a) was used to process the data in Matlab. Raw Data A table containing the raw data is constituted and reproduced in the appendix Section G. It contains the 315 ranks (15 observers x 21 images). A frequency matrix of pairwise comparisons is then built from these raw data in table VI.1 (see Sections VI.2.2 and VI.2.6). Table VI.1: Frequency matrix, experiment 1 HPMINDE HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



81 48 50 61



SGCK 234 0 99 91 114



Z-HPMINDE 267 216 0 128 164



SCACLIP 265 224 187



SCACOMP 254 201 151 117



198



Percentage Matrix The percentage matrix of pairwise comparisons in table VI.2 is then computed from the frequency matrix. Table VI.2: Percentage matrix, experiment 1 HPMINDE HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



26 15 16 19



% % % %



SGCK 75 % 31 % 29 % 36 %



Z-HPMINDE 85 % 69 % 41 % 52 %



SCACLIP 84 % 71 % 59 %



SCACOMP 81 % 64 % 48 % 37 %



63 %



Z-scores This percentage matrix is transformed to a z-score matrix in table VI.3 from which the mean z-scores per GMA are computed in table VI.4. The z-scores are calculated by taking the inverse of the normal distribution as in equation VI.3 (in Section VI.2.6): The mean z-scores are then obtained for each SGMA by summing each column of table VI.3:
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Table VI.3: Z-score matrix, experiment 1 HPMINDE HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



-0.6522 -1.0263 -0.9997 -0.8645



SGCK 0.6522 -0.4837 -0.5566 -0.3534



Z-HPMINDE 1.0263 0.4837



SCACLIP 0.9997 0.5566 0.2369



-0.2369 0.0517



SCACOMP 0.8645 0.3534 -0.0517 -0.3281



0.3281



Table VI.4: Mean z-scores, experiment 1 Mean z-score



HPMINDE -0.8857



SGCK -0.1854



Z-HPMINDE 0.3312



SCACLIP 0.5303



SCACOMP 0.2095



Conﬁdence Intervals The 95% conﬁdence intervals are then computed as in equation VI.4 with N = 15 ∗ 21 = 315: 1.96 √ = ±0.0763. CI95 = ± √ 315 × 2



VI.5.3



(VI.12)



Analyzing the Results of the Experiment



In this section we ﬁrst consider the global results over all the observers and the set of images, then we look at statistics per image or per observer. VI.5.3.1



Global results



Results cumulated over the 21 images and 15 observers in ﬁgure VI.11 show that SCACLIP obtains the best scores, followed by Z-HPMIN∆E and SCACOMP at the same level, then SGCK and at last HPMIN∆E. Overall SCACLIP outperforms both the two reference pointwise GMAs and the reference SGMA Z-HPMIN∆E. SCACOMP is ranked at the same level as Z-HPMIN∆E. The three SGMAs outperform the two pointwise GMAs. The ranking is identical when restricting the analysis to the set of 11 sRGB images as in ﬁgure VI.13. When considering only the 10 Adobe RGB 1998 images, in ﬁgure VI.12, the ranking order changes: SCACLIP and Z-HPMIN∆E are ﬁrst, followed by SCACOMP, SGCK and HPMIN∆E. VI.5.3.2



Evaluation Per Image



Looking in ﬁgures VI.18-VI.21 at results per image on cumulated 15 observers, the ranking of the ﬁve GMAs varies. We notice that: • HPMin∆E obtains the best score for 1 image (equal to SCACLIP): image 9, • SCGK obtains it for 2 images: images 11 and 16, and for 1 image, the best score equal to another GMA: image 8,
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2.5 2 1.5 1 0.5 0 −0.5 −1 −1.5 −2 −2.5 HPMINDE



SGCK



Z−HPMINDE



SCACLIP



SCACOMP



Figure VI.11: Z-scores resulting of our experiment 1 (ranking), average over 21 images and 15 observers.
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2.5 2 1.5 1 0.5 0 −0.5 −1 −1.5 −2 −2.5 HPMINDE



SGCK



Z−HPMINDE



SCACLIP



SCACOMP



Figure VI.12: Z-scores resulting of our experiment 1 (ranking), average over 10 Adobe RGB 1998 images and 15 observers.
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2.5 2 1.5 1 0.5 0 −0.5 −1 −1.5 −2 −2.5 HPMINDE



SGCK



Z−HPMINDE



SCACLIP



SCACOMP



Figure VI.13: Z-scores resulting of our experiment 1 (ranking), average over 11 sRGB images and 15 observers.



181



VI.5 Experiment 1



• Z-HPMIN∆E for 1 image: image 2 and for 7 images, the best score equal to another GMA: images 2, 4, 10, 12, 13, 15, 17, • SCACLIP for 3 images: 14, 19, 20 and for 13 images, the best score equal to another GMA: images 1, 3, 4, 5, 6, 7, 9, 10, 12, 15, 17, 18, 21, • SCACOMP for 10 images the best score equal to another GMA: images 3, 5, 6, 7, 8, 13, 17, 18, 21. The scores might be correlated to the image content. In the following we investigate this hypothesis.



(a) image 03



(b) image 05



(e) image 11



(i) image 19



(f) image 12



(c) image 06



(g) image 15



(j) image 20



(d) image 07



(h) image 18



(k) image 21



Figure VI.14: Images for which SCACOMP and SCACLIP obtained the best scores. Images for which SCACOMP and SCACLIP obtained good scores In images 3, 5, 6, 7, 12, 15, 18, 19, 20, 21 SCACOMP and SCACLIP obtained good scores (see ﬁgure VI.14). When looking at the image content, one common characteristic is the presence of saturated parts with rich details, that SCACOMP and SCACLIP appear to adequately handle. In most of these images saturated fabrics are well preserved.
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(a) image 1
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(b) image 4



(c) image 7



(d) image 13



(e) image 14



Figure VI.15: Images for which SCACOMP and SCACLIP produced noticeable noise artifacts.



(a) image 8



(b) image 21



Figure VI.16: Images for which SCACOMP and SCACLIP produced noticeable clipping artifacts. Images for which SCACOMP and SCACLIP produced noticeable artifacts In images 1 and 4 the content of dark areas in results of SCACOMP and SCACLIP is noisy, the score of Z-HPMIN∆E is ahead (see ﬁgure VI.15). Black Point Compensation would probably help the clipping based SGMAs in these areas. Similarly, in image 13, the preservation of the content in the lady’s hair lead to sometime unnatural results in SCACOMP and SCACLIP. Z-HPMIN∆E produces a better looking result. Anyhow, SGMAs are still ahead of GMAs. In image 14 the dark grey suit and background is noisy, statistical results of the evaluation for SCACOMP and SCACLIP are very diﬀerent, and Z-HPMIN∆E does a better job. In image 7, we ﬁnd that the background content is too present in the reproduction by SCACLIP and SCACOMP, yet the observers gave them good scores. In image 8, clipping artifacts are present in all results of clipping based GMAs and SGMAs. They can be noticed in smooth transition of saturated parts of the image such as in the knot. SGMAs are still above HPMin∆E but below best SGCK. Clipping artifacts are also present image 21 (see ﬁgure VI.16) The two problems of SCACOMP and SCACLIP are that they bring noise from the shadows forward, and they depend on the quality of the ﬁrst clipping algorithm.



Images for which no GMA has a clear advantage For images 17 and 18 (see ﬁgure VI.17), there is little diﬀerence between the results, the observers had diﬃculty to compare the output prints.
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(a) image 17



(b) image 18



Figure VI.17: Images for which z-scores obtained by every alternative algorithms are similar. VI.5.3.3



Evaluation Per Observer



Looking in ﬁgure VI.22 - VI.24 at the average results over the 21 images for each observer, we ﬁnd that: • For all the observers the 3 SGMAs give better results than HPMin∆E, • For 8 of the 15 observers, observers 1, 4, 6, 10, 11, 12, 14 and 15, the 3 SGMAs give signiﬁcantly better results than the two pointwise GMAs, • For 2 of the 15 observers, observers 3 and 4, SCACLIP gives signiﬁcantly better results than the four other GMAs.



VI.5.4



Comments



This ﬁrst experiment validates both SCACLIP and SCACOMP. Small artifacts in results of SCACLIP (see Section IV.7.2) are not perceived by observers. It also shows the limits of these algorithms: some artifacts appear in very saturated or very dark areas. This raises questions about the need to apply Black Point Compensation to avoid such artifacts. The setup of this experiment also shows a new problematic: are SGMAs useful without MTF compensation? In the second experiment, we will try to answer these questions, ﬁrst by applying BPC, then by comparing SCACOMP with and without MTF compensation and a pointwise clipping, on standard paper.



VI.5.5



Summary



In this section, we have presented our ﬁrst evaluation of selected pointwise and spatial GMAs by a psychophysical experiment: 21 original images and 5 algorithms are compared by 15 observers. The goal of this ranking experiment is to compare the quality of the two new SGMAs, SCACLIP and SCACOMP, to two reference pointwise GMAs and a reference spatial GMA. This experiment validates both SCACLIP and SCACOMP. Small artifacts in results of SCACLIP (see Section IV.7.2) are not perceived by observers. It also shows the limits of these algorithms: some artifacts appear in very saturated or very dark areas, raising questions about the need to apply Black Point Compensation to avoid such
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Figure VI.18: Results of experiment 1, images 01 to 06.
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Figure VI.19: Results of experiment 1, images 07 to 12.
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Figure VI.20: Results of experiment 1, images 13 to 18.
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Figure VI.21: Results of experiment 1, images 19 to 21.
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Figure VI.22: Results of experiment 1, observers 1 to 6.
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Figure VI.23: Results of experiment 1, observers 7 to 12.
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Figure VI.24: Results of experiment 1, observers 12 to 15.
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artifacts. The setup of this experiment also emphasize a new interrogation: are SGMAs useful without MTF compensation?
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Experiment 2: Evaluation of the Gain of the MTF Compensation in SCAGMAs



In this section, we present our second evaluation by a psychophysical experiment. The goal of this experiment is to evaluate the gain of the MTF compensation in spatial and color adaptive gamut mapping algorithms.



Figure VI.25: Setup of the category experiment: the observers are presented with a reference image, along with 5 printed gamut-mapped candidates in a viewing room at a color temperature of 5200 Kelvins and illumination level 450 ± 150 lux.



VI.6.1



Setup



Gamut Mapping Algorithms After the preceding experiment (section VI.5), we consider the inclusion of black point compensation in our framework (section IV.4.1.2 and (Bonnier, Schmitt, and Leynadier, 2008b)). To compare SCAGMAs including BPC compensation with other GMAs, we apply BPC prior to each of the alternative GMAs in this experiment. Furthermore, to better evaluate the compensation and over-ompensation of the printer MTF (sections V.3 and V.7), three alternative SCACOMP with various degrees of compensation are included in this study. SCACOMP was preferred to SCACLIP is this experiment, even though results in previous experiment showed an advantage for SCACLIP, because SCACOMP is more robust to artifacts (see Section IV.7.2) and faster to compute. Therefore, the following 1 pointwise GMA and 4 SGMAs are evaluated: (a) Black Point Compensation in CIE XYZ followed by HPMIN∆E (hue-angle pre∗ ) clipping in CIELAB. This combination is a baseline reserving minimum ∆Eab rendering algorithm in industry workﬂows. HPMIN∆E was performed with the software ICC3D (Bakke, 2007),
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(b) Z-HPMIN∆E , implemented using Black Point Compensation in CIE XYZ followed by HPMIN∆E as the initial pointwise GMA and HPMin∆E as the second pointwise GMA (Zolliker and Simon, 2006), (c) SCACOMP with BPC in CIE XYZ (section IV.4.1.2), (d) SCACOMP-MTF with MTF Compensation (see Section V.3), (e) SCACOMP-OVER with an over-compensation obtained by multiplying the measured MTF by 80%, thus boosting the compensation by a factor 1/0.8 = 1.25, or 25% (see Section V.7). The three SCACOMP (a), (b) and (c) in this experiment include the modiﬁed projection algorithm presented in Section IV.6.3.1. Experiment Type and Observer Task In this category judgement experiment, the observers were read the following statement: You will be presented 5 samples of a series of gamut mapped images along with a reference reproduction, either on a monitor or on high quality paper. We would like to know how close you think each reproduction is to the reference reproduction. Please express your opinion on a scale of numbers from 1 to 7 where 1 represents the closest reproduction you can imagine and 7 represents the least accurate reproduction possible. A description of the accuracy for each level is proposed to help you: • 1 . Most accurate you can imagine, • 2 . Highly accurate, • 3 . Very accurate, • 4 . Fairly accurate, • 5 . Moderately accurate, • 6 . Poorly accurate, • 7 . Least accurate reproduction possible. Each sample shall be given a grade, it is possible to give the same grade to several candidates and to not use one or several of the grades. We suggest you to make your decision based on different parts of the image, to evaluate the fidelity of the reproduction of both colors and details, and look for possible artifacts. It is the accuracy of reproduction of the images which is evaluated, not the pleasantness. Images A total of 15 images were used in this experiment: • 7 sRGB images from the ISO 12640-2:2004 standard ISO 12640-2 (2004) reproduced in ﬁgure VI.26 and C.1, • 8 images SCID-LAB from the ISO 12640-3 reproduced in ﬁgure VI.27 and C.3.
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Images are printed at a resolution of 150 pixels per inch and a size of 1200 x 1500 pixels, 20.32 by 25.4 cm (i.e. 8 by 10 inches). The sRGB images were converted to CIELAB using the relative colorimetric intent of the sRGB proﬁle. All the images were then gamut mapped using the 5 diﬀerent GMAs.



(a) image 1: N01



(b) image 2: N02



(e) image 5: N05



(c) image 3: N03



(f) image 6: N06



(d) image 4: N04



(g) image 7: N07



c Figure VI.26: sRGB images from ISO 12640-2 used in experiment 2. (ISO ) Output device and medium The destination gamut was the gamut of an Océ ColorWave 600 printer using Océ Red Label paper and the printer’s highest quality setting Présentation mode (the speciﬁcations of the printer and the paper can be found in tables B.2 and B.4, Appendix B, respectively). It was measured by a spectrophotometer GretagMacbeth Spectroscan using GretagMacBeth MeasureTool 5.0.8. The resulting images were then converted from CIELAB to the device CMYK using the relative colorimetric intent of a custom printer CMYK ICC proﬁle. They where printed on a Océ ColorWave 600 printer using Océ Red Label paper, the printer’s highest quality setting (Présentation mode) and the color management disabled. Observers The test panel was constituted by 8 female and 9 male observers with normal vision and various degree of expertise in judging image quality. Viewing Conditions The 5 printed gamut-mapped candidates were presented in a controlled viewing room at a color temperature of 5200 Kelvins, a illuminance level of 450 lux ±75 and color rendering index of 96. The experiment was two-fold: • For the sRGB image set, the observers were presented with a reference image on an EIZO ColorEdge CG221 display at a color temperature of 5200 Kelvins and luminance level of 120 cd/m2 . This set is rendered for sRGB display and therefore a monitor capable of displaying the sRGB gamut is the most adapted reproduction device for this set of images.



VI.6 Experiment 2: Evaluation of the Gain of the MTF Compensation in SCAGMAs



(a) image 8: N1 Bride (b) image 9: N2 and groom People



(e) image 12: N5 Mandolin



(f) image 13: N6 Tailor scene



(c) image 10: N3 Cashew nuts
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(d) image 11: N4 Meal



(g) image 14: N7 Wool (h) image 15: N8 Fruits



c Figure VI.27: CIELAB/SCID images from ISO 12640-3 used in experiment 2. (ISO ) • For the CIELAB/SCID image set, the observers were presented with a reference image printed by an Epson R800 printer and Epson Premium Glossy Photo Paper. This set is rendered for the Perceptual Reference Medium Gamut (PRMG) (see Section II.3.3) and the most appropriate way to reproduce these images is using a printing system able to reproduce the color gamut PRMG and with a good capability to reproduce details, such as the Epson R800 printer and Epson Premium Glossy Photo Paper (the speciﬁcations of the printer and the paper can be found in tables B.5 and B.6, Appendix B, respectively). Our aim was to carry a more thorough evaluation by having these two sets of images with diﬀerent input color gamuts and reference reproduction devices. The observers viewed simultaneously the reference image and the printed images from a distance of approximately 60 cm (see ﬁgure VI.6). In ﬁgure VI.28 the representations of the gamut of the printing system Epson R800 printer with Epson Premium Glossy Photo Paper and the PRMG are compared in CIELAB space. They are similar in shape and the Epson R800 will be used in this study as an approximation of the reference printing system. The gamut mapping occurs with either the sRGB or the PRMG as input gamut, and as output gamut, the gamut of the printing system Océ ColorWave 600 with Océ Red Label paper. In ﬁgure VI.29 the representations of the sRGB gamut and the gamut of the printing system Océ ColorWave 600 with Océ Red Label paper are compared in CIELAB space. Furthermore, in ﬁgure VI.31 the representations of the gamut of the printing system Océ ColorWave 600 with Océ Red Label paper and Océ TCS 500 with Océ Standard Label paper are compared. The former has a larger gamut than the latter. In ﬁgure VI.30 the representations of the PRMG and the gamut of the printing system Océ ColorWave 600 with Océ Red Label paper are compared in CIELAB space.
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Figure VI.28: Comparison of the Perceptual Reference Medium Gamut (external color mesh) and the gamut of the Epson R800 printer and Epson Premium Glossy Photo Paper (internal color solid with black mesh) in CIELAB space.
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Figure VI.29: Comparison of the sRGB gamut (external color mesh) and the gamut of the Océ ColorWave 600 with Océ Red Label paper (internal color solid with black mesh) in CIELAB space.
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Figure VI.30: Comparison of the PRMG (external color mesh) and the gamut of the Océ ColorWave 600 with Océ Red Label paper (internal color solid with black mesh) in CIELAB space.
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Figure VI.31: Comparison of the gamut of the Océ ColorWave 600 with Océ Red Label paper (external color mesh) and the gamut of the Océ TCS 500 with Océ Standard paper (internal color solid with black mesh) in CIELAB space.
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Characterization Devices and Process As the CIE Guidelines states: “accurate device characterization is vital in cross media comparison experiments. The monitor, printer, and viewing booth light must all be stable and characterized accurately.” The characterization of the reproduction devices and viewing conditions is described in this section. In this study we have used a Minolta CS 1000 Spectroradiometer to characterize the viewing booth illuminant and the white point of the monitor, a Minolta T1 Illuminance meter to characterize the illuminance level of the viewing booth, a GretagMacBeth Spetroscan with the software GretagMacBeth Proﬁlemaker 5.0.8. to characterize the printing systems color transforms, and a GretagMacBeth Spectrophotometer Eye One to calibrate and characterize the monitor with the ColorEdge Software. The speciﬁcations of these instruments can be found in tables A.1, A.2 and A.3, Appendix A.



VI.6.2



Gathering and Processing Data



In this section we present the statistical processing done to process the data gathered in this experiment. The diﬀerent steps of the process are detailed, from the raw data to the ﬁnal processed data (see also Section VI.2.6). The Color Engineering Toolbox (Green, 2003a) was used to process the data in Matlab. Raw Data A table containing the raw data is constituted and reproduced in the appendix Section G. It contains the 1275 judgements (17 observers x 15 images x 5 GMAs), composed by 255 judgements per GMA (17 observers x 15 images). As the scale used by observers are not spaced evenly, Torgerson’s Law of category judgment will be applied to analyze the data (see Section VI.2.6.2). A frequency matrix is then built from these raw data in table VI.5, where the elements are the number of times a stimulus was put in a given category (see Sections VI.2.2 and VI.2.6). Table VI.5: Frequency matrix, experiment 2. HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



7 13 21 2 1 1



6 41 41 12 8 5



5 82 54 46 17 25



4 64 72 92 82 29



3 40 42 60 82 85



2 12 19 38 49 74



1 3 6 5 16 36



Cumulative Matrix The cumulative matrix in table VI.6 is then computed line by line from the frequency matrix. Proportion Matrix The proportion matrix in table VI.7 is then computed from the cumulative matrix, the last column ﬁlled with ones being dropped:
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Table VI.6: Cumulative matrix, experiment 2. 7 13 21 2 1 1



HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 54 62 14 9 6



5 136 116 60 26 31



4 200 188 152 108 60



3 240 230 212 190 145



2 252 249 250 239 219



1 255 255 255 255 255



Table VI.7: Proportion matrix, experiment 2. HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



7 0.0510 0.0824 0.0078 0.0039 0.0039



6 0.2118 0.2431 0.0549 0.0353 0.0235



5 0.5333 0.4549 0.2353 0.1020 0.1216



4 0.7843 0.7373 0.5961 0.4235 0.2353



3 0.9412 0.9020 0.8314 0.7451 0.5686



2 0.9882 0.9765 0.9804 0.9373 0.8588



Z-scores Matrix The z-scores matrix in table VI.8 is then computed from the proportion matrix. The z-scores are calculated by taking the inverse of the normal distribution (see VI.2.6): Table VI.8: Z-scores matrix, experiment 2. HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



7 -1.6354 -1.3894 -2.4161 -2.6587 -2.6587



6 -0.8003 -0.6962 -1.5991 -1.8081 -1.9858



5 0.0837 -0.1133 -0.7215 -1.2705 -1.1672



4 0.7868 0.6349 0.2432 -0.1929 -0.7215



3 1.5647 1.2928 0.9596 0.6591 0.1729



2 2.2647 1.9858 2.0619 1.5321 1.0750



If the proportion matrix is complete, the category boundaries tg in table VI.9 are simply the average of columns of the z-scores matrix:



tg =



n 1X zjg , n j=1



g = 1, ..., m,



(VI.13) (VI.14)



where m = 6 is the number of category boundaries and n = 5 is the number of GMAs in the evaluation.
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Table VI.9: Category boundaries tg , experiment 2. Category boundaries



-2.1517



-1.3779



-0.6378



0.1501



0.9298



1.7839



And scale values can be determined by subtracting the raw averages from the overall mean of the z-scores matrix (see table VI.10 and ﬁgure VI.32):



Sj



=



n X m m X 1 X zjg . zjg − mn j=1 g=1 g=1



(VI.15)



Table VI.10: Scale values, experiment 2. HPMINDE-BPC -0.5946



Z-HPMINDE -0.5030



SCACOMP 0.0281



SCACOMP-MTF 0.4059



SCACOMP-OVER 0.6636



When the proportion matrix contains ones or zeros, the scales and boundaries values are determined using a least squares technique (Engeldrum, 2000; Green, 2003a). This technique is used in our study to display the results per image or per observer in ﬁgures VI.35 to VI.40. Conﬁdence Intervals The 95% conﬁdence intervals are then computed as in equation VI.4 with N = 15 ∗ 17 = 255: 1.96 √ = ±0.0868. CI95 = ± √ 255 × 2



VI.6.3



(VI.16)



Analyzing the Results of the Experiment



In this section we consider the results of this experiment. Global results Results cumulated over the 15 images and 17 observers in ﬁgure VI.32 show that overall SCACOMP-OVER outperforms all other alternatives. The three versions of SCACOMP obtained the best scores, followed by Z-HPMIN∆E and HPMIN∆E at the same level. Each version of SCACOMP is perceived as signiﬁcantly diﬀerent from the others, from the top rated: SCACOMP-OVER, then SCACOMP-MTF and at last SCACOMP. SCACOMP-OVER, then SCACOMP-MTF are in category 3 (very accurate). SCACOMP, Z-HPMIN∆E and HPMIN∆E are in category 2 (fairly accurate). The ranking is identical when restricting the analysis to the set of 7 sRGB images as in ﬁgure VI.33. When considering only the 8 CIELAB/SCID images, in ﬁgure VI.34, the order changes as judgement for Z-HPMIN∆E drops below HPMIN∆E and to category 5 (moderately accurate).



VI.6 Experiment 2: Evaluation of the Gain of the MTF Compensation in SCAGMAs



203



Diﬀerence between the two experiments SCACOMP is judged as being signiﬁcantly better than Z-HPMIN∆E in this experiment whereas they were ranked at nearly the same level in the previous experiment. When considering the images, we ﬁnd that the action of Z-HPMIN∆E is limited after BPC as BPC reduces the image gamuts. We also notice the absence of artifacts in results of SCACOMP with BPC. The size of the images are diﬀerent in the two experiments, leading to larger ﬁlter size in Z-HPMIN∆E for this second experiment. Then the diﬀerence of ranking might be due either to the ﬁlter size and/or to BPC. MTF Compensation Overall, results from SCACOMP with MTF compensation were evaluated as more accurate than without, and the over-compensated version was given the best scores. This is a clear indication that MTF compensation fulﬁlls its goal of producing more accurate reproductions.



Figure VI.32: Z-scores resulting of our experiment 2 (category scaling), average over 15 images and 17 observers.



Per observer Among the 17 observers in ﬁgures VI.35 - VI.37, 14 gave the best score to SCACOMP-OVER (observers 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 14, 15, 17) among who
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sRGB 2.5 2 1.5 1 0.5 0 −0.5 −1 −1.5 −2 −2.5 HPMINDE−BPC Z−HPMINDE



SCACOMP



SCACOMP−MTFSCACOMP−OVER



Figure VI.33: Z-scores resulting of our experiment 2 (category scaling), average over the 7 sRGB images and 17 observers.
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SCIDLAB 2.5 2 1.5 1 0.5 0 −0.5 −1 −1.5 −2 −2.5 HPMINDE−BPC Z−HPMINDE



SCACOMP



SCACOMP−MTFSCACOMP−OVER



Figure VI.34: Z-scores resulting of our experiment 2 (category scaling), average over the 8 CIELAB/SCID images and 17 observers.
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6 judged results of SCACOMP-OVER as being signiﬁcantly better than all the alternatives (observers 3, 5, 7, 10, 11, 14). 1 observer gave equal scores to SCACOMP-MTF and SCACOMP-OVER (observer 1), 1 observer gave equal scores to SCACOMP and SCACOMP-MTF (observer 16) and 1 gave the best scores to SCACOMP (observer 13). Per image When considering the data per image in ﬁgures VI.38 - VI.40, we ﬁnd that Z-HPMIN∆E obtains very good scores for images 4 and 5. The 5 reproductions of these two images where considered by many observers as very diﬃcult to diﬀerentiate. For the other images, the ranking is close to the overall ranking.



VI.6.4



Comments



First it should be noted that this experiment was considered as hard by most observers, the diﬀerence between the alternative reproductions are not as striking as in the previous experiment. BPC was applied in the 5 alternative re-rendering and has lessened the impact of the subsequent GMAs by reducing the size of the input image gamut, leading to closer results. While these reduced diﬀerences are not welcomed by observers as the diﬃculty of the task increases, the quality of the worst of the ﬁve alternative reproductions is suﬃcient to be implemented in real-world workﬂows and the gain in quality allowed by spatial gamut mapping algorithms can be considered as added value. The reproduction of the images 4, 5 in ﬁgure VI.26 and 10 in VI.27 where considered as more diﬃcult to distinguish by several observers. Interestingly, results for images 4 and 5 are diﬀerent from the overall trend. Yet statistically over the set of images, the observers tend to give the same judgment. With this second experiment, we can conclude again that Spatial GMAs produce results that are perceived as more accurate than pointwise GMAs. The diﬀerence lies mainly in saturated, dark areas or very light areas (e.g. the wedding dress in image 8 ﬁgure VI.27). The evaluation of the MTF compensation also delivers encouraging results and more study will be necessary to fully apprehend the beneﬁts and drawbacks of this new algorithm and to ﬁnd optimal parameters.



VI.6.5



Summary



In this section, we have presented our second evaluation by a psychophysical experiment. The goal of this evaluation is to evaluate the gain of the MTF compensation in spatial and color adaptive gamut mapping algorithms. Black point compensation was added to the 5 alternative algorithms, HPMIN∆E, Z-HPMIN∆E, SCACOMP, SCACOMP with MTF compensation, SCACOMP with over-compensation. 17 observers judged these 5 alternative reproductions for 15 images. Results cumulated over the 15 images and 17 observers in ﬁgure VI.32 show that overall SCACOMP-OVER outperforms all other alternatives. The three versions of SCACOMP obtained the best scores, followed by Z-HPMIN∆E and HPMIN∆E at the same level. Each version of SCACOMP is perceived as signiﬁcantly diﬀerent from the others, from the top rated: SCACOMP-OVER, then SCACOMP-MTF and at last SCACOMP. These results are encouraging and more studies are necessary.
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Figure VI.35: Results of experiment 2, observers 1 to 6.
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Figure VI.36: Results of experiment 2, observers 7 to 12.
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Figure VI.37: Results of experiment 2, observers 13 to 17.
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(a) z-scores, image 1: ISO 12640-2 N01
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(b) z-scores, image 2: ISO 12640-2 N02
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(c) z-scores, image 3: ISO 12640-2 N03
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(d) z-scores, image 4: ISO 12640-2 N04
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(e) z-scores, image 5: ISO 12640-2 N05
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Figure VI.38: Results of experiment 2, images 1 to 6.
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Figure VI.39: Results of experiment 2, images 7 to 12.
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Figure VI.40: Results of experiment 2, images 13 to 15.
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Conclusions VII.1



Overview of Findings



In this thesis we have described the work carried out to develop a new spatial and color adaptive gamut mapping algorithm. The aim of our research was to generate accurate reproduction of images optimized for a given output medium (such as a monitor) using another output medium (such as a printing system) with a smaller color gamut. Following the introduction of key notions of color science in Chapter II, we have proposed a new mathematical framework encompassing the existing Spatial Gamut Mapping Algorithms in Chapter III, then introduced two new Spatial and Color Adaptive Gamut Mapping Algorithms (SCAGMAs) within the proposed mathematical framework in Chapter IV. In Chapter V we have considered the impact of the Modulation Transfer Function (MTF) of the reproduction device on the quality of the image reproduction and have proposed a new algorithm to compensate for the MTF of the printing system in our new SCAGMAs. Finally in Chapter VI we have presented the evaluation of the new SCAGMAs in two psychophysical experiments and their results validating these new approaches. Framework for Spatial Gamut Mapping Algorithms The proposed framework is based on image decomposition: Iin = Ilow + Ihigh , where Iin is the input image, Ilow is obtained by blurring the input image: Ilow = Blur(Iin ) and contains local means, and Ihigh is deﬁned as the diﬀerence Ihigh = Iin − Blur(Iin ) and contains the local details. The mathematical framework is described as follows: Iout = f [Iin , g(Ilow ), k(Ihigh )],



(VII.1)



Iout



(VII.2)



∈ GamutDest ,



where Iout is the image resulting from the SGMA, GamutDest is the destination gamut, f , g, and k are the adaptive mapping functions. f , g and k are chosen such that the SGMAs preserve as much as possible the color value of each pixel and the color relation between neighboring pixels. This underlying structure has been the base for the development of new spatial and color adaptive gamut mapping algorithms. Similarities in existing Spatial Gamut Mapping Algorithms Then we have presented existing spatial gamut mapping algorithms, how they are related to each other and
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showed that they can be considered as special cases of this framework. The aim of this exercise was to encompass the existing tools to identify needs for new developments. Diﬀerent trends have been observed in the published SGMAs. We have proposed to place the algorithms in two groups, the compensation and the optimization approaches. The compensation approach has a moderated motivation: to limit or compensate for the loss of details caused by clipping algorithms. Unfortunately results of several of the SGMAs in this category suﬀer from artifacts such as halos or color shifts. The optimization approach uses models of perception of the human visual system to minimize the estimated perceived diﬀerences between the original and the candidate reproduction by locally modifying the candidate in an iterative process. The main diﬃculty is to deﬁne an appropriate image diﬀerence as a criterion to optimize: IQMs and HVS are still two active topics of research. Another issue has been the lengthy computing time, making these iterative algorithms diﬃcult to use in an industrial context. Two New Spatial and Color Adaptive Gamut Mapping Algorithms (SGMAs) Two new SCAGMAs have been proposed, based on the proposed framework and on image decomposition in two bands Ihigh and Ilow using 5D bilateral ﬁltering. Function g in Eq. VII.1 applied to the low-pass band Ilow to produce Ilow is black point compensation followed by a gamut clipping algorithm. Function k applied to Ihigh to produce Ihigh is a locally adaptive function. Its goal is to maintain the relative content of the two bands in the output image. The process terminates with the merging and the adaptive mapping of Ihigh and Ilow by function f using local adaptive implementation of the two families of pointwise GMAs: compression and clipping. Two functions f have been proposed, taking into account the color properties of the neighborhood of each pixel, respectively in an adaptive clipping and in an adaptive compression mapping: Spatial and Color Adaptive CLIPping (SCACLIP) In this clipping algorithm, we have proposed to set the direction of the projection as a variable: for each pixel the optimal mapping direction will be chosen so that the local energy is best maintained. In classic pointwise colorﬂow, the mapping direction is chosen once for every image, sometimes per image, in this new algorithm, the direction is chosen per pixel. Spatial and Color Adaptive COMPression (SCACOMP) In this compression mapping, we have proposed an adaptive compression algorithm to preserve the color variations between neighboring pixels of Ihigh . The concept is to project each pixel lying outside the output gamut toward the center, more or less deeply inside the gamut depending on its neighbors. Adaptive Compensation of the Printer MTF The diﬃculty of the printer to accurately reproduce high-frequency details impacts the perceived accuracy of the reproduction. We have thus proposed a set of modiﬁcations of the algorithms to take into account the Modulation Transfer Function of the output device and improve the results. The MTF of the printer has been measured using a modiﬁed version of the method proposed by Jang and Allebach in (Jang and Allebach, 2006). Since the MTF of a printer depends on the frequency and the bias, a locally adaptive compensation has been proposed to take
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the local mean into account. N deconvolutions of Lhigh are processed for the M T Fn associated with N bias values. Then for each spatial position, a locally adaptive merging is processed according to the local mean. This locally adaptive compensation ﬁts within the color and spatial adaptive workﬂow. Objective measures and a psychophysical experiment have shown signiﬁcant improvements over alternative SGMAs. Over-compensation has also been investigated to amplify perceived improvement and has been evaluated and validated in a second experiment.



VII.2



Future Work



Many new developments may arise from the results of this study. The most promising are summarized below: Resume evaluation The new SCAGMAs have been tested during the two psychophysical experiments, in four input/output gamut conﬁgurations: sRGB/(Océ TCS 500+Standard Paper), Adobe RGB 1998/(Océ TCS 500+Standard Paper), sRGB/(Océ Colorwave 600 + Red Label Paper), (CIELAB/SCID)/(Océ Colorwave 600 + Red Label Paper). Further evaluation could be carried out to know the added value of SCAGMAs in diﬀerent conﬁgurations compared to pointwise GMAs and other SGMAs: (a) Conﬁgurations where the input/output gamuts have similar shape and sizes, images resulting from pointwise mapping and SCAGMAs might be perceived as similar if not identical. (b) Conﬁgurations where the input/output gamuts have a similar size but diﬀerent shapes, SCAGMAs should outperform pointwise GMAs and other SGMAs. (c) In conﬁgurations where the input gamut is smaller than the output gamut, expansion algorithms can be applied. A limited number of expansion algorithms are available, mostly pointwise algorithms. The SCAGMA framework appears to be a good starting point to develop new adaptive expansion algorithms. Evaluate application in other color spaces or color appearance models In this study we limited our investigation to implementations in the CIELAB color space. Our framework can be adapted to other color spaces (e.g. the CIELUV) or color appearance models (e.g. the CIECAM02) to avoid known limits of the CIELAB space. Develop new synthetic images for the evaluation In this study we have carried out a psychophysical experiment to assess the SCAGMAs through the quality of the output images. We have chosen a set of photographic images including heterogeneous content more likely to reveal the properties of our algorithms. The main goal of spatial and color gamut mapping algorithms is to preserve the image spatial and color attributes in colored and textured areas of images. As such, a set of synthetic images containing color gradients and various controlled textures (e.g. Gaussian noise or stripes) might allow a measured objective evaluation of the preservation of the spatial and color attributes using image quality metrics. Such synthetic images could also be included in the set of images of a
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psychophysical experiment to help detect halos or other mapping artifacts. (Farup et al., 2007) have proposed a synthetic image aimed at testing Gaussian-based multilevel SGMAs (see Figure VI.2) that should be part of this set of synthetic images. Green also proposed such synthetic images to evaluate the accuracy of color transforms (Green, 2006). Develop new Image Quality Metric for the evaluation In this study we have used IQMs during the development of new GMAs, to measure the local accuracy of colors and details and to detect local artifacts in candidates, leaving the ﬁnal evaluation to observers. In the current state, no conclusive correlation between the mean of the IQM maps and observers scores is made, thus we can’t use them for global assessment of GMAs in lieu of psychophysical experiments. New development are needed to extract a relevant global quality index from the IQM maps. Propose new adaptive Black Point Compensation The need for Black Point Compensation, often applied in re-rendering algorithms, appears to be image dependent. New technics taking into account the image characteristics (e.g. the histogram) to proceed to an image adaptive (possibly partial) black point compensation should be investigated in the CIE XYZ color space (see (Braun and Fairchild, 1999)). Moreover, the initial gamut mapping algorithm could depend on the characteristics of the input and output gamuts as proposed in (Green, 2003b). Embed SGMA in ICC color workﬂow In order to be used in industrial workﬂows, the SCAGMAs have to be embedded in the ICC workﬂow, possibly in a smart color management module (CMM). It will require some engineering as most of the existing CMMs are not designed to include image dependent processing. Study perception of the printer MTF During our experiment, we have found that the measure of the MTF is only partially related with human visual perception. Several factors might lead to this discrepancy, among which the human contrast sensitivity function. Another interesting factor is the visibility of the halftoning as it might interfere with the high frequency signal and even mask it. Psychophysical experiments could allow a measure of the perceived MTF of the printer. Such a measure could be used in our compensation algorithm. Explore over-compensation While over-compensated images have been well received in our second experiment, further evaluation is needed to fully assess the qualities and drawbacks of such an algorithm and ﬁnd optimal over-compensation parameters. We will consider these new developments following this current study in the near future.
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Appendix A



Instruments In this section we reproduce the speciﬁcation sheets of the measuring instruments used in this study: • in table A.1 the Minolta CS 1000 Spectroradiometer, • in table A.2 the GretagMacbeth SpectroScan, • in table A.3 the GretagMacbeth Eye One, • in table A.4 the Minolta T1 Illuminance Meter. Table A.1: Speciﬁcations of the Minolta CS 1000 Spectroradiometer Spectral analysis Wavelength range Resolution Angle of measurement Measurement range (luminance) Accuracy (illuminant A) Repeatability (illuminant A) Spectral response



Holographic monochromator 380 nm to 780 nm 0.9 nm 1o 0, 01 cd/m2 - 80, 000 cd/m2 (for light type A) Luminance: ±2% ± 1 digit from displayed value, chromaticity: x: ±0.0015, y: ±0.001 Luminance: ±0.1% ± 1 digit from displayed value, Chromaticity: ±0.0002 ±0.3 nm
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Table A.2: Speciﬁcations of the GretagMacBeth Spetroscan Spectrophotometer Spectral analysis Wavelength range Resolution Geometry Measurement aperture Measurement range (reﬂection) Accuracy (average) Short-term repeatability



Holographic diﬀraction grating 380 nm to 730 nm 10 nm 45o /0o ring optic 4 mm 380-480, 650-730 nm: 0...200% 480-520, 600650 nm: 0...150% 520-600 nm: 0..120% ∗ , 0.3 ∆Eab ∗ , 0.03 ∆Eab



Table A.3: Speciﬁcations of the GretagMacBeth Eye One (i1) Spectrophotometer Spectral analysis Wavelength range Resolution Geometry Measurement aperture Measurement range (luminance) Accuracy (average) Short-term repeatability



with a holographic diﬀraction grating 380 nm to 730 nm 10 nm 45o /0o ring optic 4.5 mm 0, 2 cd/m2 Ð 300 cd/m2 (for light type A) ∗ , 0.4 ∆Eab ∗ , 0.02 ∆Eab



Table A.4: Speciﬁcations of the Minolta T1 Illuminance Meter Receptor Wavelength range Angle of measurement Measurement range (Illuminance) Accuracy



Silicon photocell 400 nm to 760 nm within ±2% (integrated) of CIE photopic luminosity curve 1o 0, 01 lx to 99, 900 lx ±2% of recording, ±2 digit in last displayed position
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Appendix B



Output Devices In this section we reproduce the speciﬁcation sheets of the measure instruments used in this study: • in table B.1 the Océ TCS 500 large format inkjet printer (see Figure B.1), • in table B.2 the Océ ColorWave 600 large format hot-melt inkjet printer (see Figure B.2), • in table B.3 the Océ Standard Paper, 90 g/m2, • in table B.4 the Océ Red Label Paper, • in table B.5 the Epson R800 inkjet printer (see Figure B.3), • in table B.6 the Epson Premium Glossy Photo Paper, • in table B.5 the Epson Stylus Pro 7600 inkjet printer (see Figure B.4), • in table B.8 the Epson Premium Luster Photo Paper, • in table B.9 the Eizo Color Edge 221 LCD Monitor (see Figure B.5).



Figure B.1: Océ TCS 500 large format inkjet printer.
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Figure B.2: Océ ColorWave 600 large format hot-melt inkjet printer.



Figure B.3: Epson R800 inkjet printer.



Figure B.4: Epson Stylus Pro 7600 inkjet printer.
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Table B.1: Speciﬁcations of the Océ TCS 500 large format inkjet printer Printing Technology Ink Heads Nozzle Conﬁguration Miminum pen widht Addressability



Océ Inkjet Cyan, Magenta, Yellow,blacK 3 Black, 2 Cyan, 2 Magenta, 2 Yellow 640 nozzles (per cartridge) 0,040 mm 300 dots per inch



Table B.2: Speciﬁcations of the Océ ColorWave 600 large format hot-melt inkjet printer Printing Technology Ink 8 Heads Miminum pen widht Addressability



Océ CrystalPoint technology Océ TonerPearls, Cyan, Magenta, low,blacK 2 Black, 2 Cyan, 2 Magenta, 2 Yellow 0,040 mm 600 dot per inch



Figure B.5: Eizo Color Edge 221 LCD Monitor.



Table B.3: Speciﬁcations of the Océ Standard Paper, 90 g/m2 Weight Acidity Thickness Whiteness CIE Coated



75 g/m2 7,5 pH 105 µm 160 No



Yel-
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Table B.4: Speciﬁcations of the Océ Red Label Paper Weight Acidity Thickness Whiteness CIE ISO Brightness R457 + UV ISO Brightness R457 - UV Opacity Coated



75 g/m2 7,5 pH 99 µm 159 108 % 88 % 92 % No



Table B.5: Speciﬁcations of the Epson R800 inkjet printer Printing Technology Ink Palette



Ink Type Minimum Ink Droplet Size Nozzle Conﬁguration Addressability



Micro Piezo pigment ink jet, optimized for photo printing 8-color (Cyan, Magenta, Yellow, Photo Black or Matte Black, Red, Blue and Gloss Optimizer) Epson UltraChrome Hi-Gloss Pigment Ink 1.5-picoliter 180 nozzles (per cartridge) 360-1440 dots per inch



Table B.6: Epson Premium Glossy Photo Paper Weight Acidity Thickness Whiteness CIE ISO Brightness Opacity Hot lamination Base Material Surface ﬁnish



255 g/m2 7,5 pH 10 mm 159 92 % 96 % yes Resin Coated Paper Glossy
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Table B.7: Speciﬁcations of the Epson Stylus Pro 7600 inkjet printer Printing Technology Ink Palette Ink Type Minimum Ink Droplet Size Nozzle Conﬁguration Addressability



Micro Piezo ink jet, optimized for photo printing 7-color (Cyan, Light Cyan, Magenta, Light Magenta, Yellow, Grey, Black) Epson UltraChrome Ink 4-picoliter 96 nozzles (per cartridge) 180-2880 dots per inch



Table B.8: Epson Premium Luster Photo Paper Weight Acidity Thickness ISO Brightness Opacity Hot lamination Base Material Surface ﬁnish



240 g/m2 7,5 pH 10 mm 97 % 97 % yes Polyethylene Encapsulated paper Luster



Table B.9: Speciﬁcations of the Eizo Color Edge 221 Size and Type Viewing Angles (H, V) Response Time Native Resolution Pixel Pitch Scanning Frequency (H, V)



56.4 cm (22.2") TFT color LCD panel 170o , 170o (at contrast ratio of 10:1) 30 ms (typical) 1920 by 1200 pixels 0.249 by 0.249 mm 31- 76 kHz, 59 - 61 Hz
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Appendix C



Test Images



(a) N01



(b) N02



(c) N03



(d) N04



c Figure C.1: sRGB images from ISO 12640-2 ( ISO).
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(a) N05



(b) N06



(c) N07



c Figure C.2: sRGB images from ISO 12640-2 ( ISO).
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(a) N1 Bride and groom



(c) N3 Cashew nuts



(b) N2 People



(d) N4 Meal



c Figure C.3: CIELAB/SCID images from ISO 12640-3 ( ISO).
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(a) N5 Mandolin



(c) N7 Wool



(b) N6 Tailor scene



(d) N8 Fruits



c Figure C.4: CIELAB/SCID images from ISO 12640-3 ( ISO).
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(a) Ski



(b) Party_4v



(c) Picnic_4v



c Figure C.5: CIE images from Division 8: Image Technology, Technical Comity 3 ( CIE).
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Pixels Outside the Adobe RGB 98 Gamut in CIELAB/SCID Images



Figure D.1: CIELAB/SCID Image N5, 228 pixels (of 5242880 pixels) are out of the Adobe RGB 98 gamut. Pixels inside the gamut are masked by a constant white [L∗ = 100, a∗ = 0, b∗ = 0].
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Mask Corresponding to Pixels Inside the Gamut of the Océ TCS 500 in Test Images for Experiment 1



(a) image 1



(b) image 2



(c) image 3



(d) image 4



(e) image 5



(f) image 6



Figure E.1: Pixels inside the gamut of the Océ TCS 500 in images of experiment 1 are masked by a constant grey [L∗ = 50, a∗ = 0, b∗ = 0]. Pixels outside the gamut are in color.
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(a) image 7



(d) image 10



(g) image 13



(b) image 8



(e) image 11



(h) image 14



(c) image 9



(f) image 12



(i) image 15



Figure E.2: Pixels inside the gamut of the Océ TCS 500 in images of experiment 1 are masked by a constant grey [L∗ = 50, a∗ = 0, b∗ = 0]. Pixels outside the gamut are in color.
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(a) image 16



(d) image 19



(b) image 17



(e) image 20



(c) image 18



(f) image 21



Figure E.3: Pixels inside the gamut of the Océ TCS 500 in images of the experiment 1 are masked by a constant grey [L∗ = 50, a∗ = 0, b∗ = 0]. Pixels outside the gamut are in color.
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Mask Corresponding to Pixels inside the Gamut of the Océ ColorWave 600 in Test Images for Experiment 2



(a) image 1: N01



(d) image 4: N04



(b) image 2: N02



(e) image 5: N05



(c) image 3: N03



(f) image 6: N06



Figure F.1: Pixels inside the gamut of the Océ ColorWave 600 in images of experiment 2 are masked by a constant grey [L∗ = 50, a∗ = 0, b∗ = 0]. Pixels outside the gamut are in color. The mean percentage of pixels outside the gamut is 27% percents, with a maximum of 48 % for image 4 and a minimum of 6.5 % for image 11.



Chapter F. Mask Corresponding to Pixels inside the Gamut of the Océ ColorWave 600 in Test Images for Experiment 2



248



(a) image 7: N07



(b) image 8: N1 Bride and groom



(d) image 10: N3 Cashew nuts



(e) image 11: N4 Meal



(g) image 13: N6 Tailor scene



(h) image 14: N7 Wool



(c) image 9: N2 People



(f) image 12: N5 Mandolin



(i) image 15: N8 Fruits



Figure F.2: Pixels inside the gamut of the Océ ColorWave 600 in images of experiment 2 are masked by a constant grey [L∗ = 50, a∗ = 0, b∗ = 0]. Pixels outside the gamut are in color.



249



Appendix G



Raw Data, Experiment 1 Table G.1: Raw Data, Experiment 1, Image 1, observer 1 (ﬁrst column) to 15 (last column). The value 1 is assigned to the top ranking GMA, the value 5 is assigned to the bottom ranking GMA. HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 1 3 2



5 4 3 1 2



5 1 2 3 4



5 2 3 1 4



5 4 1 2 3



5 4 1 3 2



5 1 2 4 3



5 4 2 1 3



5 2 3 1 4



5 4 2 3 1



5 4 1 2 3



5 4 2 1 3



5 1 3 2 4



5 3 1 2 4



5 4 1 3 2



5 1 2 3 4



4 5 3 1 2



5 2 1 4 3



5 4 3 1 2



4 5 3 2 1



5 4 3 2 1



Table G.2: Raw Data, Experiment 1, Image 2 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 2 1 3 4



5 4 1 3 2



5 4 2 1 3



4 1 2 3 5



5 1 2 3 4



5 4 3 1 2



5 1 2 4 3



5 4 1 2 3



2 1 3 5 4



4 5 1 2 3



5 2 3 4 1



5 4 1 3 2



Table G.3: Raw Data, Experiment 1, Image 3 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 3 1 2



5 4 3 2 1



5 4 3 1 2



5 4 3 2 1



5 4 3 1 2



5 4 3 1 2



5 4 3 2 1



5 4 3 2 1



5 4 3 1 2



5 4 3 2 1



5 4 3 1 2



5 4 3 2 1
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Table G.4: Raw Data, Experiment 1, Image 4 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 1 2 3



5 1 3 4 2



5 4 2 1 3



5 1 2 3 4



5 4 2 1 3



5 4 1 2 3



5 2 1 3 4



4 5 1 2 3



5 1 4 3 2



5 4 3 1 2



5 4 1 3 2



5 4 1 3 2



5 4 1 3 2



5 4 2 1 3



5 4 1 2 3



5 4 3 1 2



1 5 4 2 3



4 5 3 2 1



5 4 1 3 2



2 5 3 4 1



5 4 3 1 2



5 4 3 2 1



5 4 2 3 1



5 4 3 2 1



5 1 3 4 2



5 4 1 2 3



4 5 3 1 2



Table G.5: Raw Data, Experiment 1, Image 5 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 3 4 2 1



5 1 4 2 3



5 4 3 2 1



2 5 1 4 3



4 5 3 2 1



5 4 3 2 1



2 1 5 4 3



5 3 4 1 2



3 5 1 2 4



5 1 4 2 3



1 5 2 3 4



5 4 3 2 1



Table G.6: Raw Data, Experiment 1, Image 6 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 3 1 2



5 1 2 3 4



5 1 3 2 4



5 4 3 2 1



5 4 3 1 2



5 3 4 1 2



5 4 2 3 1



4 1 5 2 3



5 1 3 2 4



5 4 3 1 2



5 4 3 1 2



4 5 3 2 1



Table G.7: Raw Data, Experiment 1, Image 7 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 3 1 2



5 4 3 2 1



5 4 3 1 2



5 4 3 2 1



5 4 3 2 1



5 1 4 3 2



5 4 3 1 2



2 5 3 1 4



5 4 3 2 1



5 4 3 1 2



5 4 3 1 2



5 4 3 1 2



Table G.8: Raw Data, Experiment 1, Image 8 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 1 4 2 3



5 4 3 1 2



5 1 2 4 3



5 1 4 2 3



5 1 4 2 3



5 4 3 1 2



4 1 3 5 2



3 1 4 5 2



5 1 4 3 2



5 1 4 3 2



5 1 3 4 2



5 1 3 4 2
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Table G.9: Raw Data, Experiment 1, Image 9 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 1 4 2 3



4 1 5 3 2



3 4 2 1 5



1 5 2 3 4



3 5 2 1 4



3 5 2 4 1



2 1 4 3 5



4 1 5 2 3



2 5 1 4 3



1 5 3 4 2



1 4 5 2 3



3 5 2 1 4



3 4 2 1 5



1 5 3 2 4



3 4 5 2 1



5 3 2 1 4



4 5 2 1 3



4 5 2 1 3



2 1 3 5 4



2 1 4 5 3



4 1 5 2 3



5 2 4 1 3



5 3 2 1 4



5 4 1 2 3



Table G.10: Raw Data, Experiment 1, Image 10 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



4 5 2 1 3



5 3 1 4 2



4 5 2 1 3



4 5 2 1 3



5 3 2 1 4



5 3 4 1 2



4 3 5 1 2



5 3 2 1 4



2 5 1 3 4



3 4 2 1 5



5 2 1 4 3



5 4 3 2 1



Table G.11: Raw Data, Experiment 1, Image 11 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



2 1 3 4 5



5 1 4 2 3



5 3 4 1 2



4 1 5 3 2



4 1 5 3 2



5 1 4 2 3



2 1 4 5 3



2 1 3 4 5



2 1 3 4 5



4 1 5 2 3



3 1 5 2 4



3 1 2 5 4



Table G.12: Raw Data, Experiment 1, Image 12 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 2 3 1 4



5 3 2 1 4



5 4 3 1 2



5 4 1 2 3



5 2 1 3 4



5 4 1 3 2



5 2 4 1 3



5 2 4 3 1



5 1 3 2 4



5 4 1 2 3



4 2 1 5 3



5 4 3 1 2
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Table G.13: Raw Data, Experiment 1, Image 13 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



3 5 1 4 2



3 5 1 2 4



5 4 3 1 2



3 5 2 4 1



1 5 3 2 4



5 4 1 3 2



4 5 1 3 2



5 3 4 1 2



1 5 2 3 4



1 5 3 4 2



3 5 2 4 1



1 5 2 3 4



3 5 1 4 2



4 5 1 2 3



3 4 1 5 2



5 3 2 1 4



4 3 2 1 5



4 2 3 1 5



4 5 1 3 2



4 5 1 2 3



4 5 3 1 2



Table G.14: Raw Data, Experiment 1, Image 14 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 3 1 2 4



4 3 2 1 5



4 2 3 1 5



5 3 2 1 4



5 3 2 1 4



4 3 2 1 5



4 3 2 1 5



4 1 5 3 2



4 3 2 1 5



5 3 2 1 4



4 3 1 2 5



4 3 2 1 5



Table G.15: Raw Data, Experiment 1, Image 15 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 1 2 3



5 4 1 2 3



5 4 3 1 2



4 5 2 1 3



5 4 2 1 3



4 5 3 1 2



4 5 1 2 3



5 4 1 3 2



5 4 1 3 2



4 5 1 2 3



4 5 1 3 2



4 5 3 1 2
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Table G.16: Raw Data, Experiment 1, Image 16 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 1 2 4 3



5 1 4 3 2



5 1 4 3 2



5 4 1 3 2



5 1 4 3 2



5 1 2 4 3



2 3 1 4 5



5 1 2 4 3



2 3 1 5 4



5 1 2 3 4



2 1 5 4 3



4 5 2 1 3



5 1 4 3 2



5 1 4 2 3



5 1 4 2 3



4 1 5 2 3



2 5 1 4 3



4 5 2 3 1



3 4 5 2 1



1 5 4 2 3



3 5 1 4 2



Table G.17: Raw Data, Experiment 1, Image 17 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



4 5 1 2 3



4 5 3 1 2



3 1 2 4 5



1 5 2 4 3



5 3 1 2 4



4 5 1 2 3



5 1 3 4 2



3 1 4 5 2



2 1 3 4 5



4 5 2 3 1



2 1 5 3 4



4 5 2 1 3



Table G.18: Raw Data, Experiment 1, Image 18 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 1 3 2



5 1 4 3 2



5 2 4 3 1



4 1 5 3 2



5 1 4 3 2



5 4 2 1 3



5 3 1 2 4



1 3 4 5 2



2 5 4 1 3



2 5 1 3 4



2 5 1 3 4



5 1 4 3 2
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Table G.19: Raw Data, Experiment 1, Image 19 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 3 1 2



5 1 4 3 2



5 4 2 1 3



3 5 2 1 4



5 4 2 1 3



5 1 4 2 3



5 4 1 2 3



2 5 3 1 4



5 4 1 2 3



4 5 1 2 3



5 4 1 2 3



5 4 3 1 2



3 5 4 1 2



3 5 1 2 4



5 4 1 3 2



5 4 3 1 2



5 4 1 2 3



5 4 3 1 2



5 4 1 3 2



5 4 1 3 2



5 4 1 2 3



Table G.20: Raw Data, Experiment 1, Image 20 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 4 3 2 1



5 1 4 2 3



5 4 3 1 2



5 4 3 1 2



5 4 3 1 2



5 3 4 1 2



5 1 4 2 3



2 5 1 4 3



5 4 3 2 1



4 5 2 1 3



1 5 3 2 4



5 3 4 1 2



Table G.21: Raw Data, Experiment 1, Image 21 HPMINDE SGCK Z-HPMINDE SCACLIP SCACOMP



5 1 3 2 4



5 4 2 1 3



5 4 3 1 2



5 4 1 2 3



5 4 3 1 2



4 5 3 1 2



1 5 3 2 4



5 4 3 1 2



5 4 1 3 2



5 3 1 4 2



5 4 1 2 3



5 4 2 1 3
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Appendix H



Raw Data, Experiment 2 Table H.1: Raw Data, Experiment 2, Observer 1, images 1 (ﬁrst column) to 15 (last column). The value assigned to each GMA are the categories chosen by the observers. HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



7 5 2 2 2



5 7 1 5 1



3 3 1 1 2



6 1 4 4 1



5 4 1 4 1



3 3 3 3 1



5 7 2 4 1



5 3 2 2 5



7 7 1 5 2



2 4 1 2 1



4 7 4 2 2



5 5 2 2 2



2 5 1 3 1



7 6 2 2 1



5 5 1 2 1



5 4 3 2 2



4 4 3 5 2



4 3 3 4 2



3 4 2 1 2



5 6 3 4 3



4 5 3 6 3



5 6 3 4 3



6 5 3 4 2



Table H.2: Raw Data, Experiment 2, Observer 2 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 4 2 3 2



4 5 3 4 2



5 4 3 3 2



4 2 4 3 2



3 2 2 4 3



4 4 2 2 3



4 4 2 2 3



4 3 4 4 5



6 5 3 4 3



3 5 3 3 2



3 5 3 2 2



Table H.3: Raw Data, Experiment 2, Observer 3 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 5 2 4 3



6 5 3 4 2



6 5 4 3 2



6 2 3 4 4



4 4 4 4 4



4 5 4 5 3



5 6 4 4 3



4 4 3 6 2



5 6 4 5 2



6 5 3 4 2



5 6 3 4 3
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Table H.4: Raw Data, Experiment 2, Observer 4 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



3 4 6 5 6



3 4 2 2 3



5 6 3 4 2



5 2 4 4 3



4 2 3 4 3



5 5 3 4 2



5 7 3 5 2



6 7 4 6 3



7 7 4 3 4



5 3 4 4 2



5 4 3 5 2



5 5 2 3 1



6 5 4 3 3



3 5 3 2 2



3 2 6 6 6



1 4 1 3 2



2 4 3 5 1



4 5 2 3 1



6 4 1 3 2



3 4 2 3 2



4 3 2 4 2



5 4 3 3 2



4 4 4 4 3



5 7 2 3 1



7 3 3 5 1



6 7 3 4 1



4 2 2 5 2



6 4 3 3 2



5 5 3 4 2



5 6 4 5 3



2 6 4 4 3



Table H.5: Raw Data, Experiment 2, Observer 5 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 5 4 3 2



5 2 3 4 1



5 2 3 4 1



6 4 2 3 1



4 1 3 5 2



5 3 4 2 1



3 6 4 2 1



5 4 1 3 2



6 5 2 3 1



4 5 3 2 1



4 6 4 2 1



Table H.6: Raw Data, Experiment 2, Observer 6 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 4 4 5 3



4 3 2 3 2



4 2 4 3 3



5 3 4 4 2



4 2 4 3 3



5 5 3 4 3



4 4 2 3 2



4 4 4 3 5



4 4 3 4 3



3 4 3 3 2



3 3 2 3 2



Table H.7: Raw Data, Experiment 2, Observer 7 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 5 2 3 1



6 7 3 3 1



4 6 2 4 3



3 1 4 2 5



5 3 5 4 2



5 3 3 2 3



5 4 3 2 2



5 4 6 7 3



7 6 4 2 3



6 4 2 4 3



3 3 2 5 1



Table H.8: Raw Data, Experiment 2, Observer 8 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 5 3 4 3



5 6 6 4 3



5 3 4 4 2



5 2 3 5 3



3 2 3 2 3



3 4 2 4 2



4 6 4 2 3



6 7 5 6 5



6 6 4 4 3



1 5 4 4 3



4 6 7 6 5
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Table H.9: Raw Data, Experiment 2, Observer 9 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



4 5 3 6 6



5 6 5 4 5



6 4 3 5 2



3 3 2 2 3



4 4 3 4 4



3 4 3 4 2



4 5 2 3 4



5 7 4 6 4



7 6 4 6 5



5 4 4 2 3



4 3 3 3 3



4 5 5 4 3



3 6 5 4 4



5 6 3 4 2



2 1 4 4 4



3 6 2 3 2



5 5 4 4 3



6 6 3 3 1



3 4 3 4 2



4 4 3 4 2



4 4 3 3 1



Table H.10: Raw Data, Experiment 2, Observer 10 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 4 4 5 3



6 7 4 4 3



4 4 4 4 4



7 3 4 5 4



6 3 5 5 4



6 5 4 4 3



7 6 4 5 3



7 7 5 3 4



6 7 3 4 2



3 4 5 5 5



3 7 4 4 4



4 4 3 3 3



Table H.11: Raw Data, Experiment 2, Observer 11 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 4 3 2 3



2 5 3 4 4



4 3 5 4 2



5 3 4 4 2



4 2 4 4 3



5 3 2 4 3



4 4 2 2 2



4 3 4 3 2



5 5 3 2 3



2 4 3 4 3



5 5 4 5 5



4 3 4 5 2
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Table H.12: Raw Data, Experiment 2, Observer 12 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 5 4 4 4



2 3 2 3 3



3 2 1 4 2



5 4 1 3 2



1 1 1 1 1



2 2 2 2 2



4 6 1 2 3



4 3 6 5 7



6 6 2 4 3



2 2 4 3 3



3 3 3 5 4



6 3 2 4 1



3 3 2 2 2



6 6 1 1 1



3 6 2 2 3



4 4 4 3 5



4 5 4 4 3



4 4 2 4 3



2 5 3 4 1



5 5 4 4 2



5 5 2 4 3



Table H.13: Raw Data, Experiment 2, Observer 13 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 6 6 6 5



5 4 3 3 3



5 4 3 3 2



6 3 3 4 5



4 3 4 4 4



4 4 3 5 3



3 3 2 3 3



5 5 4 5 6



6 6 3 4 5



5 4 3 4 5



3 6 4 5 4



4 4 4 4 3



Table H.14: Raw Data, Experiment 2, Observer 14 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 4 4 5 2



3 3 2 2 2



5 5 3 5 2



6 5 3 5 3



3 1 3 3 1



2 2 2 2 2



3 5 2 1 2



5 4 2 3 1



5 4 4 4 3



4 4 1 2 1



4 4 2 4 2



4 4 2 2 1
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Table H.15: Raw Data, Experiment 2, Observer 15 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



6 6 6 5 5



4 3 4 4 3



3 4 4 3 3



5 4 3 4 3



4 3 4 3 4



5 3 4 5 4



4 5 3 4 3



4 4 5 5 5



5 5 4 4 3



3 3 4 4 4



4 4 4 3 3



4 4 4 2 3



4 2 4 4 3



5 5 2 3 3



4 4 3 2 3



5 7 3 6 4



6 7 4 3 5



3 6 5 3 4



5 4 4 4 3



5 7 4 6 3



6 5 3 4 2



Table H.16: Raw Data, Experiment 2, Observer 16 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



7 6 4 5 3



6 7 5 4 3



6 7 3 5 4



7 6 3 5 4



6 3 4 7 5



3 3 3 3 3



5 6 4 3 2



5 5 4 3 6



7 6 3 4 5



4 4 6 3 5



5 6 4 3 4



5 6 4 3 4



Table H.17: Raw Data, Experiment 2, Observer 17 HPMINDE-BPC Z-HPMINDE SCACOMP SCACOMP-MTF SCACOMP-OVER



5 5 5 5 5



5 6 4 5 3



5 4 5 5 3



4 5 4 4 4



5 4 5 5 5



5 5 5 5 5



5 6 3 4 3



5 5 5 5 5



3 3 3 3 3



3 3 4 5 4



5 4 4 4 3



5 4 3 5 2



260



Chapter H. Raw Data, Experiment 2



261



Appendix I



Resulting Images Printed with the Océ ColorWave 600 In this section we compare images resulting from SGMAs proposed in experiment 2 (see section VI.6): • The image N37 is reproduced after BPC followed by Hue Preserving Minimum ∆ E Clipping in Figure I.1, SCACOMP with MTF Compensation in Figure I.4 and after SCACOMP with MTF Over-compensation in Figure I.7. • The image N35 is reproduced after BPC followed by Hue Preserving Minimum ∆ E Clipping in Figure I.2, SCACOMP with MTF Compensation in Figure I.5 and after SCACOMP with MTF Over-compensation in Figure I.8. • The image N38 is reproduced after BPC followed by Hue Preserving Minimum ∆ E Clipping in Figure I.3, SCACOMP with MTF Compensation in Figure I.6 and after SCACOMP with MTF Over-compensation in Figure I.9. The following pages are printed with the Océ ColorWave 600 on Red Label Paper in the same conditions than in experiment 2.
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Chapter I. Resulting Images Printed with the Océ ColorWave 600



I.1 Results of BPC and HPMin∆ E Clipping



I.1
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Results of BPC and HPMin∆ E Clipping



Figure I.1: Image N07 after BP C followed by Hue Preserving Minimum ∆ E Clipping.
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I.1 Results of BPC and HPMin∆ E Clipping



Figure I.2: Image N05 after BPC and HPMin∆ E Clipping.
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Chapter I. Resulting Images Printed with the Océ ColorWave 600



I.1 Results of BPC and HPMin∆ E Clipping



Figure I.3: Image N08 after BPC and HPMin∆ E Clipping.



267



268



Chapter I. Resulting Images Printed with the Océ ColorWave 600



I.2 Results of SCACOMP with MTF Compensation



I.2



Results of SCACOMP with MTF Compensation



Figure I.4: Image N07 after SCACOMP including MTF compensation.
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I.2 Results of SCACOMP with MTF Compensation



Figure I.5: Image N05 after SCACOMP including MTF compensation.
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Chapter I. Resulting Images Printed with the Océ ColorWave 600



I.2 Results of SCACOMP with MTF Compensation



Figure I.6: Image N08 after SCACOMP including MTF compensation.
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Chapter I. Resulting Images Printed with the Océ ColorWave 600



I.3 Results of SCACOMP with MTF Over-compensation of 25 %



I.3
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Results of SCACOMP with MTF Over-compensation of 25 %



Figure I.7: Image N07 after SCACOMP including MTF over-compensation of 25 %.
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Chapter I. Resulting Images Printed with the Océ ColorWave 600



I.3 Results of SCACOMP with MTF Over-compensation of 25 %
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Figure I.8: Image N05 after SCACOMP including MTF over-compensation of 25 %.
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I.3 Results of SCACOMP with MTF Over-compensation of 25 %
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Figure I.9: Image N08 after SCACOMP including MTF over-compensation of 25 %.
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Appendix J



Legal The writer was enabled by Océ Print Logic Technologies SA to perform research that (partly) forms the basis for this report. Océ Print Logic Technologies SA does not accept responsibility for the accuracy of the data, opinions and conclusions mentioned in this report, which are fully for the account of the writer. IP disclaimer Attention is drawn to the possibility that some of the elements described in this report may be the subject of patent rights.
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Appendix K



Résumé Long K.1 K.1.1



Introduction Contexte



Obtenir une reproduction ﬁdèle de scènes ou d’images est un sujet de recherche très actuel mais pas nouveau. Aujourd’hui ce sujet intéresse à la fois les artistes, les ingénieurs et les chercheurs dans des domaines comme l’impression, la peinture, la photographie ou le cinéma. Historiquement la majorité des eﬀorts a portée sur la reproduction de patches de couleur unie. Les expériences fondatrices des années 1930 ont conduit à l’établissement de robustes modèles de perception de ces patches par le système visuel humain. Dans un contexte de production ou de reproduction des couleurs, comme dans l’industrie du textile, les mesures ﬁables des diﬀérences de couleur perçues permettent de quantiﬁer la justesse de la production pour des conditions de visualisation et de mesure standards. Ces mesures ont également été utilisées dans le contexte de la reproduction d’images, par exemple lors de l’impression d’images photographiques. Aujourd’hui, la justesse ou la ﬁdélité colorimétrique d’un outil de reproduction donné, tel qu’un système d’impression, est mesurée en imprimant et en mesurant des patches de couleur unie. La reproduction ﬁdèle d’une couleur présente dans une image donnée (comme un rouge très saturé dans l’image d’une tulipe rouge, reproduite Figure I.1) peut se révéler impossible lorsque cette couleur ne fait pas partie de la gamme de couleurs (gamut) que l’imprimante est en mesure de reproduire. Habituellement, la reproduction est obtenue en remplaçant la couleur originale par une couleur perçue comme étant proche de celle-ci et faisant partie de la gamme de couleurs de l’imprimante. Ceci est eﬀectué par un algorithme de mise en correspondance de gammes de couleurs (Gamut Mapping Algorithm, GMA). Le rôle fondamental d’un algorithme de mise en correspondance de gammes de couleurs est de gérer les changements de gammes de couleurs entre une image originale et sa reproduction par une technologie donnée (impression jet-d’encre ou laser, photographie argentique, écran électronique,...). Ces changements correspondent à des diﬀérences de formes et de tailles des gammes de couleurs qui entraînent une perte d’information. La recherche d’un algorithme de mise en correspondance optimal a pour but de minimiser cette perte d’information.
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K.1.2



Chapter K. Résumé Long



Motivation



Un nombre impressionnant d’algorithmes de mise en correspondance a été proposé dans la littérature, Morovič et Luo ont proposé un état de l’art exhaustif dans (Morovič and Luo, 2001). La plupart de ces algorithmes sont globaux: dans une image, ils considèrent indépendamment la couleur de chaque pixel et utilisent la colorimétrie classique, basée sur les expériences mentionnées plus haut, aﬁn de proposer une mise en correspondance de la couleur de chaque pixel minimisant les changements perçus. Malheureusement, la perception de la couleur d’un pixel dans une image donnée dépend de la couleur des pixels qui l’entourent comme illustré dans (Adelson, 2000). La perception d’images complexes telles que les images naturelles inclut plusieurs étapes biologiques et cognitives complexes. Des études ont montré qu’en terme de perception humaine de reproduction d’images, le respect des relations locales est plus important que le respect individuel des couleurs (Land and McCann, 1971). Divers modèles mathématiques ont été proposés aﬁn de simuler la perception du système visuel humain, par exemple dans (Faugeras, 1979; Heeger et al., 1996; Zhang and Wandell, 1996; Fairchild and Johnson, 2004). Ces modèles peuvent être utilisés pour mesurer voire améliorer la qualité perçue d’images issues des algorithmes de traitement d’image. Et pourtant, dans les ﬂux de production utilisant les outils de gestion de la couleur d’aujourd’hui, les couleurs sont reproduites indépendamment les unes des autres. De fortes variations dans l’image comme les frontières des objets (par exemple les frontières séparant le rouge saturé de la tulipe du ciel bleu dans l’image reproduite Figure I.1) ne seront pas tellement touchées par un algorithme de mise en correspondance global car ces transitions colorées sont grandes et franches et le demeureront en partie après la mise en correspondance (voir par exemple la Figure I.2). Mais les pixels dans les régions saturées (comme les pétales de la tulipe, Figure I.1) peuvent être mis en correspondance avec une seule et même couleur, détériorant les relations locales entre les couleurs dans cette région (comme la transition entre les pétales dans la Figure I.2). Les variations subtiles et de hautes-fréquences dans l’image, apparentées aux textures visuelles (Portilla and Simoncelli, 2000) seront certainement les premières victimes des approches globales. Et la qualité perçue des reproductions produites sera amoindrie. De ce fait, la mise en correspondance de la couleur d’un pixel donné devrait être adaptative c’est-à-dire dépendre du contenu et des caractéristiques de l’image, telles que les couleurs des pixels voisins. Les objectifs d’un algorithme de mise en correspondance devraient évoluer pour inclure la préservation des relations perçues entre les diﬀérentes couleurs des pixels de l’image. Idéalement, un algorithme de mise en correspondance devrait optimiser la reproduction en prenant en compte la couleur et la distribution spatiale de l’image originale, de telle sorte que la reproduction soit perçue comme étant aussi proche que possible de l’originale. La sélection d’un algorithme de mise en correspondance en fonction du type d’image puis la mise en correspondance de la gamme de couleur de l’image au lieu de celle du périphérique d’entrée furent des premières étapes vers les algorithmes adaptatifs. (Morovič, 2002). Aﬁn de continuer d’améliorer les algorithmes adaptatifs, il a été montré que la préservation des détails spatiaux dans une image est un élément très important pour la perception de qualité (McCann, 2001; Sun, 2002).
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Objectifs



Les algorithmes de mise en correspondance spatialement adaptatifs ont été introduits récemment sous le nom de Spatial Gamut Mapping Algorithms (SGMAs). Ces nouveaux algorithmes tentent d’équilibrer à la fois la précision de la reproduction de la couleur et la préservation des détails, en agissant localement pour générer une reproduction perçue comme proche de l’originale. Le but de cette recherche est la formulation et l’évaluation de nouveaux algorithmes spatialement et colorimétriquement adaptatifs. Ces algorithmes devront préserver la couleur et les attributs spatiaux de l’image sans créer d’artefacts. Leurs résultats devront surpasser les résultats des solutions existantes. Les conclusions de cette thèse seront destinées à améliorer encore la qualité d’impression des systèmes Océ. Nous mettrons l’accent sur la reproduction des images optimisées pour un périphérique d’entrée (comme un moniteur) en utilisant un autre périphérique de sortie (par exemple un système d’impression) ayant une plus petite gamme de couleurs. Ce ﬂux de production est classique pour la production d’images numériques où: • une scène et ses conditions d’éclairage sont capturées par un appareil photographique, • l’image capturée est traitée dans l’appareil photographique et ajustée pour avoir un rendu approprié dans un espace de travail couleur, tel que l’Adobe RGB 1998, • l’image est reproduite sur un écran où d’autres ajustements peuvent être appliqués par un opérateur expert, • l’image est envoyée à l’imprimante qui devra reproduire ﬁdèlement l’image aﬃchée par le moniteur. Dans cette étude, notre objectif est donc de fournir une reproduction imprimée ﬁdèle des caractéristiques couleurs et spatiales de l’image.



K.1.4



Contenu de la Thèse



Ce document détaille les étapes suivies pour atteindre l’objectif de cette recherche: Après l’introduction, le Chapitre II couvre les bases de la colorimétrie, les espaces colorimétriques et des notions clés telles que les diﬀérences de couleur, la gamme de couleur et les algorithmes de mise en correspondance. Dans le Chapitre III nous proposons un cadre mathématique qui permet d’englober les algorithmes de mise en correspondance de gammes de couleur spatialement adaptatifs existants. Ce cadre mathématique est basé sur une décomposition multi-échelle de l’image. Cette structure sous-jacente est la base pour le développement de nouveaux algorithmes spatialement adaptatifs. Ensuite, nous présentons les algorithmes spatialement adaptatifs existants, et nous montrons qu’ils se séparent en deux groupes, l’approche par compensation et l’approche par optimisation. Nous dégageons alors certaines voies d’amélioration encore inexplorées. Nous montrons en outre que ces algorithmes peuvent être considérés comme des cas particuliers de notre cadre mathématique.
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Ensuite, dans le Chapitre IV, nous proposons deux nouveaux algorithmes de mise en correspondance de gammes de couleurs spatialement et colorimétriquement adaptatifs (Spatial and Color Adaptive Gamut Mapping Algorithms, SCAGMAs): la compression (Spatial and Color Adaptive Compression, SCACOMP) et la projection (clipping) spatialement et colorimétriquement adaptative (Spatial and Color Adaptive Clipping, SCACLIP). Dans le cas de la compression (SCACOMP) la couleur de chaque pixel située en dehors de la gamme de couleurs restituables est projetée vers son centre, plus ou moins profondément dans la gamme selon la couleur de ses voisins. Dans le cas de la projection adaptative (SCACLIP), la direction de projection de la couleur est une variable ajustée en chaque pixel aﬁn de mieux préserver l’énergie locale du signal dans l’image résultante. Ces algorithmes basés sur le ﬁltrage bilatéral couleur de l’image prennent en compte les propriétés colorimétriques du voisinage de chaque pixel. Leur objectif est de préserver à la fois les valeurs de couleur des pixels et leurs relations entre voisins. Comme la capacité de l’imprimante à reproduire avec précision les détails de hautesfréquences a un impact sur la perception de la reproduction, dans le Chapitre V nous nous intéressons à la fonction de transfert de modulation (Modulation Transfer Function, MTF) de l’imprimante. Nous examinons d’abord les spéciﬁcités de la MTF de l’imprimante, puis résumons les techniques de caractérisation. Nous introduisons la méthode utilisée pour caractériser notre système d’impression et les données de mesure ainsi obtenues. Ensuite, nous nous proposons de compenser la diminution de détails causée par les faibles valeurs de fonction de transfert de modulation du processus d’impression. Nous intégrons enﬁn cet algorithme dans le ﬂux de gestion de la couleur spatialement adaptative. Le Chapitre VI couvre l’évaluation des algorithmes de mise en correspondance des gammes de couleur. Nous discutons d’abord les diﬀérents aspects de l’évaluation psychophysique et examinons les normes pertinentes. Ensuite, nous considérons les métriques de qualité de l’image (Image Quality Metric, IQM), qui peuvent être utilisées pour comparer deux images: l’image de référence (d’entrée) et l’image résultant de l’algorithme à évaluer. Plus tard, nous examinons les évaluations proposées par les auteurs d’algorithmes de mise en correspondance existants, souvent fondées sur des expériences de psychophysique. Nous présentons ensuite deux évaluations psychophysiques de nos SCAGMAs avec une sélection de GMAs et SGMAs. Les résultats de ces expériences valident les approches proposées.



K.2



La Gamme de Couleur



La couleur est une sensation (voir la section II.1). C’est le résultat de la perception de la lumière par le système visuel humain. La perception de la couleur dépend également d’autres facteurs tels que les conditions de visualisation (éclairage, contraste local, adaptation, et cetera.) l’aire, la forme, la profondeur, la taille du champ de visualisation. Une gamme de couleur est un ensemble de couleurs représenté comme un solide dans un espace couleur (voir les sections II.2, II.2.2). Plusieurs types de gammes de couleur peuvent être distingués: • La gamme d’une image se compose de toutes les couleurs qui sont présentes dans une scène donnée, une oeuvre d’art, une photographie, ou tout autre reproduction
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(section II.3.4). • La gamme d’un périphérique se compose de toutes les couleurs qu’un périphérique de sortie (par exemple, un moniteur) et / ou un support (par exemple l’impression sur papier) est capable de créer (section II.3.1). • La gamme d’un espace de couleur se compose de toutes les couleurs qu’un espace de couleur (par exemple, un espace de couleur additif Rouge Vert Bleu (RVB), voir la section II.2.3) est capable de créer. La Commission Internationale de l’Eclairage - Connue sous le nom de la CIE - déﬁnit une gamme de couleurs comme: “ une gamme de couleurs réalisables par un support de reproduction des couleurs donné (ou présent dans une image sur ce support) dans le cadre d’un ensemble donné de conditions d’examen visuel - il s’agit d’un volume dans l’espace couleur ” (CIE TC 8-03, 2004). Dans la norme (ISO 22028-1, 2004) la gamme de couleurs est déﬁnie comme un “ solide dans un espace de couleur, composé de toutes ces couleurs qui sont présentes dans une scène, oeuvre d’art, photographie, photomécanique ou autre moyen de reproduction, ou susceptibles d’être créés à l’aide d’un périphérique de sortie (par exemple un moniteur ) et/ou un support”. Chaque outil de reproduction a sa propre gamme et la plupart des images produites par un périphérique d’acquisition (comme un appareil photo numérique) sont fournies pour une gamme de couleur d’encodage standard (section II.2.3.4).



K.3



La Mise en Correspondance de Gammes de Couleur



Chaque périphérique de reproduction a sa propre gamme de couleurs (section II.1) et dans un ﬂux de gestion de la couleur (section II.5.1), chaque image couleur est associée à une gamme de couleurs. Pour reproduire une telle image sur un périphérique de sortie (par exemple, un moniteur), il faut évaluer les diﬀérences potentielles entre la gamme associée à l’image nommée gamme d’entrée et la gamme du périphérique de sortie nommée gamme de production (voir la section II.3.6). Dans la section II.4, nous introduisons le concept de mise en correspondance de gammes de couleur, nous décrivons plusieurs algorithmes de mise en correspondance de gammes de couleur et nous présentons brièvement les principes de la gestion de la couleur.



K.3.1



Objectifs des Algorithmes de Mise en Correspondance de Gammes de Couleur



Un algorithme de mise en correspondance de gammes de couleur (Gamut Mapping Algorithm, GMA) met chaque couleur de la gamme d’entrée en correspondance avec un couleur de la gamme de sortie (voir la section II.4.1). Le rôle fondamental d’un algorithme de mise en correspondance de gammes de couleur est de gérer les diﬀérences éventuelles de forme et de taille entre la gamme d’entrée et la gamme de sortie, aﬁn de maintenir autant que possible l’apparence de l’image d’entrée dans l’image de sortie Green (2003b); Fairchild and Johnson (2004). Plusieurs cas existent lorsque l’on compare les gammes d’entrée et de sortie (Figure II.19):
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(a) La gamme d’entrée est plus grande que la gamme de sortie, c’est-à-dire que certaines couleurs dans l’image ne peuvent pas être reproduites par le périphérique de sortie, provoquant une perte d’information. Une illustration typique de ce cas est un ﬂux d’impression où une image optimisée dans l’espace de travail Adobe RGB 1998 (section II.2.3.4) est imprimée sur un support ayant une gamme de couleur très diﬀérente et/ou plus petite. C’est également le scénario sur lequel notre étude porte. Dans un tel cas, l’algorithme de mise en correspondance de gammes de couleur cherche à préserver autant que possible les caractéristiques colorimétriques de l’image tandis qu’il compresse et/ou projette la gamme d’entrée dans la gamme de sortie (section II.4.4). Des compromis doivent être faits et les caractéristiques considérées comme les plus importantes seront plus préservées que d’autres, en fonction de l’intention de la reproduction (sections II.4.2.1, II.5.4). Morovič fait référence à ce cas comme la reduction de gamme dans son livre (Morovič, 2008). (b) La gamme d’entrée est plus petite que la gamme de sortie. Même si toutes les couleurs dans l’image peuvent être reproduites par le périphérique de sortie, la gamme du périphérique de sortie n’est que partiellement exploitée et l’utilisation du périphérique n’est pas pleinement optimale. Une illustration typique de ce cas est un ﬂux de diﬀusion de télévision (Anderson et al., 2007; Morioka et al., 2005) où des images vidéo de caméras vidéo sont optimisées pour l’espace de travail standard du réseau de télévision (comme le ITU-R BT.709 ou le sRGB, voir la section II.2.3.4) et aﬃchées sur une télévision à large gamme de couleur. Dans ce cas, l’objectif de la mise en correspondance est de proﬁter de la large gamme de sortie en élargissant la gamme d’entrée aﬁn de rétablir l’aspect initial de la scène sans toutefois insérer de couleur non-naturelle dans l’image (par exemple, des visages aux couleurs trop saturées). (c) Les gammes d’entrée et de sortie ont des tailles semblables, mais des formes différentes. Dans ce cas, certaines parties de la gamme d’entrée peuvent être à l’extérieur de la gamme de sortie, et vice versa: l’algorithme de mise en correspondance de gammes devra alors être adaptatif pour optimiser le résultat ﬁnal: dans certaines parties de l’espace couleur, la mise en correspondance se fera vers l’intérieur (comme dans le cas (a)) et dans d’autres parties, elle se fera vers l’extérieur (comme dans le cas (b)).



K.3.2



Les Algorithmes de Mise en Correspondance de Gammes de Couleur



Après avoir passé en revue le contexte dans lequel les algorithmes de mise en correspondance sont appliqués, nous nous concentrons sur les algorithmes existants (voir la section II.4.4). Dans la recherche d’une reproduction optimale, un nombre impressionnant d’algorithmes a été proposé dans la littérature. Morovič et Luo ont fait une étude exhaustive dans (Morovič and Luo, 2001). Dans cette section, nous nous concentrons principalement sur les algorithmes non-adaptatifs dit globaux, qui mettent en correspondance les gammes d’entrée et de sortie sans s’adapter au contenu de l’image. Les outils de gestion de la couleur ICC (section II.5.2) sont basés sur cette première génération d’algorithmes (International Color Consortium, 2004). Morovič et Luo ont classiﬁé ces algorithmes classiques en deux catégories: projection et compression.
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Les Algorithmes de Mise en Correspondance de Gammes de Couleur par Projection



Les algorithmes de projection projettent les couleurs situées à l’extérieur de la gamme de sortie sur l’enveloppe de celle-ci (voir la section II.4.4.1). Les couleurs à l’intérieur de la gamme de sortie ne sont pas modiﬁées. Pour les couleurs situées à l’extérieur de la gamme de sortie, ces algorithmes spéciﬁent un critère de mise en correspondance, qui déﬁnit la direction de projection. Une couleur donnée située à l’extérieur de la gamme de sortie est projetée sur l’enveloppe de la gamme de sortie dans une direction donnée (voir (Morovič, 1998), voir aussi la Figure II.21). En général les algorithmes de projection préservent la saturation mais réduisent les détails de l’image qui se situent à l’extérieur de la gamme et introduisent parfois des artefacts dans l’image résultante. Direction de projection Il existe de nombreux algorithmes de projection (Morovič, 1998, 2002; Morovič and Luo, 2001), qui diﬀèrent principalement de part leur direction de projection. Parmi eux, voici une sélection des plus utilisés et cités (voir aussi la Figure II.22): • HPMin∆E (Hue-Preserving Minimum ∆E) est une projection sur l’enveloppe de la gamme de couleur vers le point le plus proche à teinte constante, • SCLIP est une projection vers le point neutre situé à 50% de l’axe neutre de luminance sur l’enveloppe de la gamme de couleur à teinte constante, • CUSP est une projection vers le point de l’axe neutre de luminance ayant la luminance du point le plus saturé (cusp) de la gamme de couleur à teinte constante. K.3.2.2



Les Algorithmes de Mise en Correspondance de Gammes de Couleur par Compression



Les algorithmes par compression compressent la gamme de couleur d’entrée dans la gamme de sortie (voir la section II.4.4.2). Ils “modiﬁent toutes les couleurs de la gamme d’entrée aﬁn de distribuer les diﬀérences dues aux décalages entre les gammes sur toute la gamme.” (Morovič, 1998). Les algorithmes par compression préservent mieux les détails, mais ont tendance à réduire la saturation. La compression est nécessaire lorsque les diﬀérences sont plus importantes, là où la projection pourrait entraîner une perte inacceptable des variations dans les régions dont les couleurs sont très en dehors de la gamme de couleur de sortie. Il existe de nombreux algorithmes de compression, de la simple compression linéaire uniforme à des compressions plus complexes et non-linéaires (voir l’état de l’art proposé dans (Morovič, 1998, 2002; Morovič and Luo, 2001)). Parmi eux, la simple compression linéaire, le plus complexe Sigmoidal Gaussian Cusp Knee (SGCK), considéré comme un algorithme de très bon niveau ou encore la projection douce (soft clipping), un compromis non-linéaire entre la compression linéaire et la projection. La plupart de ces algorithmes par compression sont appliqués dans l’espace de couleur CIELAB, mais la compression dans l’espace CIE XYZ a également été proposée dans la literature et est introduite dans la section II.4.4.2.
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SGCK est une mise en correspondance sigmoïdale de la luminance qui dépend de la chroma suivie d’une mise à l’échelle de la chroma (CIE TC 8-03, 2004). Cet algorithme maintient la teinte perçue constante, compresse la luminance et la chroma le long de lignes vers le point sur l’axe de luminance ayant la même luminance que le cusp (point de l’axe neutre de luminance ayant la luminance du point le plus saturé à teinte constante) de la gamme de destination, en utilisant une fonction a coude (knee function, voir la Figure II.23). Cet algorithme est une combinaison de GCUSP (Morovič, 1998) et de la mise en correspondance sigmoïdale de la luminance suivie d’une mise à l’échelle de la chroma proposée dans (Braun and Fairchild, 1999): (a) Garder la teinte constante, (b) mettre en correspondance la luminance en utilisant les formules II.56 et II.58.



L∗s = Compsigmoidal L∗o ,



(K.1)



L∗r



(K.2)



= (1 −



pC )L∗o



+



pC L∗s ,



où L∗r est la clarté de la reproduction, L∗o la clarté de l’original, L∗S est le résultat de la mise en correspondance deL∗o utilisant une fonction de compression sigmoïdale Compsigmoidal et: pC



= 1 − ((C ∗3 /(C ∗3 + 5 ∗ 105 ))1/2



(K.3)



est un facteur qui dépend de la chroma C ∗ de la couleur originale. La Projection Douce est un compromis non-linéaire entre la compression linéaire (section II.4.4.2) et la projection (voir la Figure II.24). Elle peut être appliquée à la luminance L∗ ou à la chroma C ∗ . Le but est de compresser les valeurs de L∗ les plus basses (ou les valeurs de C ∗ les plus larges) et de laisser unchangées les valeurs L∗ les plus hautes (ou les valeurs de chroma les plus faibles). La transition entre les deux comportements est douce ou progressive, elle est fait avec une fonction d’ordre supérieur qui est tangente à la fonction y = x aux environ de l’axe des gris et diverge ensuite près de la valeur L∗ minimale (ou de la valeur C ∗ maximale). Algorithmes de Compensation du Point Noir et de Compression de la Luminance Les algorithmes de compensation du point noir (Black Point Compensation, BPC, (Borg and Adobe Systems, 2002), également appelés mise à l’échelle linéaire en XYZ (Holm, 2005), mettent en correspondance le point noir de la source au point noir de destination dans l’espace de couleur CIEXYZ, mettant à l’ échelle les valeurs de couleurs intermédiaires. Il est aussi possible d’appliquer un algorithme de compression de la luminance (LCA) également appelé mise à l’échelle de la luminance, dans l’espace de couleur CIELAB. Des mises à l’échelle linéaires, polynomiales et sigmoïdales (Braun and Fairchild, 1999; Green, 2003b) ont été proposées et implementées dans des ﬂux de gestion de la couleur (voir SGCK dans la Section II.4.4.2). Les résultats expérimentaux (Braun and Fairchild, 1999; Green, 2003b) suggèrent que la performance de la mise à l’échelle sigmoïdale dépend de la magnitude de la diﬀérence et peut dépendre de l’image. Tout comme
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en photographie argentique, ces courbes sigmoïdales doivent compenser la perte de dynamique en augmentant le contraste des valeurs intermédiaires. La mise à l’ échelle dans l’espace XYZ est considerée par Holm dans (Holm, 2005) comme une première étape classique pour adapter le rendu des images à un nouveau medium, si les medias sont raisonnablement similaires. (Tastl et al., 2005) recommande également la compensation du point noir dans l’espace XYZ plutot que la mise à l’échelle de L∗ dans un ﬂux de gestion de la couleur ICC (section II.5.3). La plupart des ﬂux classiques ICC appliquent une mise à l’échelle linéaire dans l’espace CIEXYZ (par exemple (Borg and Adobe Systems, 2002)). La mise à l’ échelle de la dynamique d’une image aﬁn qu’elle rentre dans la dynamique du médium de sortie est souvent appliquée pour adapter le rendu d’une image à un médium donné. Lorsqu’il est appliqué avant un algorithme de mise en correspondance de gammes de couleur, il permet d’éviter la projection trop violente des valeurs sombres de l’image.



K.3.3



Les Algorithmes de Mise en Correspondance de Gammes de Couleur Spatiaux



Dans la section précédente, nous avons principalement évoqué les algorithmes de mise en correspondance globaux (section II.4.4). Après de nombreux eﬀorts pour améliorer les algorithmes globaux, la préservation des détails de l’image a commencé à être prise en compte pour améliorer la qualité perçue (McCann, 2001; Sun, 2002). Comme les algorithmes globaux eﬀectuent la mise en correspondance pixel par pixel, ils ignorent les relations spatiales entre les couleurs des pixels voisins. Dans le cas de l’algorithme de projection à distance minimale avec préservation de teinte (Hue-Preserving Minimum ∆E, voir (CIE TC 8-03, 2004) et la section II.4.4.1), Iout = HP M in∆E(Iin ),



(K.4)



où Iin est l’image d’entrée (originale) et Iout l’image de sortie obtenue (voir la Figure II.26), le niveau de variations locales des couleurs ∆(piout , pjout ) entre deux pixels voisins i et j dans l’image résultant de la mise en correspondance a de grande chance d’être plus faible que le niveau de variations locales des couleurs ∆(piin , pjin ) dans l’image originale. Cela peut entrainer des dégradations importantes des détails de l’image. C’est pour cela que les algorithmes s’adaptant au contenu spatial de l’image, les algorithmes spatiaux (Spatial Gamut Mapping Algorithms, SGMAs) ont été introduits. Ces nouveaux algorithmes tentent de trouver un équilibre entre la ﬁdélité des couleurs et la préservation des détails, en agissant localement pour produire une reproduction perçue comme proche de l’original. “Une des motivations fondamentales des algorithmes spatiaux est la nécessité de préserver la transition entre deux couleurs situées en dehors de la gamme de couleur, qui aurait été mise en correspondance avec la même couleur par un algorithme non-spatial” (Kimmel et al., 2005). Morovič décrit (dans (Morovič, 2002), p. 677): “En conséquence, une couleur donnée sera traitée diﬀérement en fonction des couleurs qui l’entourent dans l’image”. Deux pixels avec la même couleur dans diﬀérentes parties de l’image peuvent être mis en correspondance avec deux couleurs diﬀérentes. Aﬁn de prévenir la dégradation de détails, les algorithmes spatiaux doivent maintenir autant que possible la distance entre chaque pixel et ses voisins (Figure II.27). Pour cela il peut être nécessaire de modiﬁer la couleur d’un pixel ou celle de ses voisins, ou bien même toutes les valeurs. Un compromis doit être trouvé entre la préservation des couleurs
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des pixels et la préservation des relations colorées entre les pixels voisins. Ils doivent également éviter l’introduction d’artefacts comme les halos, les changements de teintes ou la posterisation qui peuvent se produire lorsque les images sont traitées localement. Il existe un petit nombre de publications au sujet de ce développement récent et important. Dans le Chapitre II, nous passons en revue la plupart de ces algorithmes en commençant avec Meyer et Barth qui introduirent le premier algorithme spatial de mise en correspondance (Meyer and Barth, 1989) (voir également la Section III.3.1). Nous distinguons deux groupes d’algorithmes spatiaux qui suivent diﬀérentes approches: la première l’approche par compensation réinsère du contenu haute-fréquence dans les images après l’application d’un algorithme de projection aﬁn de compenser la perte de détails due à la projection (voir également la Section III.3). La seconde, l’approche par optimisation, utilise des outils d’optimisation itérative (voir également la Section III.4). Dans le Chaptitre III nous analysons tous ces algorithmes spatiaux dans un même cadre mathématique. K.3.3.1



Approche par Compensation



Les algorithmes de l’approche par compensation (voir la section II.4.5.1) sont généralement suﬃsament rapides pour être implémentés dans un ﬂux industriel. lls ont un but raisonnable: limiter ou compenser la perte de détails due aux algorithmes de projection. Et eﬀet les algorithmes de projection obtiennent de bons résultats en terme de saturation mais ont tendance à dégrader les détails dans les parties saturées des images. La projection échoue parfois car elle projette toutes les couleurs non-reproductibles se situant sur la ligne de projection sur le même point de l’enveloppe de la gamme de couleur. Si dans une partie de l’image, plusieurs pixels voisins se situent sur la même ligne de projection tout en ayant des couleurs distinctes, les variations locales qui constituent le contenu spatial seront eﬀacées (voir la Figure II.26). De même, si les couleurs des pixels dans un voisinage local se situent sur des lignes de projection proches, elles seront projetées vers des points proches sur l’enveloppe et les variations locales seront grandement diminuées. Aﬁn de prévenir ces dégradations, l’approche par compensation propose des solutions qui peuvent être divisées en deux groupes. Dans le premier groupe, (Meyer and Barth, 1989), (Kasson, 1995) et récemment (Morovič and Wang, 2003) ont proposé de débuter avec une décomposition de l’image en bandes de fréquence. La bande bases-fréquence est mise en correspondance avec la gamme sortie, puis de manière séquentielle, la bande de fréquence suivante, contenant des fréquences plus hautes, est ajoutée et la mise en correspondance par projection est appliquée. Les résultats d’une telle approche dépendent à la fois de l’algorithme utilisé lors de la décomposition de l’image et de l’algorithme de projection appliqué de manière séquentielle. Dans le second groupe, XSGM (Balasubramanian et al., 2000), l’image originale est mise en correspondance par projection en utilisant une direction de projection qui privilégie la préservation de la chroma par rapport à la luminance. Les parties de l’image originale qui ont été coupées par la projection sont ﬁltrées par un ﬁltre passe-haut et ajoutées à l’image résultant de la projection. La somme obtenue est à nouveau mise en correspondance par projection en utilisant une direction de projection qui privilégie la préservation de la luminance par rapport à la chroma. Des expériences prélimimaires d’évaluation psychophysique ont montré que XSGM obtient de bon scores mais souﬀre de la présence de halos (Bonnier et al., 2006). Récemment, (Zolliker and Simon, 2006) ont
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proposé d’améliorer XSGM en utilisant le ﬁltre bilatéral. L’utilisation de ce ﬁltre élimine les halos qui étaient produits par les ﬁltres gaussiens de XSGM; et (Farup et al., 2007) ont proposé un jeu d’opérateurs aﬁn de réduire les halos dans les algorithmes multi-niveaux. K.3.3.2



L’Approche par Optimisation



L’approche par optimisation (voir la section II.4.5.2) inclut les algorithmes proposés par (Nakauchi et al., 1999), (McCann, 2001) et (Kimmel et al., 2005). Utilisant des modèles de perception du système visuel humain (Human Visual System, HVS), ces algorithmes minimisent les diﬀérences perçues entre l’image originale et une image candidate pour la reproduction en modiﬁant localement le candidat. Une séquence algorithmique typique serait : (a) Mettre en correspondance l’image d’entrée avec la gamme de couleur de sortie aﬁn d’obtenir une image candidate à la reproduction, (b) Calculer la diﬀérence entre l’image d’entrée et l’image candidate à la reproduction (cette diﬀérence est le critère à minimiser lors de l’optimisation), (c) Sortir si la diﬀérence est en desous d’une limite déﬁnie, sinon: (d) Mettre à jour l’image candidate à la reproduction en fonction de la diﬀérence calculée, (e) Mettre en correspondance l’image candidate à la reproduction avec la gamme de couleur de sortie et retourner à l’étape (b). Dans ces boucles d’optimisation, la diﬀérence entre les images est calculée à l’aide de métriques de qualité d’image (Image Quality Metric, IQM). Généralement, les deux images sont ﬁltrées par un modèle du système visuel humain puis la distance entre les deux images ﬁltrées est calculée. La principale diﬃculté est de déﬁnir un modèle de diﬀérence d’images approprié pour être utilisé comme critère d’optimisation: les métriques et le système visuel humain sont encore aujourd’hui des sujets de recherche actifs. Le temps de calcul long est également un problème qui rend l’utilisation de ces algorithmes diﬃcile dans un contexte industriel.



K.4



Un Cadre Mathématique pour les Algorithmes de Mise en Correspondance de Gammes de Couleur Spatiaux



Dans le Chapitre III nous introduisons un cadre mathématique pour les algorithmes de mise en correspondance spatialement adaptatifs (voir la section III.2). Ce cadre est basé sur une décomposition multi-échelle de l’image (section III.2.1). La structure proposée par le cadre servira de base pour le développement de nouveaux algorithmes de mise en correspondance s’adaptant au contenu spatial et à la couleur (voir le Chapitre IV). Nous présentons ensuite les algorithmes de mise en correspondance spatiaux avec approche par compensation (section III.3), suivis de ceux avec approche par optimisation (section III.4). Nous montrons qu’ils peuvent être considerés comme des cas spéciaux de ce cadre et qu’ils partagent des liens de parentés. Le but de cet exercice est de regrouper les
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outils existants pour chaque élément du cadre mathématique, de les comparer, de regarder les problèmes potentiels dans l’image résultat. Cela nous sera utile pour identiﬁer les besoins de nouveaux développements pour un ou plusieurs éléments du cadre et proposer un meilleur algorithme spatial.



K.4.1



Le Cadre Mathématique



Dans la section III.2 nous introduisons le cadre mathématique suivant (voir également l’équation IV.3): Iin = Ilow + Ihigh , Ilow = Blur(Iin ), Ihigh = Iin − ∈ Blur(Iin ),



(K.5) (K.6) (K.7) (K.8)



où Iin est l’image originale, Ilow est l’image passe-bas contenant les fréquences basses, Ilow est l’image passe-haut contenant les fréquences hautes, Iout = f [Iin , g(Ilow ), k(Ihigh )], Iout



∈ GamutDest ,



(K.9) (K.10)



où Iout est l’image résultant de l’algorithme spatial, GamutDest est la gamme de couleur de destination (voir la Figure II.27), f , g et k sont les fonctions adaptatives de mise en correspondance. f , g et k sont indépendantes, elles sont choisies de telle sorte que l’algorithme de mise en correspondance spatial préserve autant que possible la valeur de couleur de chaque pixel ainsi que la relation entre les couleurs des pixels voisins.



K.4.2



Opérateurs dans le Cadre Mathématique Commun



Le cadre proposé dans cette étude est représenté dans la Figure IV.1 et par le processus suivant: • conversion de l’image originale vers l’espace couleur CIELAB en utilisant l’intention de rendu colorimétrique relatif du proﬁl ICC d’entré, résultant en Iin , • décomposition de l’image CIELAB en plusieurs bandes, • g est un algorithme de mise en correspondance classique et est appliqué à la bande basse fréquence Ilow , résultant en Ilow , • k est une mise à l’échelle et est appliquée à la bande haute fréquence Ihigh , résultant en Ihigh , • la fusion adaptative et la mise en correspondance f de Ilow et Ihigh , résultant en Iout ,
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• la conversion vers l’encodage CMJN de l’imprimante en utilisant l’intention de rendu colorimétrique relatif du proﬁl ICC de sortie. Cette structure sous-jacente est la base pour le développement de nouveaux algorithmes de mise en correspondance spatiale (voir le Chapitre IV). Ensuite, nous présentons la gamme existante des algorithmes spatiaux, la façon dont ils sont liés les uns aux autres et comment ils peuvent être considérés comme des cas particuliers de ce cadre. Le but de cet exercice était d’englober les outils existants pour identiﬁer les besoins pour de nouveaux développements. Diﬀérentes tendances sont observées dans les algorithmes spatiaux publiés. Dans ce Chapitre, nous avons proposé de regrouper les algorithmes en deux groupes, l’approche par compensation et celle par optimisation. Une autre diﬀérence importante entre les algorithmes est la décomposition de l’image en multi-échelle avant la mise en correspondance de la gamme, proposée dans la plupart des algorithmes publiés.



K.4.3



Objéctifs de Développement



Lorsque l’on construit un algorithme spatial, les principaux besoins sont: l’absence d’artefacts, la préservation des attributs de la couleur (c’est-à-dire la teinte, saturation, luminosité) et la préservation des détails. Compte tenu de cela, nous déﬁnissons les caractéristiques probables de notre premier prototype: nous décomposerons l’image en un jeu de bandes de fréquences dans l’espace CIELAB à l’aide du ﬁltre bilatéral, mettrons en correspondance les couleurs de la bande de faible fréquence, puis reconstruirons adaptativement l’image aﬁn de réduire au minimum la diﬀérence perçue entre l’image originale et l’image résultante (voir le Chapitre IV).



K.4.4



Discussion



Les algorithmes spatiaux (SGMAs) que nous avons passés en revue présentent diverses propriétés intéressantes, mais parfois quelques inconvénients. Ils utilisent des outils qui pourraient être utiles dans la conception d’un nouvel algorithme. Dans la table III.13 nous listons ces propriétés et en discutons. Nous établissons ensuite un premier prototype d’algorithme spatial qui utilise ces outils.



K.5



Développer de Nouveaux Algorithmes de Mise en Correspondance de Gammes de Couleur Spatiaux



Le but du Chapitre IV est de proposer de nouveaux algorithmes de mise en correspondance de gammes de couleur spatiaux. Ces algorithmes seront basés sur le cadre proposé dans la section III.2.2, nous étudions donc chaque étape de ce cadre. Pour chaque étape, nous considérons les opérateurs existants et, si nécessaire, proposons de nouveaux opérateurs. La décomposition de l’image, l’espace de couleur, la mise en correspondance initiale, la préservation des détails et la fusion ﬁnale font l’objet d’enquêtes. Les algorithmes basés sur l’optimisation sont prometteurs, mais il est diﬃcile de déterminer le modèle de vision approprié pour servir de base à la mise en correspondance spatiale (Zhang and Wandell, 1996; McCann, 2001; Fairchild and Johnson, 2004) où la
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métrique de qualité à optimiser. Un autre problème est que le processus d’optimisation peut se révéler être trop lent pour être inclus dans un ﬂux de travail industriel. Ainsi, nous nous proposons de mettre l’accent sur l’approche par compensation (voir le Chapitre II). Deux nouveaux algorithmes sont proposés: basés sur le ﬁltre spatial couleur, ils prennent en compte les propriétés couleurs des voisinages de chaque pixel. Leur but est de préserver à la fois les valeurs couleur des pixels ainsi que les relations entre les couleurs. Comme les algorithmes que nous présentons sont pleinement spatialement adaptatifs et visent à obtenir une reproduction optimale, ils partagent aussi des propriétés de l’approche par optimisation. Dans les sections IV.2- IV.6 nous présentons chaque étape de l’algorithme spatial, avec des Figures illustrant l’impact des étapes sur les images.



K.5.1



Résumé des Algorithmes Proposés



Les dernières versions des algorithmes SCACOMP et SCACLIP sont décrites dans le diagramme de la Figure IV.19 et comportent les étapes suivantes: (a) conversion de l’image originale vers l’espace couleur CIELAB en utilisant l’intention de rendu colorimétrique relatif du proﬁl ICC d’entré: Iin , (b) décomposition de l’image CIELAB en plusieurs bandes, utilisant le ﬁltre bilatéral (BF ) (Tomasi and Manduchi, 1998): Ilow et Ihigh , (c) compensation du point noir (Borg and Adobe Systems, 2002) de Ilow : IlowBP C , (d) mise en correspondance classique de IlowBP C : Ilow , (e) ajustement adaptatif de Ihigh : Ihigh , (f) fusion adaptative de Ilow et Ihigh : Itemp , (g) mise en correspondance adaptative Itemp par compression (SCACOMP) ou projection (SCACLIP): Iout , (h) conversion vers l’encodage CMJN de l’imprimante en utilisant l’intention de rendu colorimétrique relatif du proﬁl ICC de sortie.



K.5.2



Algorithmes Spatiaux: Diﬀérences et Avantages



Dans cette section, nous présentons les diﬀérences et les avantages des nouveaux algorithmes de mise en correspondance spatiaux par rapport à d’autres algorithmes de mise en correspondances: • D’abord l’utilisation de ﬁltres préservant les transitions franches (edge-preserving) pour décomposer l’image: Ce ﬁltre permet d’éviter les halos, présent dans les images résultant de la plupart des méthodes multi-échelles. Il a été introduit dans (Zolliker and Simon, 2007) pour la première fois dans le contexte des algorithmes spatiaux. Mais dans ce cas, le ﬁltre bilatéral 5D est appliqué à Iin − GM A(Iin ) pour former Ihigh qui est ensuite simplement ajoutée à GM A(Iin ).
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• Décomposition multi-échelle préservant les transitions franches suivi d’un ajustement adaptatif de Ihigh eﬀectué par la fonction k, contrairement à Bala et al. ou Zolliker et Simon: (a) un ajustement adaptatif dans une décomposition basée sur un ﬁltrage Gaussien ne pourrait pas éviter les halos, (b) un ajustement adaptatif dans le cadre de l’algorithme de Zolliker et Simon résulterait en une image dont le contenu fréquentiel serait déséquilibré. • Premiers algorithmes avec une fonction k s’adaptant localement au contenu de l’image. Le seul exemple antérieur connu de fonction k est proposé par Morovič et Wang avec une mise à l’échelle constante. • SCACLIP est le premier algorithme avec une mise en correspondance s’adaptant localement en comparant plusieurs alternatives de mise en correspondance aﬁn de minimiser les distorsions des diﬀérences locales de couleur dans l’image. • Le contenu fréquenciel dans l’image résultante est similaire dans les régions qui se trouvent dans la gamme de couleur de destination GamutDest et dans celles qui sont en dehors, contrairement aux autres algorithmes spatiaux comme XSGM proposé par (Balasubramanian et al., 2000) ou encore son évolution proposée par (Zolliker and Simon, 2007).



K.6



Compenser la Fonction de Transfert de Modulation du Système d’Impression



Aﬁn d’évaluer perceptuellement la qualité de reproduction des algorithmes spatiaux, il est nécessaire de choisir les gammes de couleurs d’entrée et de sortie puis de traiter un jeu d’images (pour l’évaluation, voir également le Chapitre VI). Les images traitées sont ensuite reproduites avec un périphérique de sortie, un moniteur ou un système d’impression (composé d’une imprimante et d’un médium). La gamme de ce périphérique peut correspondre à la sortie de la gamme choisie pour traiter les images. Des évaluations de ce type, utilisant un système d’impression, ont été réalisées et publiées dans (Balasubramanian et al., 2000; Morovič and Wang, 2003; Farup et al., 2007). Un écran simulant la gamme de couleur d’un système d’impression peut également être utilisé comme dans (Nakauchi et al., 1999; Zolliker and Simon, 2006). Le choix d’un moniteur à la place des impressions est souvent fait pour des raisons pratiques car de nombreuses images sont comparées lors des expériences d’évaluation et il est plus facile de les manipuler avec une interface graphique sur un écran. Liu et al. (Liu et al., 2005) aﬃrment qu’un moniteur d’épreuvage peut simuler correctement un tirage papier. Or, pour évaluer les résultats nous devons tenir compte de la capacité de l’algorithme à reproduire ﬁdèlement les couleurs et les détails spatiaux. Par conséquent, le périphérique de reproduction doit être en mesure de reproduire de manière adéquate toutes les couleurs et les détails dans les images traitées. Au cours d’expériences préliminaires, nous avons comparé les images traitées reproduites à l’aide d’un moniteur Eizo Color Edge 221 avec panel LCD et à l’aide d’un système
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d’impression, composé d’une imprimante Océ à jet d’encre standard et de papier Océ non couché. Nous avons observé que des images traitées avec un algorithme de mise en correspondance spatiale présentent nettement plus de détails que les images traitées avec un algorithme de mise en correspondance classique lorsqu’elles sont aﬃchées sur ce moniteur. Malheureusement, les améliorations ne sont pas aussi perceptibles lors de la comparaison des impressions sur papier standard. Il semble que les capacités des deux systèmes (le moniteur et le système d’impression) à reproduire les détails sont diﬀérentes, ce qui conduit à des diﬀérences dans la perception du contenu spatial des images. La capacité de reproduction des détails d’un système est décrite par sa Fonction de Transfert de Modulation (Modulation Transfer Function, MTF), également appelée Réponse en Fréquence Spatiale ( Spatial Frequency Response, SFR).



K.6.1



Fonction de Transfert de Modulation



La MTF montre combien le système atténue la modulation d’un signal d’entrée (voir la Figure V.1). En général, un système optique tend à estomper les détails dans l’image et la MTF tend à diminuer à mesure que la fréquence augmente. Dans nos premières expériences la MTF du système d’impression (composé de l’imprimante et du papier) était moins bonne que la MTF du moniteur. Les technologies sont très diﬀérentes et la MTF plus faible du système d’impression est principalement due à l’algorithme de halftoning ainsi qu’à la diﬀusion de l’encre dans le papier. Lors d’une première expérience d’évaluation à grande échelle sur un moniteur (Bonnier et al., 2006), nous avions remarqué qu’il était diﬃcile pour les observateurs de comparer des images à grande gamme de couleur avec des images à petite gamme de couleur: l’apparence colorée des impressions simulées n’est pas satisfaisante. Les données sont bruitées et ne semblent pas ﬁables. En outre, le halftoning n’a pas été simulé à l’écran, ﬁnalement les données de cette première expérience sont rejetées. Il apparaît qu’il serait plus approprié de tester les algorithmes spatiaux sur des impressions. Cependant, une faible MTF peut annuler le gain de l’utilisation d’un algorithme spatial comme le suggèrent les résultats de (Dugay and Farup, 2007; Dugay et al., 2008). Dans une seconde expérience d’évaluation à grande échelle (section VI.5), aﬁn d’éviter la faible MTF du système d’impression nous avons simulé la gamme de couleur obtenue avec un papier standard tout en imprimant sur du papier photo de haute qualité. Le but de ces expériences était de comparer les algorithmes spatiaux dans un scénario où la gamme est limitée mais la MTF du système d’impression n’est pas problématique. Les résultats de ces expériences psychophysiques valident les deux algorithmes spatiaux que nous proposons, SCACOMP et SCACLIP (Chapitre IV) en les plaçant devant les autres algorithmes de mise en correspondance, le spatial proposé par Zolliker et Simon ainsi que plusieurs classiques. De toute évidence, l’étape suivante consiste à trouver des moyens de maintenir l’apport des algorithmes spatiaux dans toutes les situations, y compris dans les cas où la MTF est faible. A la suite de ces observations, nous commençons dans le Chapitre V à étudier la MTF des systèmes d’impression aﬁn d’améliorer la qualité des impressions. Dans ce Chapitre, nous nous intéressons tout d’abord aux spéciﬁcités de la MTF des systèmes d’impression, puis résumons les techniques de caractérisation existantes.
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Caractériser la MTF du Système d’Impression



La caractérisation de la MTF est bien connue dans le monde de la photographie et il existe plusieurs méthodes pour mesurer la MTF des appareils photographiques argentiques et numériques, utilisant des mires contenant des transitions franches (par exemple noir/blanc) ou bien des sinusoïdes. Mais jusqu’à récemment, très peu de publications se sont intéressées à la caractérisation de la MTF de systèmes d’impression. Dans la section V.2 nous introduisons le concept de MTF et nous nous intéressons aux spéciﬁcités de la MTF des systèmes d’impression: la MTF dépend de nombreux facteurs (voir la section V.2.2). De nombreuses mesures avec diﬀérentes valeurs de biais, d’orientation et de fréquence sont nécessaires aﬁn de caractériser la MTF d’un système d’impression. Ensuite nous résumons les méthodes de caractérisation de la MTF des systèmes d’impression (voir la section V.2.3). Après une enquête approfondie, nous sélectionnons la méthode de caractérisation de la MTF des systèmes d’impression proposée dans l’article (Jang and Allebach, 2006) et la modiﬁons légèrement aﬁn de rendre la mesure plus robuste. Nous présentons la méthode utilisée pour caractériser le périphérique puis les résultats des mesures obtenus pour notre système d’impression. Les résultats des mesures montrent que la MTF dépend du biais, de l’orientation et de la fréquence. Dans la troisième section nous présentons les algorithmes de compensation que nous proposons pour compenser la diminution des détails due à la faible MTF du système d’impression. Cet algorithme s’insère dans un ﬂux de mise en correspondance spatialement adaptative. Finalement les résultats des mesures sont présentés et commentés. Ce travail a été eﬀectué en collaboration avec Albrecht Lindner durant son master de recherche.



K.6.3



Compenser la MTF du Système d’Impression



Le but initial de notre recherche concernant la MTF des systèmes d’impression est de permettre la compensation de la MTF des systèmes d’impression en pré-traitant l’image avant de l’envoyer à l’ imprimante comme dans la Figure V.13. La compensation de la MTF est déjà connue dans d’autres domaines tels que la restauration d’images ﬂoues (Keelan, 2002). Par exemple si l’on considère l’image d’une scène réelle capturée avec un appareil numérique: comme les appareils numériques ont des caractéristiques passe-bas, l’image capturée n’est pas nette. La MTF des appareils numériques peut être compensée pour obtenir une image plus nette, plus proche de la scène originale. Alors que la compensation de l’appareil numérique est eﬀectuée en post-traitement, la compensation de l’impression doit être eﬀectuée en pré-traitement. Néanmoins toutes deux sont basées sur le même principe, car les deux procédés cherchent à ampliﬁer les fréquences par un facteur qui dépend de la MTF du système.



K.6.4



Compensation dans le Flux Spatiallement Adaptatif



Comme nous souhaitons eﬀectuer la compensation de la MTF dans un ﬂux de mise en correspondance spatialement adaptative, nous montrons comment insérer cette compensation dans le cadre mathématique proposé dans la section III.2. Un nouvel algorithme de compensation basé sur la décomposition d’image est proposé aﬁn d’ajuster localement la compensation pour une moyenne locale donnée.
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Les valeurs de MTF varient en fonction de la valeur moyenne locale des niveaux de gris: la Figure V.12 montre comment les valeurs de MTF dans les hautes lumières diﬀèrent de manière signiﬁcative des valeurs dans les valeurs intermédiaires et les ombres. Dans un test préliminaire, nous avons tenté d’utiliser la moyenne des valeurs de MTFs pour toutes les valeurs de biais. Par conséquent, la compensation de la MTF était trop faible (sous-compensée) pour les zones claires de l’image et trop élevée (sur-compensée) pour les zones sombres. Nous proposons donc de prendre en compte la moyenne locale des valeurs de gris dans l’image comme estimation du biais pour la compensation de la MTF de l’imprimante: ∗ dans I . chaque pixel dans L∗high est compensé selon la moyenne locale Ylow in



K.6.5



Sur-compensation



Dans les sections précédentes, la compensation de la MTF est basée sur des mesures objectives au moyen d’un scanner. Même si d’après les résultats mesurés objectivement par un scanner, la compensation de la MTF a atteint son objectif, l’évaluation préliminaire des images imprimées par des observateurs conduit à des interrogations au sujet de l’amplitude de l’amélioration perçue. Aﬁn d’améliorer la qualité perçue de la reproduction, il pourrait être nécessaire de sur-compenser la MTF (voir la section V.7). Dans ce scénario, la MTF du système d’impression serait compensée plus que nécessaire et un contraste local plus fort pourrait être perçu dans les images. Les informations locales de ces images pourraient se montrer mieux préservées et ces images pourront donc être considérées comme des reproductions plus précises.



K.7



Evaluation



L’évaluation est une partie essentielle des activités de recherche en traitement de l’image. Lorsqu’un nouvel algorithme de mise en correspondance est proposé, la qualité de ses résultats doit être évaluée. Son impact sur les images doit être examiné et d’éventuels artefacts recherchés. Il doit également être comparé aux algorithmes existants aﬁn de justiﬁer son utilité. Les algorithmes de mise en correspondance peuvent modiﬁer plusieurs attributs perceptuels dans les images comme la luminance, la saturation, la teinte ou le contraste. Ces modiﬁcations surviennent localement dans les images et dépendent du contenu de l’image ainsi que des gammes d’entrée et de destination. Une évaluation approfondie est donc complexe à réaliser: elle doit comprendre un ensemble d’images et peut-être également plusieurs scénarios de gammes de couleur d’entrée et de destination. Deux types d’approches peuvent être distingués pour l’évaluation, la subjective basée sur la perception humaine, et l’objective basée sur des mesures physiques. Les approches subjectives sont souvent fondées sur des données obtenues dans des expériences psychophysiques, où des observateurs humains sont invités à classer plusieurs stimuli (images dans nos expériences) en fonction de critères donnés. Les nouveaux algorithmes de mise en correspondance sont généralement évalués à l’aide d’expériences psychophysiques, où les observateurs sont invités à juger des reproductions d’images en utilisant un ensemble d’algorithmes de mise en correspondance (y compris les nouveaux, voir la section VI.4 et (Morovič, 2008)). Dans la section VI.2, nous discutons les diﬀérents
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aspects de l’évaluation psychophysique des algorithmes de mise en correspondance et examinons les normes pertinentes telles que (CIE TC 8-03, 2004; ISO 20462-1, 2005; ISO 20462-2, 2005; ISO 20462-3, 2005). Par ailleurs, dans la section VI.3, nous examinons les métriques de qualité d’image (Image Quality Metrics, IQM), qui peuvent être utilisées pour comparer objectivement deux images, l’image de référence Iin et l’image résultant de l’algorithme à évaluer, Iout . Dans la section VI.4 nous examinons l’évaluation proposée par les auteurs des algorithmes spatiaux existants, souvent fondée sur des expériences de psychophysique. Nous procédons ensuite à nos propres évaluations psychophysiques d’une sélection d’algorithmes globaux et spatiaux (dans les dernières sections VI.5 et VI.6).



K.7.1



Expériences Psychophysiques



Dans la section VI.2, nous nous intéressons aux expériences psychophysiques. Dans une expérience psychophysique, un groupe d’observateurs humains est appelé à comparer, classer, noter, juger des échantillons (par exemple, des reproductions alternatives d’une même image), selon des critères perceptuels. Dans les articles présentant de nouveaux algorithmes spatiaux, il n’est pas systématiquement proposé d’évaluation. Parmi les évaluations d’algorithmes publiées, plusieurs expériences psychophysiques ont été proposées, elles prouvent souvent la supériorité des algorithmes spatiaux comparés aux algorithmes globaux. Dans (ISO 20462-1, 2005) une méthode psychophysique est déﬁnie comme une “ technique expérimentale pour l’évaluation subjective de la qualité de l’image où les attributs de celle-ci, d’où des diﬀérences de stimulus [...] peuvent être estimées”. Les observateurs répondent à une question, par rapport à leur jugement au sujet d’un critère donné. Par conséquent, comme Morovič le fait remarquer “... au lieu d’être une mesure des perceptions ou des attitudes, une expérience psychophysique informe des décisions qu’un observateur déclare en réponse à la visualisation d’un stimulus et à qui on a posé une question.” (Morovič, 2008) Le TC 42 de l’ISO a publié une norme en trois parties relatives à l’évaluation subjective de la qualité de l’image picturale ﬁxe (ISO 20462-1, 2005; ISO 20462-2, 2005; ISO 20462-3, 2005). En outre, la CIE et son Comité technique 8-03 ont publié en 2004 un rapport technique fournissant des recommandations pour l’évaluation de la performance de ﬂux de reproduction couleur à l’aide d’une méthode psychophysique (CIE TC 8-03, 2004). Dans cette section, nous discutons les diﬀérents aspects de l’expérimentation psychophysique à examiner et les recommandations de la CIE et de l’ISO: le groupe d’observateurs (VI.2.1), la procédure expérimentale (VI.2.2), le médium (VI.2.3) et les conditions de visualisation (VI.2.4), le jeu d’images (VI.2.5), la collecte des données et le traitement statistique (VI.2.6).
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Première Evaluation



Dans la section VI.5, nous présentons notre première évaluation d’une sélection d’algorithmes globaux et spatiaux au moyen d’une expérience psychophysique: 5 algorithmes sont comparés par 15 observateurs sur 21 images originales. Le but de cette expérience est de comparer la qualité de deux nouveaux algorithmes spatiaux, SCACLIP



302



Chapter K. Résumé Long



et SCACOMP, avec deux algorithmes globaux de référence et un algorithme spatial de référence. Cette expérience valide à la fois SCACLIP et SCACOMP. De petits artefacts dans les images issues de SCACLIP (voir la section IV.7.2) ne sont pas perçus par les observateurs. Cette expérience montre également les limites de ces algorithmes: quelques artefacts apparaissent dans des régions très saturées ainsi que des régions très sombres, ce qui pose la question de la nécessité d’appliquer la compensation du point noir aﬁn d’éviter ces artefacts. Cette expérience met également l’accent sur une nouvelle interrogation: les algorithmes spatiaux sont-ils utiles sans compensation de la fonction de transfert de modulation ?
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Seconde Evaluation



Dans la section VI.6, nous présentons notre seconde évaluation d’une sélection d’algorithmes globaux et spatiaux au moyen d’une expérience psychophysique: Le but de cette évaluation est d’évaluer l’apport de la compensation de la fonction de transfert de modulation dans un algorithme de mise en correspondance spatiale. La compensation du point noir a été ajoutée aux cinq algorithmes alternatifs, HPMIN∆E, Z-HPMIN∆E, SCACOMP, SCACOMP avec compensation de la MTF, SCACOMP avec sur-compensation. 5 algorithmes sont comparés par 17 observateurs sur 15 images originales. Les résultats accumulés pour les 17 observateurs et les 15 images sont représentés dans la Figure VI.32. Ils montrent que sur l’ensemble des expériences, SCACOMP-OVER obtient de meilleurs résultats que les autres algorithmes. Les trois versions de SCACOMP obtiennent les meilleurs scores, suivies de Z-HPMIN∆E et HPMIN∆E au même niveau. Chaque version de SCACOMP est perçue comme diﬀérant de manière signiﬁcative des autres algorithmes, depuis le mieux noté: SCACOMP-OVER, suivi de SCACOMP-MTF et à la ﬁn SCACOMP. Ces résultats sont encourageants et d’autres études sont nécessaires.
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Conclusion et Perspectives



Dans cette thèse, nous avons décrit les travaux eﬀectués pour développer un nouvel algorithme de mise en correspondance spatialement adaptatif. Le but de notre recherche était d’obtenir une reproduction précise des images optimisées pour un médium donné (comme par exemple un écran) en utilisant un autre moyen de reproduction (par exemple un système d’impression) avec une gamme de couleurs plus petite. Après l’introduction des notions clés des sciences de la couleur dans le Chapitre II, nous avons proposé un nouveau cadre mathématique englobant les algorithmes spatiaux dans le Chapitre III, puis introduit deux nouveaux algorithmes spatiaux (SCAGMAs) dans le cadre mathématique proposé auparavant. Dans le Chapitre V, nous avons examiné l’impact de la fonction de transfert de modulation (MTF) du périphérique de reproduction sur la qualité de l’image de la reproduction et avons proposé un nouvel algorithme pour compenser la MTF du système d’impression dans le ﬂux de notre nouvel algorithme spatial. Enﬁn, au Chapitre VI, nous avons présenté l’évaluation de ces nouveaux algorithmes spatiaux lors de deux expériences psychophysiques et leurs résultats valident ces nouvelles approches spatiales. De nombreux développements apparaissent au vu des résultats de cette étude. Les plus prometteurs sont énumérés ci-dessous: • Poursuivre l’évaluation.
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• Evaluer l’application des algorithmes spatiaux dans d’autres espaces couleurs ou dans des modèles d’apparence colorée. • Evaluer l’utilité des algorithmes spatiaux dans le cas de l’expansion de gammes de couleurs. • Développer des images synthétiques pour l’évaluation. • Développer des métriques de qualité d’image pour l’évaluation. • Proposer de nouveaux algorithmes de compensation du point noir. • Insérer les algorithmes spatiaux dans un ﬂux ICC. • Etudier la perception de la fonction de transfert de modulation des imprimantes. • Etudier la sur-compensation.
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