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Abstract Recent domain-determinization techniques have been very successful in many probabilistic planning problems. We claim that traditional heuristic MDP algorithms have been unsuccessful due mostly to the lack of efficient heuristics in structured domains. Previous attempts like mGPT used classical planning heuristics to an all-outcome determinization of MDPs without discount factor ; yet, discounted optimization is required to solve problems with potential dead-ends. We propose a general extension of classical planning heuristics to goal-oriented discounted MDPs, in order to overcome this flaw. We apply our theoretical analysis to the well-known classical planning heuristics hmax and hadd , and prove that the extended hmax is admissible. We plugged our extended heuristics to popular graphbased (Improved-LAO∗ , LRTDP, LDFS) and ADDbased (sLAO∗ , sRTDP) MDP algorithms: experimental evaluations highlight competitive results compared with the winners of past competitions (FF-REPLAN, FPG, RFF), and show that our discounted heuristics solve more problems than non-discounted ones, with better criteria values. As for classical planning, the extended hadd outperforms the extended hmax on most problems.



Introduction Significant progress in solving large goal-oriented probabilistic planning problems has been achieved recently, partly due to tough challenges around the probabilistic part of International Planning Competitions (Younes et al. 2005). Looking back at successful planners, most of them rely on a deterministic planner to solve the probabilistic planning problem: FPG-FF (Buffet and Aberdeen 2007), FF-REPLAN (Yoon, Fern, and Givan 2007), RFF (TeichteilK¨onigsbuch, Kuter, and Infantes 2010), FF-H (Yoon et al. 2010), GOTH (Kolobov, Mausam, and Weld 2010). These planners “determinize” the original domain, generally by replacing probabilistic effects by the most probable one for each action (“most probable outcome” determinization), or by considering as many deterministic actions as probabilistic effects (“all-outcomes” determinization). Other successful but non determinization-based approaches are FPG (Buffet and Aberdeen 2009) and FODD-PLANNER (Joshi, Kersting, and Khardon 2010). It is noteworthy to mention that



FPG was later improved to FPG-FF using a deterministic planner to guide simulated trajectories to the goal. Yet, to our knowledge, there does not really exist any domain-independent, optimal and fully probabilistic algorithm whose performances are competitive with determinization-based approaches. In particular, traditional Markov Decision Process (MDP) heuristic algorithms like (s)LAO∗ (Hansen and Zilberstein 2001; Feng and Hansen 2002), (s,L)RTDP (Bonet and Geffner 2003; Feng, Hansen, and Zilberstein 2003), or LDFS (Bonet and Geffner 2006), have not enjoyed competitive results on the competition domains. However, one can wonder whether the efficiency of determinization-based planners is due to solving many simpler deterministic problems, or rather to very efficient heuristics implemented in the underlying deterministic planner. The mGPT planner by (Bonet and Geffner 2005) partially answered this question; by applying state-of-the-art classical planning heuristics to an all-outcome determinization, it achieved good performances on domains modeled as Stochastic Shortest Path Problems (SSPs). As formalized later, such problems assume that there exists an optimal policy that reaches a goal state with probability 1. If not, it means that any optimal policy may reach some states with a positive probability, from where no goal states are then reachable (called dead-ends). In the 2004 probabilistic competition, mGPT could not solve domains with dead-ends like exploding blocksworld. In this paper, we propose to handle dead-ends by means of a discounted criterion, thus solving discounted SSPs. Our work is different from the inverse transformation done in (Bertsekas and Tsitsiklis 1996) where it is shown that any γdiscounted MDP without termination state can be stated as an equivalent SSP (without discount factor): in their work, the goal state of the SSP only models the anytime termination of the process with probability 1 − γ, and is defined as an absorbing state that is reachable from any state. The main drawbacks of this approach are: (1) the goal states of the original problem cannot be related to any state of the equivalent SSP, so that an algorithm for the equivalent SSP cannot be guided towards the goal states of the problem; (2) deadends of the original problem lead themselves to the goal state of the equivalent SSP, thus trying to reach the goal state leads to a policy that is attracted by dead-ends. In order to avoid



these flaws, in our work, we rather reason about the true goal states of the original problem, which is seen as a SSP whose costs are discounted. Therefore, we propose (1) a generic extension of any classical planning heuristic to classical SSPs without dead-end and (2) a further extension to discounted SSPs (able to deal with dead-ends) that directly target the original problem’s goal states. We apply these approaches to the well-known hmax and hadd heuristics by (Bonet and Geffner 2001), but could have extended other classical planning heuristics like hFF by (Hoffmann 2001) in a similar way. We use our heuristics in state-of-the-art MDP heuristic search algorithms (Improved-LAO∗ , LRTDP, LDFS, sLAO∗ , sRTDP) with discounted settings, which always converge in presence or not of reachable dead-ends. We experimentally show that these algorithms with our discounted heuristics provide better goal reaching probability and average length to the goal than the winners of previous competitions or the same algorithms without discount factor.



Goal-oriented Markov Decision Process The following definition is slightly adapted from (Wu, Kalyanam, and Givan 2008). Definition 1. A goal-oriented MDP is a tuple hS, I, G, A, app, T, Ci with: • S a set of states; • I ⊆ S a set of possible initial states; • G ⊆ S a set of goal states; • A a set of actions; • app : S → 2A an applicability function: app(s) is the set of actions applicable in s; • T : S × A × S → [0; 1] a transition function such that T (s, a, s0 ) = P r(s0 | a, s) and T (g, a, s0 ) = 0 for all g ∈ G and s0 6∈ G (goal states are absorbing); • C : S × A → R+ a cost function such that, for all a ∈ A, C(s, a) = 0 if s ∈ G, and C(s, a) > 0 if s 6∈ G. A solution of a goal-oriented MDP is a partial policy πX : X ⊆ S → A mapping a subset of states X to actions minimizing some criterion based on the costs. X contains all initial states, at least one goal state. Moreover, πX is closed: states reachable by applying πX on any state in X are in X .



STRIPS representation of MDPs ADL representation of MDPs as formalized in the PPDDL language by (Younes et al. 2005), has facilitated benchmark sharing and planners comparison. Moreover, this representation can be transformed into a simpler STRIPS form (Gazen and Knoblock 1997), that enabled to derive efficient domain-independent heuristics from the model, which has been mainly exploited by determinization-based approaches through the underlying deterministic planner. Yet, as partially highlighted by (Bonet and Geffner 2005), we claim that efficient domain-independent heuristics can be directly derived from the original probabilistic domain without determinization, and plugged to MDP heuristic algorithms. In probabilistic STRIPS, states can be seen as collections of atoms from the set Ω of all atoms. Actions are



probabilistic operators of the form o = hprec, [p1 : Pcost, m (add1 , del1 ), · · · , pm : (addm , delm )]i where i=1 pi = 1 (more details in (Younes et al. 2005; Bonet and Geffner 2005)) and: • prec is a collection of atoms such that the action is applicable in a state s iff prec ⊆ s; • cost is the cost of the action; for each i ∈ [1; m], pi is the probability of the ith effect which is represented by the set addi of atoms becoming true and the set deli of atoms becoming false; atoms that are neither in addi nor in deli keep their values. Note that the remaining of this paper only assumes a probabilistic STRIPS representation of goal-oriented MDPs, so our contribution is valid for any formalism that boils down to such representation. We illustrate this concept with the well-known blocksworld problem, which consists in building an ordered stack of n blocks (b1 , · · · , bn ) by a robot with a single hand, where each block can initially belong to different stacks. There are n(n + 3) + 1 atoms: (emptyhand); (holding b), (ontable b) and (clear b) for each block b; (on b1 b2 ) for any two blocks b1 and b2 . As an example of action, (pickup b1 b2 ) is defined by: h{(emptyhand), (clear b1 ), (on b1 b2 )}, [0.75 : ({(holding b1 ), (clear b2 )}, {(emptyhand), (on b1 b2 )}) 0.25 : ({(clear b2 ), (ontable b1 )}, {(on b1 b2 )})]i



Dead-end states The existence of a solution depends on structural properties of the goal-oriented MDP, precisely on the presence of reachable dead-ends, as defined below. Definition 2. A dead-end is a state from which the probability to reach the goal with any policy is equal to zero. A non-goal absorbing state is a dead-end state. Now, consider the following criterion, known as the total criterion: ∀s ∈ S, π ∗ (s) = argminπ∈AS E



P+∞ t=0



Ct | s0 = s, π







(1)



where Ct is the cost received at time t starting from s and executing policy π. If π can reach some dead-end state sd with a positive probability, as no goal state is reachable from sd by definition, and because costs received in any non-goal state are strictly positive, the sum of future costs is +∞. Thus, eq. 1 has a solution iff there exists at least one policy that, with probability 1, does not reach any dead-end state. An example of goal-oriented MDP with dead-ends is the exploding blocksworld domain, which extends the blocksworld domain to blocks that can detonate and then destroy other blocks or the table itself. The domain contains 2n + 1 additional atoms: (nodetonated b) and (nodestroyed b) for each block b; (nodestroyed − table). To build a goal stack, two kinds of actions are required: putting a block on the table, which can detonate the block and destroy the table with probability 3/5; putting a block



on another block, which can detonate the handled block and destroy the target block with probability 1/10. Destroying the table or a block belonging to a goal stack prevents from reaching the goal, and thus all states reachable from these situations are dead-ends. As all policies need to apply such actions to reach the goal, these dead-ends are reachable with a positive probability by executing any policy from the initial state. Whether the total criterion has a solution or not is unrelated to the general problem of finding a policy that reaches a goal state with a positive probability (possibly not 1), whatever the minimization criterion considered. It only means that a planner based on the total criterion, as mGPT is, will not find a working solution for any domain with reachable dead-ends like exploding blocksworld. But other planners that are not based on this criterion, or that do not optimize any criterion like FF-REPLAN, will possibly find a solution for this domain, that reaches a goal state with a probability lower than 1. And this is the expected result. Unfortunately, deciding if a given domain contains deadends reachable by the optimal policy boils down to optimizing the total criterion itself. Thus, most algorithms based on this criterion, like mGPT, simply cross the fingers: they try to solve the problem and hope for the best. Yet, the total criterion is very popular in heuristic MDP planning because it allows to design efficient domain-independent admissible heuristics, as explained in the next section.



Solving undiscounted goal-oriented MDPs This class of MDPs, known as Stochastic Shortest Path Problems (SSPs) extended to positive costs, has been extensively studied1 . If there exists an optimal policy reaching a goal state with probability 1, the total criterion of eq. 1 is well-defined, and heuristic algorithms optimize only relevant states when starting from known initial states. A forward-chaining procedure iteratively expands the searched state space until the value of explored states has converged. The convergence condition actually depends on the way states are explored, i.e. on the heuristic and on the algorithm exploiting it. Yet, all these algorithms update the value of any explored state s by using the same Bellman backup equation (see (Bonet and Geffner 2003; 2006; Hansen and Zilberstein 2001)): n o P V (s) ← mina∈app(s) C(s, a) + s0 ∈S T (s, a, s0 )Ve (s0 )



(2)



where Ve (s0 ) = V (s0 ) if s0 has already been explored, and otherwise Ve (s0 ) = H(s0 ), with H : S → R+ . H is a heuristic function that initializes the value of unexplored states. It is proved (e.g. (Hansen and Zilberstein 2001)), that heuristic algorithms converge to an optimal solution iff H is ad∗ missible, i.e.: ∀s ∈ S, H(s) 6 V π (s). The closer H is to ∗ V π , the less states are explored, and the faster the algorithm converges. To be efficient in a domain-independent context, heuristic functions must be much easier to compute than the 1



SSPs are often defined as goal-oriented MDPs with unit costs when not in a goal state, rather than any positive value like in our more general definition.



value function itself, and as close as possible to the optimal value function. To achieve these antagonist objectives, a good compromise consists in computing heuristic values on a relaxed planning domain.



New STRIPS relaxation heuristics for SSPs We here propose a generic extension of classical planning heuristics to SSPs, by reasoning about the “all-outcome determinization” of the MDP, generalizing the work by (Bonet and Geffner 2005). We show how to design admissible heuristics for SSPs from the deterministic case, and apply our theoretical extension to the hmax and hadd heuristics by (Bonet and Geffner 2001). Note that we could also have applied our extension to the hFF heuristic (Hoffmann 2001). As suggested by (Bonet and Geffner 2005), the min-min admissible heuristic hm-m is recursively defined for every reachable state s ∈ S \ G by: hm-m (s) ←



min



 C(s, a) +



a∈app(s)



min 0



s0 :T (s,a,s )>0



hm-m (s0 )



 (3)



with the initial conditions: hm-m (s0 ) = 0 if s0 ∈ G and hm-m (s0 ) = +∞ otherwise. This heuristic counts the minimum number of steps required to reach a goal state in a non-deterministic relaxation of the domain. The min-min heuristic is well-informed but it naively searches in the original state space, so that it might explore as many states as non-heuristic algorithms. But clever heuristics that return a value lower or equal than hm-m still are admissible. Let us give the intuition of the STRIPS relaxation heuristics by considering deterministic effects. As states are collections of atoms, only atoms added by successive actions need to be tracked down. As in (Bonet and Geffner 2001), we note gs (ω) the cost of achieving an atom ω from a state s, i.e. the minimum number of steps required from s to have ω true. This value is computed by a forward chaining procedure where gs (ω) is initially 0 if ω ∈ s and +∞ otherwise: gs (ω) ←



min



{gs (ω), cost(a) + gs (prec(a))} (4)



a∈A such that: ω∈add(a)



where gs (prec(a)) denotes the cost of achieving the set of atoms in the preconditions of a. This requires to define the cost of achieving any set ∆ ⊆ Ω of atoms, what can be computed by aggregating the cost of each atom: L gs (∆) = ω∈∆ gs (ω) (5) When the fixed-point of eq. 4 is reached, the cost of achieving the set of goal states can be computed with eq. 5 and a heuristic value of s is h⊕ (s) = gs (G). Two aggregation operators have been investigated by (Bonet and Geffner 2001): ⊕ = max that gives P rise to the hmax heuristic, such that hmax 6 V ∗ ; ⊕ = that provides the hadd heuristic, which is not admissible but often more informative. Based on this helpful background, we can now extend hmax and hadd to the total criterion of the probabilistic case. For proof of admissibility, we are searching for a STRIPS relaxation heuristic whose value is lower than the min-min relaxation heuristic. Looking at eq. 3, this heuristic works



on a relaxed non-deterministic version of the original problem, known as the “all-outcome” determinization. This allows us to translate the search of a heuristic for the probabilistic problem into the search of a heuristic for a deterministic problem, as highlighted by the following proposition. Proposition 1. Let M be a goal-oriented MDP without reachable dead-ends. Let D be a deterministic planning problem (the “deterministic relaxation of M”), obtained by replacing each probabilistic effect of each action of M by a deterministic action having the same precondition and the add and delete effects of the probabilistic effect. Then, an admissible heuristic for D is an admissible heuristic for M. Proof. Let appD be the applicability function for the deterministic problem. Eq. 3 reduces to hm-m (s) ← mina∈appD (s) {C(s, a) + hm-m (s0 )}, which is the update equation of optimal costs for D. So the optimal cost of plans for D is equal to the value of the min-min relaxation for M. Let hX be an admissible heuristic for D. hX is lower than the optimal cost of plans for D, i.e. than the value of hm-m for M, so it is admissible for M. This proposition means that the hmax heuristic computed in D is admissible for M. It also demonstrates the admissibility of the heuristics used by mGPT (Bonet and Geffner 2005), but the FF-based one that is not admissible in D. However, such heuristics require to construct the deterministic relaxation of a goal-oriented MDP before solving it. To avoid this preliminary construction, we make this deterministic relaxation implicit in a new procedure that directly computes costs of atoms in the probabilistic domain: gs (ω) ←



min



{gs (ω), cost(a)+gs (prec(a))} (6)



a∈A such that: ∃i∈[1;ma ],ω∈addi (a)



Eq. 5 does not need to be changed for the probabilistic case. As in the deterministic case, we define the new h+ max for SSPs that is equal to gs (G) with the max aggregation operator. Theorem 1. The h+ max heuristic is admissible for goaloriented MDPs without reachable dead-ends. Proof. Let M be a goal-oriented MDP without reachable dead-ends and D be its deterministic relaxation. Eq. 6 for M boils down to eq. 4 for D. Thus, h+ max in M has the same value as hmax in D. Since hmax is admissible for D, and using proposition 1, hmax and thus h+ max are admissible in M. P + We also define the new hadd for SSPs as gs (G) with the + aggregation operator, but as in the deterministic case, hadd is not admissible. It is however more informative than h+ max and, as will be shown in the experiment section for the general discounted case, it is more efficient in practice.



Discounted Stochastic Shortest Path Problem + The previous h+ max and hadd heuristics, as well as heuristics by (Bonet and Geffner 2005), unfortunately are useless for goal-oriented MDPs where a policy execution may reach some dead-end state with a positive probability. As no goal + state is reachable from a dead-end, h+ max and hadd may both



return an infinite value for such state. Thus, because of eq. 2, the value of any preceding state will be infinite as well; after some iterations, this infinite value will propagate to at least one initial state. In fact, this fatal issue arises whatever the heuristic used: eq. 1 shows that, independently from heuristic values, the value of any dead-end state is equal to +∞. To cope with the divergence issue of the total criterion, we extend the previous SSP generalization of classical planning heuristics to discounted SSPs, which, like general MDP approaches, maximize the following discounted criterion: ∀s ∈ S, π ∗ (s) = argminπ∈AS E



P+∞ t=0



γ t Ct | s0 = s, π







(7)



where 0 < γ < 1 is a discount factor that ensures the convergence of the series of discounted costs for all classes of MDPs. In particular, values of all dead-ends are now finite and properly propagate to the initial state in the Bellman equation. For goal-oriented MDPs, this criterion allows us to define the following class of problems, that includes SSPs for γ = 1, and that has always a solution. Definition 3. A Discounted Stochastic Shortest Path Problem (DSSP) is a goal-oriented MDP whose optimization criterion is given by eq. 7. As highlighted in the introduction of this paper, note that DSSPs are different from the transformation of discounted MDP without termination states to an equivalent SSP done in (Bertsekas and Tsitsiklis 1996): in our case, we reason about goal states of the problem, whereas in the aforementioned book, either the MDP does not have any goal state or the SSP has at least one proper policy (i.e. does not have any dead-end). In this section, we present an extension of classical planning heuristics to goal-oriented MDPs with potential dead-ends, using the discounted criterion and targeting the true goal states, contrary to (Bertsekas and Tsitsiklis 1996). We prove the admissibility of the extended heuristics under some assumptions for the original heuristic, and apply this extension to the hmax and hadd heuristics. When reasoning on individual states, a well-informed heuristic for DSSPs can be obtained by inserting γ in eq. 3. Unfortunately, contrary to the non-discounted case, this “discounted” hm-m heuristic does not generalize well to atom-space reasoning: eq. 6 that gave rise to our h+ max and h+ heuristics for SSPs, cannot be modified by simply inadd serting γ in the equation. The reason is that γ discounts future values, whereas eq. 6 is a forward procedure that updates past values. Naively inserting γ in this equation would lead to totally incoherent heuristic values. For the sake of generality, we keep general positive costs in the definition of DSSPs, as did (Bonet and Geffner 2005) for instance in the case of SSPs. However, we caution the reader against using DSSPs with non-unit costs. Indeed, because of the discount factor and different transition costs, near dead-ends could become more interesting than far goalstates; thus, optimal policies could lead to dead-ends with a higher probability than to goal states. Yet, traditional approaches using the total criterion do not provide a better model, because they cannot solve the problem if there are reachable dead-ends. A more sophisticated approach, relying on bi-optimization of goal reachability probability and



costs of only paths reaching the goal, has been very recently proposed (Teichteil-K¨onigsbuch 2012). This approach provides new theoretical foundations as well as some simple algorithmic means, to solve goal-oriented MDPs with reachable dead-ends and general costs (unit or non-unit, positive or negative). However, it has not been yet applied in a heuristic search context. + The generalization of our h+ max and hadd heuristics to the discounted case relies on the computation of a lower bound on the minimum non-zero transition cost received along all paths starting from a state s, by means of a procedure inspired by eq. 6, that also reasons on individual atoms. This lower bound is required in our approach to handle general non-unit costs, but it is simply 1 in the unit-costs case. We compute an admissible heuristic for DSSPs by discounting successive steps and lowering all transition costs with this bound. To this purpose, we state and prove the following theorem, that is valid for general DSSPs, based on lower bounds on the minimum cost received along paths and the minimum number of steps required to reach a goal state. Theorem 2. Let s be a non-goal state of a DSSP, cs > 0 be a lower bound on the minimum over all non-zero transition costs received from s by applying any policy, and ds > 1 a lower bound on the number of steps required to reach a goal state from s by applying any policy (ds = +∞ if s is a dead-end). Then, the hγ function defined as follows is an admissible heuristic: ( ) Pds −1 t cs t=0 γ if ds < +∞ 1 − γ ds γ h (s) = = cs 1−γ cs /(1 − γ) otherwise ∗



Proof. Let Φπ (s) be the infinite but countable set of execution paths of π ∗ starting in s. Let P (φ) and c(φ) be resp. the ∗ probability and the (accumulated) cost of a path φ ∈ Φπ (s). Let d(φ) be the length of a path φ until it reaches a goal state (d(φ) = +∞ if φ does not reach a goal state). By definition of goal-oriented MDPs, all costs received after a goal is reached are equal to zero. By noting Ctφ the cost received P+∞ at time t along a path φ, we have: c(φ) = t=0 γ t Ctφ = Pd(φ)−1 t φ Pds −1 t γ Ct > cs t=0 γ because d(φ) > ds and t=0 P φ π∗ Ct > cs . Thus: V (s) = φ∈Φπ∗ (s) P (φ)c(φ) >   P Pds −1 t Pds −1 t = cs t=0 γ because φ∈Φπ∗ (s) P (φ) cs t=0 γ P φ∈Φπ∗ (s) P (φ) = 1. In the special case ds = +∞ (i.e. P+∞ ∗ s is a dead-end), V π (s) > cs t=0 γ t = cs /(1 − γ). The previous theorem provides a new admissible heuristic for all discounted goal-oriented MDPs. In the next section, we will propose atom-space procedures to efficiently compute the lower bounds cs and ds .



New STRIPS relaxation heuristics for DSSPs Atom-space computation of cs . We can reuse the idea of the hmax and hadd heuristics, consisting in forgetting delete effects of the STRIPS domain. We collect all non-zero costs received by successively applying all applicable actions in the relaxed domain and keep the minimum one. Let s ∈ S



be a state, ω ∈ Ω be an atom and cs (ω) be the minimum nonzero transition cost received until ω is added, starting from s. This value is computed by a forward chaining procedure where cs (ω) is initially 0 if ω ∈ s and +∞ otherwise: cs (ω) ←



min



n



a∈A such that: ∃i∈[1;ma ],ω∈addi (a) cost(a)>0,cs (prec(a)) 























des documents recommandant







[image: alt]





Extending Classical Planning Heuristics to Probabilistic ... - Vincent Vidal 

count factor ; yet, discounted optimization is required to solve problems with potential dead-ends. We pro- pose a general extension of classical planning heuris-.










 


[image: alt]





Dexterous Manipulation Planning Using Probabilistic ... - CiteSeerX 

descriptions list the contacts between elements of the grasped object and the hand, such as ... use motion planning methods for smooth systems that are extended to deal with the .... stated and proved in [12], they can be decomposed in a finite.










 


[image: alt]





Usability Heuristics for the web 

technologies": usually user control is not added until the technology has matured. ... in the wrong spot because the destination page had a title that differed.










 


[image: alt]





Heuristics for the Traveling Salesman Problem 

Genetic algorithms generally use the 2-opt move as a means of mutating the .... plementation is a bit tricky, but will be well worth it. A mixture of these three ...










 


[image: alt]





heuristics for herding autonomous, interacting agents 

Nov 14, 2016 - However, the fact that the flock tightens does not tell us how the dog is .... After a short straight driving phase, the shepherd is forced to go to one ...










 


[image: alt]





Monotonic Relaxation for Robust Control - Pierre Apkarian 

where Q is a L x L symmetric matrix, qT Ñ‰ (RL) and p Ñ‰ R. Ñ‹ denotes a hyper-rectangle in the positive ...... 0 .04321 9 - 0 .010111 0 .1441 9 5 6 8. Pi = 10 -5 '.










 


[image: alt]





Probabilistic Communication for 802.11B - Ike Antkare generated 

On the other hand, an intuitive quandary in cryp- tography is the analysis of client-server modal- ities. To what ..... Report 906-8169-9894, UCSD, October 2009.










 


[image: alt]





PROBABILISTIC ALGORITHM FOR POLYNOMIAL ... - AurÃ©lien Greuet 

for more details on several properties of polar varieties and to [6] for geometric ob- .... for all matrices A âˆˆ GLn(Q) in this open set, the property holds for V (gA.










 


[image: alt]





Probabilistic Collision Prediction for Vision-Based ... - CiteSeerX 

collision records for safety analysis is a reactive approach: a .... example [3] for extensive reviews and discussions), e.g. the .... define a method to update the motion patterns. Although ..... lous events detection,â€� Pattern Recognition Letters










 


[image: alt]





NMR Relaxation 

NMR Relaxation .... can be the lattice, the vibration-rotation spectrum of the molecules or the ... extent of proton signal is about 20ppm and the separation of multiplets is ... In MRI, the problem is different if we exclude the MRSI approach, we do










 


[image: alt]





Probabilistic framework for fatigue analysis - Bruno Sudret 

1 INTRODUCTION ... probability density function (PDF) of D(Ï‰). Reliability analysis ... dilatation coefficient, heat transfer coefficients, etc. ..... 6th Int. Conf. Struct.










 


[image: alt]





Probabilistic classification model for Brain Computer Interfaces 

integrating out the hidden states yields the marginalized observation model .... for the training set (validation) and test set (generalization) respectively. Figure 7: ...










 


[image: alt]





A PROBABILISTIC LINE SPECTRUM MODEL FOR MUSICAL 

Index Termsâ€” probabilistic model, EM algorithm, polyphonic piano music. 1. INTRODUCTION. Most algorithms dedicated to audio applications (F0-estimation,.










 


[image: alt]





Planning for Freedom - Mises Institute 

The founders' list of the Austrian Neo-Classical School cannot be ..... system which would combine socialism and private ownership. ..... wage rates in this country dropped less than the ...... of the secondary factors of production required for.










 


[image: alt]





Planning Under Uncertainty for Mapping 

point depending on the data already recorded to optimize coverage and accuracy. ... a strategy â€“ for a robot equipped with a SLAM algorithm in an unknown environment. The aim is to obtain a policy which trades .... The evaluation method.










 


[image: alt]





Probabilistic classification model for Brain Computer Interfaces 

any BCI requires to proceed with the following steps online (see figure 1): data ... set from subject B yielded the three orthogonal spatial filters shown in figures 3.










 


[image: alt]





A comparaison of heuristics for the discrete cost ... - Arnaud Knippel 

May 6, 2002 - At each iteration, in order to obtain a set of near-optimal cuts covering .... represents a list of forbidden pairs ( u , Â¡ ( u )) meaning that CÏ… cannot ...










 


[image: alt]





Arthur Riel Design Heuristics 

(containment) instance variables of the class. â€“ Passed has argument. â€“ Ask to a third party object (mappingâ€¦) â€“ Create the object and interact with it (coded in.










 


[image: alt]





PLANNING 

PLAGE. DIMANCHE 11 JUIN [ MATIN ]. Petit DÃ©jeuner. DÃ©jeuner. AyurvÃ©da. Comment mieux utiliser les fonds de formation ? Passage en situation. ConfÃ©rence.










 


[image: alt]





PLANNING 

COURSE D'ORIENTATION. COURSE D'ORIENTATION. COURSE D'ORIENTATION. ARRIVÃ‰E ET INSTALLATION. S O I R Ã‰ E C O N T Ã‰ E. T E M P S L I B R E.
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PLANNING 

CANOE E. CANOE E. ARRIVÃ‰E ET INSTALLATION. = Repas Ã  table : dÃ©jeuner ou dÃ®ner. = Pique-nique. = Petit-dÃ©jeuner. RAID : Les Secrets du Chassezac - 3 ...
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Pique-nique. = Petit-dÃ©jeuner. Dans la peau des premiers artistes : leurs technologies, leurs outils. (3 jours / 2 nuits). VISITE GUIDEE DE LA CAVERNE. ATELIER PEDAGOGIQUE. ATELIER PEDAGOGIQUE. ARRIVÃ‰E ET INSTALLATION. VISITE ACTIVE DE LA CITÃ‰ DE 
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Ci-dessous votre planning pour un groupe de 32 personnes : www.face-sud.com. = Repas Ã  table : dÃ©jeuner ou dÃ®ner. = Pique-nique. = Petit-dÃ©jeuner.
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A Branching Heuristics for Quantified Renamable Horn Formulas 

Horn Formulas. Sylvie Coste-Marquis, Daniel Le Berre and Florian Letombe. CRIL, CNRS FRE 2499 / UniversitÃ© d'Artois, Lens. Î  = âˆƒ a,b âˆ€ c,d âˆƒ e. âŽ¡. âŽ¢. âŽ¢. âŽ¢.
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