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DHT is used for publishing advertisements and for querying advertisements. â–· Compared to other DHT approaches JXTA uses a loosely-consistent DHT. 
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Rendezvous Super Peers
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I



Resolver: I I I I



I



Universal resource binding mechanism Performs all resolution operations No DNS lookups or LDAP lookup’s for services All lookup’s are advertisement lookups



Rendezvous Super-Peers: I



I I I I



Special peers called Rendevous peers have extra responsibilities for resource discovery Support searching for advertisements SuperPeers are points of centralization in the network They maintain an index of advertisements Mechanisms: Shared Resource Distributed Index (SRDI)
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Edge Peers and Rendezvous Peers
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Edge Peers: I



I



I



I



They maintain only one rendezvous connection for each peer group they belong to They either know about rendezvous from previous connections, use a seed rendevous, or can use IP multicast An edge peer can become a rendezvous peer if it has the right credentials



Seeding rendevous peers: I



I



An edge peer can use a seeding rendezvous to find out other rendevous Solution to the bootstrapping problem: When a peer joins a group for the first time, it contacts seeding rendezvous peers
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Rendezvous Peer View
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Rendevous Peer View (RPV): I



I



RPV maintenance: I I I I



I



An ordered list of other known rendezvous in the peer group by PeerID Periodically select a random list of known rendezvous Send a random list of known rendezvous Ping neighbors and purge unresponsive peers from RPV Initially, rendevous are retrieved from seeding rendezvous



RPV consistency: I I



No strong consistency mechanism RPV algorithm converges to a consistent view in slowly changing networks
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SRDI and Distributed Hash Tables
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Distributed Hash Table: I



I



I



A hash function provides a mapping from an advertisement ID to a rendevous peer ID This way for each ID a responsible rendezvous peer is defined who stores an index to the advertisement



Shared Resource Distributed Index (SRDI): I I



I



I



DHT based approach for distributed lookup in JXTA DHT is used for publishing advertisements and for querying advertisements Compared to other DHT approaches JXTA uses a loosely-consistent DHT Loosely-consistent DHT Rendezvous Walker for searching advertisement indices
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Searching Advertisements with SRDI I



Steps for publishing an advertisement:
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I



I



I



I



Advertising peer (P1) uses SRDI to index an advertisement (adv1) on its connected rendezvous peer (R2) R2 uses a DHT hash function to map the index to a rendezvous in his local RPV: R5 = hash(adv1) R2 pushes the index to R5, the peer the advertisement is mapped to by the hash function R2 also pushes the index to the neighbors of R5 in his RPV (R4 and R6)



Steps for searching an advertisement: I I



I I I



A peer (P2) sends a query (adv1) to his rendezvous peer (R3) R3 hashes the query and forwards the query to R5 = hash(adv1) R5 sends the query to the advertising peer (P1) P1 sends a response to P2 Here, it is assumed that the RPV of R3 is consistent
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The Loosely-Consistent DHT Rendezvous Walker I



If the rendezvous R6 crashes: I I I



I



R3 forwards the query to new R5 (formerly R6) The replicated index of adv1 is found R5 sends query to P1 and P1 responds to P2



If the RPV of R3 is inconsistent: I I I



I I



R3 forwards the query to R5 R5 does not have the index The search is propagated in up and down directions from R5 until a hop count is reached If the index is found the query is send to P1 P1 responds to P2
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SRDI Example (a) Publish adv1



(b) Search adv1 (consistent RPV) R6
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(c) Search adv1 (inconsistent RPV) R1
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(d) Search adv1 (Limited range walk)
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Relay Super-Peers
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Problem: I



I



I



Solution: I



I



I



(Edge) Peers behind firewalls may not be contacted directly (firewall may prevent a direct incoming connection) (Edge) Peers behind firewalls may not contact other peers directly (firewall may prevent a direct outgoing connection) Relay Peers forward messages from or to peers behind firewalls The may also cache messages for peers which are temporarily down



Relays and edge peers: I I I



Relay peers keep a loosely-coupled view on other relay peers Edge peers can roam from relay to relay Edge and relay peers agree upon lease periods
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Message Routing in JXTA I



JXTA routing:



Distributed Computing Middleware



I I



I I



I



Adaptive source based routing Routes are constructed by the sender based on route advertisements Edge peers cache or query for route advertisements Route advertisements are the known way to reach a peer by an ordered sequence of hops



Routes and hops: I



I I I I



Hops are typically relay peers but may also be edge peers in ad-hoc networks Often there is only one hop (for a peer behind a firewall) Routes are independent of the sender A sender picks only the relevant part from the route JXTA messages also contain routing information which is updated after each hop (useful for replies)
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Message Routing in JXTA (cont’d)
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Relay 1



Relay 2



Peer 1



Peer 2



Route to Peer 2: Relay 1, Peer 2 Relay 1



Peer 1 Route to Peer 2: Relay 1, Relay 2, Peer 2
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Route to Peer 1: Relay 2, Peer 1 Relay 2



Peer 2 Route to Peer 1: Relay 2, Relay 1, Peer 1
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JXTA Security
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Current JXTA security mechanisms: I I I I



I



Poblano Security Model: I I I



I



Based on TLS X509.V3 certificates SSL/TLS requires certificates signed by trusted CAs What are the options in a distributed P2P network? Distributed Trust Model Not part of JXTA spec or reference implementation Basic idea: forming a web of trust



Trust in Poblano: I I



Codat: contains information (either code or data) Trust = prior experience with codat + trust in the source peer of the codat
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JXTA Security: Poblano I



Basic idea:
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I



I I



I



I



Each peer stores codat/keyword information along with confidence values Keyword based lookup of codat in local confidence table If no values found look in peer confidence table for peers highly associated with keyword and forward codat query to that peer Repeat if codat information is not on the remote peer



Poblano Codat confidence: I



I I



I



I I



Codat confidence is a function of codat confidence (remote peer) and peer confidence (all peers along the discovery path) Provider increases popularity value of codat it sends The requestor calculates its confidence in the received codat and saves information in its tables New confidence is propagated to all contributing peers and the provider All peers update their tables Over time a ”Web of trust” is built in the network
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JXTA Services Projects Project Name cms compute-power-market do edutella final gisp ijxta jaas-membership



Summary JXTA Content Management System Economics driven P2P Computing Platform and marketplace a JXTA based implementation of distributed (replicated) objects RDF-based Metadata Infrastructure for P2P Applications Utility for P2P Applications, especially Distributed Software Map Global Information Sharing Protocol; an implementation of DHT Device networks, JXTA discovery and interconnect Provide a JAAS implementation of the JXTA Membership Service
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JXTA Services Projects (cont’d) Project Name jdf jms-for-jxta jngi jnlploader jxrtl jxta-grid jxta-monitor jxta-rm jxta-rmi jxta-wire jxtacast



Summary JXTA Distributed Framework Integrate JMS and JXTA P2P Distributed Computing Framework A JNLP-capable implementation of JxtaLoader XML language allowing Active Networks to be implemented in JXTA Using JXTA technology for grid computing This application is the monitoring tool that captures messages Implementation of reliable multicast protocols in JXTA RMI API on top of JXTA Provide a set of tools to allow many to many JXTA pipes Broadcast files through propagation pipes. (w/PicShare demo.)
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JXTA Services Projects (cont’d) Project Name jxtanetmap jxtaspaces lrmp-endpoint meteor networkservices p2p-email proxyservice rrs search soap validation-agent xmlrpc



Summary JxtaNetMap a visual network utility A Distributed Shared Memory Service for JXTA A reliable multicast EndpointProtocol using LRMP P2P Distributed Hash-Table Integrate Web Services Concepts into JXTA P2P email group discussions using JXTA Peergroup technology Service enabling proxing Resolver Queries with Load-Balancing Service for local and remote administration of rendezvous peers Distributed search service for JXTA and Web content and services JXTA SOAP bindings A ValidationService for JXTA Advertisements XML-RPC for JXTA
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P2P-Grid Computing I



A Framework based on JXTA:
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I I



I



I



I



I



JXTA is not limited to file sharing or instant messaging Distributed computations can be performed within a JXTA P2P network Since data as well as program code has to be distributed, the JAVA programming language has the advantage of being used in a heterogeneous environment Compared to Setihome, any parallel program can be executed with a framework base on JXTA Since participating nodes can be desktop computers, one speaks of desktop grids or P2P grids



Basic components of the framework: I I I I



Monitors: controlling the computations Task dispatchers: dispatch the tasks of a job to working peers Workers: Working peers computing tasks Repository: Storage of job data and code
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JXTA P2P Computing with JNGI I



Architecture:
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I



I



I



The worker group: I



I



A peer group for distributing the individual tasks of a job to the workers



The repository group: I



I



A peer group responsible for performing computations of a particular job



The task dispatcher group: I



I



There are peer groups for workers, task dispatcher, repository and monitors The larger the task dispatcher, repository and monitor groups the higher the fault tolerance due to redundancy within the groups



Serves as a cache for code and data



The monitor group: I



Top level group for coordinating the overall activity of the framework
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JNGI Job Submission I



Jobs:
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I I



I



I



Interaction of task dispatcher and worker group: I I I I I



I



Both code and data is stored in the code repository For each job, a job repository is created which is a tree containing a repository for tasks within the job Upon receiving a job submission, the task dispatcher checks the code repository and eventually updates the code Idle workers poll the task dispatcher for tasks The task dispatcher search the repository for available tasks Tasks using code the worker already has, are preferred The worker downloads code and/or data and performs a task The worker returns the results to the task dispatcher



Result retrieval: I



Job submitter poll the task dispatcher in regular intervals to check if the job has been completed
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JNGI Reliability I



Reliability through redundancy:
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I



I I



I



I



A task dispatcher group is responsible for dispatching instead of a single dispatcher Worker communicate with the group and through a load balancing mechanism, one of the task dispatchers respond Within the group, all results form the workers are replicated Task dispatchers communicate in predefined time intervals à task dispatcher heartbeat A worker can take over the role of a task dispatcher, if there are too few dispatchers



Scalability: I



I I



Communication between workers and dispatchers may become a bottleneck Therefore, a monitor is introduced Monitors act as middle men between task dispatchers and joining peers
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Worker and Task Dispatcher in JNGI Distributed Computing Middleware



Work Group Worker Worker join Task Dispatcher Task Dispatcher



Worker Task Dispatcher Worker



Task Dispatcher Group
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Monitors in JNGI I



Monitor communication:
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I I I



I I



I



I



Job submitters communicate with monitor Joining workers communicate with monitor Monitors free task dispatchers from communication with the outside world A monitor can manage several work groups Redirection of a joining worker is based on the current workload Job submission is also redirected based on workload, and already executed code



Redundancy: I I



I



A monitor group provides resilience to monitor failure Hierarchical organization of monitor peer groups for better scalability The top-level monitor group receives requests and forwards them
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Monitor/Workgroup Interaction in JNGI Work Group 1 Work Group 2



Job Submitter



(1)



(2)



Monitor Monitor



Work Group 3



Monitor



Monitor Group
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Hierarchical Monitor Groups in JNGI Work Group 1.3.3



Monitor Group 1.1



Monitor Group 1.2



Monitor Group 1.5



Monitor Group 1.3



Monitor Group 1



Work Group 1.3.2



Work Group 1.3.1



Work Group 1.4 (1)
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JNGI API
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RemoteThread class: I I



I



I



I



I



Similar to the java.lang.Thread class Constructor RemoteThread(Runnable [] tasks, String codeDir) for providing the task objects and the Java Bytecode Method start() similar to java.langThread.start(), for starting the remote execution of the tasks Method join(int timeInterval) similar to java.lang.Thread.join(), for waiting for the jobs to finish (timeInterval is the polling interval) Method getRunnable() for obtaining the results after the computation Methods remove() and quit() for removing the code from the repository and quitting the application
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JNGI Example
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Example of adding numbers, Part I: public class AddNumbers implements Runnable, Serializable { private int result , first , last ; public AddNumbers(int first, int last ) { result = 0; this. first = first ; this. last = last ; } public void run() { for ( int i = first ; i 
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