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1 Introduction Economists and econometricians who undertake empirical modelling face many problems, not the least of which is how to deal with the fact that, with very rare exceptions, all models analysed are approximations to the actual processes that generate the observed data. The simplest approach to this problem is to ignore it, but potentially this is most likely to lead to invalid and misleading inferences. An alternative approach recognises the problem explicitly by adopting misspecification-robust inference procedures, such as using heteroscedastic-autocorrelationconsistent standard errors (see inter alia Andrews, 1991 and Gouri´eroux and Monfort, 1995). However, this approach does nothing specific to tackle the problem, rather it is analogous to taking out an insurance policy whilst continuing to engage in hazardous activities - with the insurance eventually becoming more and more expensive, or redundant. Another approach, in addition to recognising the problem explicitly, aims to alleviate it by establishing a statistically and economically well specified framework within which to conduct modelling . This third approach is associated with the LSE methodology (see inter alia Hendry, 1995 and Mizon, 1995a) in which the concepts of congruence and encompassing have important roles. Briefly, congruence is the property of a model that has fully exploited all the information implicitly available once an investigator has chosen a set of variables to be used in modelling. Encompassing on the other hand, is the property of a model that can account for the results obtained from rival models, and in that sense makes the rivals inferentially redundant. The present analysis emphasises the importance of having a congruent model of the joint distribution of all relevant variables as a statistical framework for the evaluation of competing models nested within it. Such evaluation of models done using parsimonious encompassing has many advantages, including: yielding transitive relations amongst the models, and avoiding the anomaly of general models failing to encompass simplifications of themselves. By applying the concept of parsimonious encompassing to the relationship between a model and the corresponding data generation process (DGP) a formal definition of congruence is given. Also it is argued that nesting is more than one model being an algebraic simplification of another, that the congruence of a model is a sufficient condition for it to nest and encompass a simplification (parametric or nonparametric) of itself, and consequently it plays a crucial role in the application of the encompassing principle. The outline of the chapter is as follows. The next section presents notation and discusses the concepts of the data generation process (DGP), the local data generating process (LDGP), an econometric model, and nesting, all of which have important roles in the rest of the chapter. Section 3 discusses the parametric relationship between the LDGP and an econometric model, prior to defining parametric encompassing and parsimonious encompassing. In section 4 linear and nonlinear parametric, and nonparametric examples of a general model failing to encompass a special case of itself are presented. Section 5 uses the concept of parsimonious encompassing to provide a formal definition of congruence, which is then shown to be a sufficient condition for the anomaly of section 4 not to occur. Since the hypothesis defining congruence is not testable directly, alternative indirect methods for testing congruence are discussed in section 6. This discussion highlights the distinction between misspecification and specification testing of models, and some of the limitations of misspecification hypotheses are analysed. An illustration of an



3 empirically congruent model that is not the DGP is presented in section 7. Section 8 presents conclusions.



2 Preliminaries It is assumed that a statistical representation can be given to the process by which observations are made on the phenomena of interest in the economy being studied. This is called the data generation process. 2.1 The Data Generation Process (DGP) Let the vector of N real random variables wt characterize the economy under analysis. At each , the joint density Dwt (wt t;1 ) of wt has a sample space and event space point in time t t;1 . This joint density is a statistical representation of the economy, and as such is the data generation process for wt : It is also assumed that this DGP can be represented as a vector stochastic d Rd process, with sufficient continuity to make it meaningful to postulate d parameters  which do not depend on t;1 at any t. It is not necessary to restrict the parameters to be constant over time, or to exclude transient parameters. The history of the stochastic process wt up to time (t 1) is denoted by the notation Wt;1 = (W0 ; w1 ; : : : ; wt;1 ) = (W0 ; Wt1;1 ), where W0 is the set of initial conditions. Then, for a sample period t = 1; : : : ; T , the DGP is denoted DW (WT1 W0 ; 0 ), and is sequentially factorized as:
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where 0 is a particular point in parameter space, and g(0 ) = (1 : : : T ) for a 1 1 function g( ), so that the t may be non-constant over time due to regime shifts and structural breaks – see Hendry and Mizon (1998) and Hendry and Mizon (2000) for discussion of the distinction between these parameter changes.







2.2 Econometric Models Even when a sample of T time series observations is available on all N variables in wt it is not possible to analyse the inter-relationships between all of them since N is usually large relative to T; and more importantly particular interest may be in a transformed sub-set xt of wt : Hence econometric modelling will typically employ knowledge from economic theory and the statistical properties of the observed xt to guide model specification. An econometric model fx ( ) for n < N variables xt implicitly derived from wt by marginalization, aggregation and transformation is denoted by:
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when fx (xt Xt;1 ;  ) is the postulated sequential joint density at time t. It is assumed that k < d and  represents the constant parameters postulated by the modeller, so any timedependent effects have been reparameterized accordingly (as in a ‘structural time-series model’ re-represented as an ARIMA process: see Harvey, 1993). From the theory of reduction (see, inter alia, Hendry, 1995, and Mizon, 1995a), there exists a local DGP (LDGP) for the chosen variables xt :
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which is derived from Dw (wt ) by reduction. In general, fx ( ) = Dx ( ), and this divergence has to be taken into account when making inferences about  (see inter alia Cox (1961) and White (1982)). Indeed, the modeller is free to specify any form of fx ( ) independently of what process has actually generated the data which is almost always unknown. Precisely because the form of the econometric model is under the control of the investigator it is important that criteria are employed to assist in the specification of models. Designing a model to fully exploit the information available to the investigator is requiring the model to be congruent, and ensuring that it is at least as good as its rivals means that the model is encompassing. Both these concepts are analysed in more detail below.







2.3 Nesting Not only is it usual for an econometric model to differ from the LDGP, but there will often be more than one econometric model to be considered for the analysis of a particular economic phenomenon. For example, one parametric probability model for xt might consist of the family of sequential densities indexed by the parameter vector  : (4) M = fg (xt j Xt; ; ) ; 2 B1 R p g when Xt; = (X ; x ; : : : ; xt; ) = (X ; Xt; ), with X being initial conditions. Denoting this probability model by M and considering the alternative probability model M : M = fg (xt j Xt;1; ) ; 2 B2 R q g (5) 1



1



0



1



1



1



1



0



1



1



1



1



0



1



1



2



2



2



2



2



enables nesting to be defined.



M is nested within M if and only if M M : Whenever M and M do not satisfy the conditions in this definition they are said to be



Definition 1 (Nesting). 1
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non-nested. A particular form of nesting that yields an heuristic explanation of nesting arises when 1 2 with p1 < p2 ; so that 1 is nested within 2 as a result of the restrictions on the parameter spaces defining the reduction from 2 to 1 : In this case both models are purporting to represent the same probability distribution, but 1 is a parametric simplification of 2: Note though that one model being a parametric simplification of another does not by itself imply that it is nested in the more general model - see Lu and Mizon (2000) and the discussion below for more details. Throughout the paper 1 and 2 are used as generic alternative parametric probability models of the same distribution, though the particular distribution will vary from example to example.
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5 When the purpose of modelling is to use econometric models to learn more about the relationships amongst the elements of xt in the DGP (as in theory testing and economic policy analysis) there is a premium to having an econometric model that provides a good approximation to the LDGP. Congruence, which is concerned with the relationship between a model fx and the LDGP Dx; is discussed in detail in section 5. When there is more than one econometric model available it is important to have criteria for assessing their merits, especially if they each appear to be congruent. Encompassing is concerned with the relationships between rival models, and is discussed in detail in the next section.



3 Encompassing Whether models are nested or non-nested it is important to be able to compare them and evaluate their relative merits, and “The encompassing principle is concerned with the ability of a model to account for the behaviour of others, or less ambitiously, to explain the behaviour of relevant characteristics of other models.” (Mizon (1984)). A model 1 encompasses another model 2 if 1 can account for results obtained from 2 : In other words, anything that can be done using 2 can be done equally well using 1 ; and so once 1 is available 2 has nothing further to offer. These heuristic concepts are made more formal in the next two sub-sections.
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3.1 Parametric Encompassing The concept of encompassing considered in this paper is that of population encompassing in a Neyman-Pearson hypothesis testing framework, which is in accord with the approach in Mizon (1984), Mizon and Richard (1986), and as formally defined in Hendry and Richard (1989). Underlying all empirical econometric analyses is an information set (collection of variables or their sigma field), and a corresponding probability space. This information set has to be sufficiently general to include all the variables thought to be relevant for the empirical implementation of theoretical models in the form of statistical models. It is also important that this information set include the variables needed for all competing models that are to be compared, otherwise there can be non-comparabilities. Let these variables be xt and the LDGP that generates these variables be the joint density Dx (xt Xt;1 ; ) as defined in (3), at the particular parameter value  = 0 : Also let a parametric statistical model of the joint distribution be  R k as defined in (2). Let b be the maximum likelig = fg (xt Xt;1 ; )  P P hood estimator of  so that b  and b  (0) = 0 which is the pseudo-true value of b: Mg LDGP Note that the parameters of a model are not arbitrary in that g and its parameterization  are chosen to correspond to phenomena of interest (such as elasticities and partial responses within the chosen probability space), although there may be observationally equivalent parameterizations. Equally, estimation is an issue separate from that of model specification, and in particular an arbitrary estimation method does not define the parameters of a model. Given a particular set of parameters there usually exist good and bad estimation methods for them, some of which are consistent and efficient, whilst others are inconsistent etc. The parameterization is an integral part of the specification of a model, and in many circumstances can be related to the moments
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of the variables xt : Given the specification of the model g the probability limit under g of the maximum likelihood estimator b (the optimal estimator under g ) defines the parameter  . However, in general  will differ from its pseudo-true value 0 , as a consequence of inadequate specification of g . With these definitions it is possible to give a more formal definition of encompassing in the present context. = Definition 2 (Encompassing). 1 encompasses 2 (denoted 1 2 ) with 1 p p 2 1 R if g1 (xt Xt;1; 1) ; 1 R and 2 = g2 (xt Xt;1 ; 2) ; 2 2 1 and only if 20 = b21 ( 10 ) when i0 is the pseudo true value of the maximum likelihood P estimator ^i of i i = 1; 2, and b21 ( 10 ) is the binding function given by ^2 b21 ( 10 ).
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(See Mizon and Richard (1986), Hendry and Richard (1989), and Gouri´eroux and Monfort (1995))
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Note that this definition of encompassing applies when 1 and 2 are non-nested as well as nested. However, Hendry and Richard (1989) showed that when 1 and 2 are non-nested 1 2 is equivalent to 1 being a valid reduction of the minimum completing model c= ? ? 1; 2 c) when 2 is the model which represents all aspects of 2 1 2 (so that that are not contained in 1 . When this condition is satisfied 1 is said to parsimoniously encompass c a concept to which attention is turned in the next sub-section.
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3.2 Parsimonious Encompassing
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Let s be a sub-model of g (as defined in section 3.1) which has the form s = n fs (xt Xt;1 ; )  R with n = k r; r > 0 being the number of linearly independent restrictions on  which define : Note that s g as a result of dimension reducing constraints on the parameter space. Further, let the r constraint equations be () = 0   @ = r; and consider the isomorphic reparameterization  of which are such that rank @ 0   ; 0 0 0 0 0 0  :  =  () = (1 () ; 2() ) =  ; () which is such that rank @@  = k and 0 (1; 2) 1 2 (see Sargan (1988) for discussion of such a reparameterization). Hence =   = 1() such that () = 0   : With this notation it is possible to define parsimonious encompassing in the following way.
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Ms parsimoniously encompasses Mg with re() = 0 and MsE ()Mg .



Definition 3 (Parsimonious Encompassing). spect to  (denoted s p() g ) if and only if



ME M Hence when Ms Ep ()Mg the former model is a valid reduction of the latter, and so efficient inference on  can be obtained from Ms . This interpretation of parsimonious encompassing is



used in section 5 to provide a formal definition of congruence. Note that whenever 1 2 and 1 2 then 1 p 2 : Also whenever 1 and ? 2 are non-nested, but 1 2 ; then 1 p c with c = 1 2 : Hence parsimonious encompassing plays an important role in the comparison of alternative models whether they are nested or non-nested. Therefore it is relevant to ask whether there is a separate role for encompassing as opposed to parsimonious encompassing: that there is can be seen from the following argument. Parsimonious encompassing is the property that a model is a valid reduction
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7 of a more general model. Noting that in practice, particularly if a general-to-simple modelling strategy is adopted, the general model will embed the different econometric models implementing rival economic theories for the phenomenon of interest, searching for the model that parsimoniously encompasses the general model is specification searching amongst models nested within a common general model. If after completing a modelling exercise and having determined which model is preferred, further information becomes available, this raises the question as to whether the existing results are robust to the extension of the information set. The further information may take the form of new a priori theories which imply an extension of the information set to embrace the empirical models implementing these new theories. Testing the preferred model’s ability to encompass the newly available rival models (which can be done using non-nested test statistics) is a form of misspecification testing. Indeed it can be interpreted as testing the adequacy of the information set originally chosen for the modelling, against extensions suggested by rival theories. However, given that one degree of freedom non-nested test statistics (such as those of Cox, 1961 and Davidson and MacKinnon, 1981) have low power against a wide range of alternatives (see e.g., Mizon and Richard, 1986) there will always be an argument for re-commencing the modelling with a more general information set. The above analysis has indicated that underlying all encompassing comparisons there is a general model which has the rival models as simplifications of it. This general model might be one of the rival models which nests all its rivals, or it might be a completing model providing the statistical framework for model comparison. The next section discusses the relationship between encompassing and general models.



4 Encompassing and General Models
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The theory of reduction implies that for the variables in xt there is a local DGP Dx (xt Xt;1 ; ) ; which then by definition encompasses all econometric models of the same distribution having the form fx (xt Xt;1 ;  ). Therefore, it might be expected heuristically that a general model will encompass simplifications of itself. Indeed Hendry (1995) states: “A general model must encompass a special case thereof : indeed, misspecification analysis could not work without this result.” However, that this need not always be the case was pointed out by Gouri´eroux and Monfort (1995) who state: “A model 2 nesting a model 1 does not necessarily encompass 1 ." In the following sub-sections four examples are presented of general models failing to encompass algebraic simplifications of themselves. Possible reasons for this phenomenon are then discussed.
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4.1 A linear parametric example Consider the two linear models by:
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8 where (zt ; ut ) are independent and identically distributed variables, with 1t and "1t asserted to be zero mean, constant variance Gaussian white noise processes, and the parameters and 0 = ( ; ) belong respectively to R+ and R + R + . Clearly, 1 seems to be nested within 2 in the sense that 1 corresponds to the special case of 2 in which  = 0; and the parameter space for is included in that of  : Then, 2 should be able to explain the results of its own sub-model, and so encompass 1 . However, in general, this is not the case. In the framework of Gouri´eroux and Monfort (1995), who proposed this example, whether or not 2 encompasses 1 depends on the DGP. For example, if the DGP were non-linear of the form: : yt = m0 (zt ; ut) + vt vt (0; 02) (6) 0
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and 2 are misspecified, and the pseudo-true value 0 of under 0 is the L projection of m0 (zt ; ut) onto the half line Ax defined by zt; 0 ; and 0 ; the pseudo-true value of  is the corresponding projection onto the cone Czu defined by



zt + ut; ;  0 (see figure 1 of Gouri´eroux and Monfort (1995)): The 2 pseudotrue value 2 =p lim ( b) = (0 ) of is in general different from 0 (i.e. 2 = (0 ) = 0 ), so then 2
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M does not encompass M in general. Gouri´eroux and Monfort (1995) further argue that M EM will occur though for those particular forms of the DGP in which = ( ) = : that
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One possible interpretation of this result is that whether or not a model encompasses a simplification of itself depends fortuitously on the nature of the unknown DGP. In this vein Gouri´eroux and Monfort (1995) argue that whenever the unknown DGP is nonlinear then the law of iterated projections will not apply in general, and so a larger model may not encompass an algebraic simplification of itself, as in the above example. However, if in the above example the parameter spaces are unrestricted so that R and  R2 and the assumption that zt and ut are identically independently distributed is dropped, but 2 now includes the false assertion that zt and ut are orthogonal, then even if the DGP were linear 2 would fail to encompass 1 : This example, was used by Govaerts, Hendry and Richard (1994) and Hendry (1995) to discuss the apparent anomaly of some models failing to encompass algebraic simplifications of themselves. The conclusion drawn by these authors was that as a result of the false assertion that zt and ut are orthogonal, 1 and 2 are non-nested - the orthogonality hypothesis having no role in 1 despite it being a part of the specification of 2 . Hence the problem is not simply associated with nonlinear DGPs. In particular, by reconsidering the models from the perspective of the joint density of (yt ; zt ; ut ), Hendry (1995) argues that the conditional model associated with 1 is not nested within the one associated with 2 . The anomaly for the linear example presented in this sub-section has a nonlinear counterpart, as shown in the next sub-section.
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4.2 A Nonlinear Parametric Example Let the two non-linear conditional models
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where f2 and g2 are two regular functions defined on R R . Since 1 is a special case (g2 = 0) of 2 it would appear to be nested in it, but it is not in general encompassed by 2 : The restrictions on the form of 2 , namely that the conditional mean of yt is additively separable in zt and ut ; will result in 2 failing to encompass 1 whenever the DGP does not have this property. For example, were the DGP to have the form of (6) then 2 1 will not hold, because the pseudo-true values of under 0 and under 2 differ, and so f2 (zt ; 0 ) = f2 (zt ; 2 ). Here again, the situation in terms of pseudo-true values, may be viewed as a sequence of projections which lead to different values of f2 : Hence the failure of 2 1 to hold arises because of a false auxiliary hypothesis involved in 2 ; which can be interpreted as rendering 2 and 1 non-nested.
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4.3 Comfac Example Mizon (1993) in the process of illustrating the importance of modelling in a framework which has a congruent general model, produced the following illustration of a model failing to encompass an algebraic simplification of itself (the example is explored in more detail in Mizon (1995b)): yt = zt + 3t 1 : yt = yt;1 + zt  zt;1 + "3t 2 :
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in which zt is a white noise process with constant variance z2 distributed independently of 3t and "3t . In this example it appears that 1 is nested within 2 with the restriction  = 0 rendering the models equivalent. However, when the DGP lies in the class of densities characterized by the stationary (  < 1) linear partial adjustment model:
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the pseudo-true value of b is 0 = , whereas the pseudo-true values respectively are given as the solutions of the equations:
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The solution for 0 is:
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when 0 is a root of the fifth order polynomial:



aZ + bZ + cZ + dZ + eZ + f = 0 5
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Further, the case 0 = 0;
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M ;pseudo-true value of b is  = ; but = if and only if  = 0 in which i; i thus implying that M EM if and only if the DGP lies in the class of static 2
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10 densities - the four roots on the unit circle are ruled out by the stationarity condition. Hence in general 2 = 0 = and so 2 does not encompass 1 despite the latter being an algebraic simplification of the former. Mizon (1995b) attributed this failure of 2 to encompass 1 to the false common factor auxiliary hypothesis implicit in 2 rendering it non-nested relative to 1 ; since the latter model does not involve the common factor hypothesis. Similar anomalies can arise in a nonparametric context, as the next sub-section shows for two nonparametric regression models.
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4.4 A Nonparametric Example
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Let 1 and 2 be two conditional models defined with respect to the conditional distribution yt (zt ; ut) but without any specified parametric form, when (zt ; ut) is the sigma field generated by zt and ut . 1 hypothesises that the conditional mean only includes zt , whilst 2 excludes the variable zt :
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Defining the functions f , and g to be the following conditional expectations :



f () = E [yt j zt = ] g() = E [yt j ut = ] yields the nonparametric non-nested regression models :



M : M : 1 2



yt = f (zt ) +  t yt = g(ut) + " t 4
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In this context a natural nesting model is:



M : yt = m(zt ; ut) +  t 4



where



m(zt ; ut) = E [yt j (zt ; ut)] which as a result of unrestrictedly conditioning on both zt and ut nests both M and M : Indeed, M is conditioned on the sigma-field  (zt ; ut ); generated by the variables (zt ; ut ), and so will encompass all nonparametric sub-models defined by hypotheses relating  (zt ; ut ) to sigma1
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will encompass 1 and 2 whatever the DGP is, fields included within it. Consequently, provided that the conditioning on  (zt ; ut ) is valid. A situation similar to the previous parametric ones, arises in considering the alternative ‘nesting’ model 0 : 0 : y = f (z ) + g (u ) +  t t t t
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M corresponds to the special case where g  0, and M corresponds to the special  0; and so they appear to be nested in M0: However, as a result of incorporating
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the restriction of additive separability in its specification 0 does not nest either 1 or 2 , both of which are defined with respect to the distribution yt  (zt ; ut ) with  (zt ; ut ) unrestricted. So 0 will not encompass the sub-models 1 and 2 : This problem can be described alternatively as one in which 0 is based on S 0 , the union of the sigma fields  (zt ) and  (ut ), and as such is not a sigma field itself without the restriction of additive separability. The next section provides a formal definition of congruence, which is then shown to be a sufficient condition for the anomaly discussed in this section not to occur.
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5 Congruence Congruence has been discussed in numerous places such as Hendry (1985), Hendry (1987), Hendry and Mizon (1990), and Mizon (1995a). From Hendry (1995) it can be defined in the following way. Models are said to be congruent when they have:



    



homoscedastic, innovation errors; weakly exogenous conditioning variables for the parameters of interest; constant, invariant parameters of interest; theory consistent, identifiable structures; data admissible formulations on accurate observations.
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Thus, for example, if g = fg (xt Xt;1 ;  )   R k is congruent it will be theory consistent (coherent with a priori theory), data coherent (coherent with observed sample information), and data admissible (coherent with the properties of the measurement system). Detailed explanations of each of these conditions, including discussion of how they might be tested, can be found in Hendry (1995) and Mizon (1995a). Theory consistency does not require that the model conform in all aspects to a very detailed statement of a theory, such as one associated with an inter-temporal optimization problem. Rather it requires that xt incorporate the relevant set of variables (transformed if necessary) to enable alternative densities to be specified that include the parameters of interest. Alternatively stated, a congruent model will be coherent with low level theory, and will provide a framework within which the hypotheses of high level theory can be tested. The requirement that the model errors are innovations with respect to Xt;1 ensures that all the information contained in linear functions of Xt;1 has been fully exploited. If this were not the case, then there is information already available that could improve the performance of the model, that is currently not used. Note that this requirement does not rule out the possibility of specifying the model error to be generated by a moving average process, such as t = t + t;1 for which t is not an innovation. What is required in such a case is that the white noise error t be an innovation with respect to Xt;1 . In each of the examples discussed in section 4 2 is not coherent with the ‘observed sample information’ and so is not congruent. If the feature of each of these 2 models that leads to the lack of congruence were removed, then they would each encompass the corresponding 1 model. Accordingly it would appear that a general model 2 which is congruent will encompass a simple model 1 that it nests. This surmise will be proved below as a corollary to the following formal definition of congruence.
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12 The interpretation of parsimonious encompassing presented in section 3.2 immediately suggests the following definition of congruence. Definition 4 (Congruence). A theory consistent, data admissible model  R k is congruent if and only if g p()LDGP at the g = fg (xt Xt;1 ; ) ;  point  = 0 when LDGP = Dx (xt Xt;1 ; ) ;   R s ; which means that g is a valid reduction of the local DGP. Equivalently g is congruent if and only if 2 (0 ) = 0 when  = () = (1()0 ; 2()0) = (0; 2()0) is an isomorphic reparameterization of  with @ @ 0 having full rank: Congruence therefore requires a model g , in addition to being data coherent (2 (0 ) = 0), to be defined with respect to a probability space that has a density function fx (xt Xt;1 ;  ) ; a set of variables xt ; and parameterization  ; that are capable of being (low level) theory consistent and data admissible. Though many models that are commonly used in econometrics are linear in variables and parameters, it is conceivable that the unknown LDGPs are nonlinear. Whilst finding a congruent nonlinear model would be invaluable, in its absence linear approximations may capture the main features of the data sufficiently well for there to be no evidence of non-congruence. Indeed such linear econometric models can be highly effective vehicles for economic analysis using available information, despite not being observationally equivalent to the LDGP. Further positive consequences of a model being congruent are considered in the next two sub-sections.
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5.1 General Models, Encompassing and Nesting From the example of Gouri´eroux and Monfort (1995) discussed in section 4 it might appear that whether a parametrically more general model will encompass a simplification of itself depends fortuitously on the nature of unknown LDGP. However, this ignores the possibility that models can be designed to ensure that they encompass simple cases of themselves. Although Gourieroux and Monfort argued that the LDGP can be such that 2 does not encompass its submodel 1 , they also provided a zone which defines a class of LDGPs which will enable 2 to encompass 1 . Since the LDGP is unknown and cannot be designed (except in situations like Monte Carlo simulation experiments), whereas models are artifacts that can be designed to have particular characteristics, it seems natural to consider what design features are required for models to encompass simplifications of themselves. Heuristically a congruent nesting model can be expected to encompass all sub-models of itself. Hence if a general model fails to encompass a simplification of itself it is possible that this has arisen as a result of the general model not being congruent or not nesting the simplification, or both. The examples in section 4 suggest that one model will encompass an algebraic simplification of itself if and only if there are no false auxiliary hypotheses implicit in the nesting model, which are not also an integral part of the ‘nested’ model. When a general model g is data coherent (i.e., 2 (0 ) = 0), it is a valid reduction of the LDGP and so will be able to explain the properties of all models nested within it, as the following lemma records.
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Lemma 5. Since a data coherent model is a valid reduction of the LDGP, and by definition the LDGP encompasses all models defined on the same probability space, a data coherent model will encompass all models nested within it.



13 A direct consequence of this lemma is the following corollary. Corollary 6. Since a congruent model is data coherent, it too will encompass all models nested within it. (i.e. if 2 (0 ) = 0 then g i i g)
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Hence congruence is a sufficient condition for a model to encompass models nested within it, and so provides a sufficient condition for the absence of the anomaly pointed out by Gouri´eroux and Monfort (1995). The fact that it is not necessary is illustrated by the following example. Let the set of variables agreed to be relevant for a particular problem be (yt; xt ; zt ; ut) ; and for the parameters of interest let (xt ; zt ; ut) be weakly exogenous variables,1 so that the LDGP lies in D(yt xt ; zt ; ut ) : Consider the models:
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M : yt = xt +  t  t  N (0;  ) M : yt = xt + zt + " t " t  N (0; " ) and note that in general M is not congruent since it wrongly excludes ut , and so is not a valid 1
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reduction of the LDGP. However, if it were the case that ut were orthogonal to both xt and zt , then 2 would encompass 1 despite 2 not being congruent. Further note that since congruence is a sufficient condition for the absence of the anomaly it will be possible for a non-congruent nesting model to encompass some, though not all, nested models. In fact, given that congruence cannot be directly established (see the discussion of testing congruence below) it is fortunate that congruence is a sufficient, but not necessary, condition for g s when s g . Equally, although congruence and nesting ensure that the nesting model encompasses the nested model, nesting alone does not ensure encompassing.
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5.2 General-to-specific Modelling In addition to providing a sufficient condition for the anomaly noted by Gouri´eroux and Monfort (1995) not to occur, congruence provides justification for the modelling strategy which seeks to evaluate alternative models of the phenomenon of interest in the framework of a congruent nesting model - see Hendry (1995), Mizon (1977b), Mizon (1977a) and Mizon (1995a). The above definitions, lemma, and corollary indicate that a good strategy to avoid misleading inferences is to test hypotheses such as s p( ) g only when g is congruent. Equally, they make it clear that the equivalence 1 2 1 p c requires c to be congruent, or at least data coherent (cf. Hendry and Richard (1989) and Hendry (1995)). Also note that since () is an isomorphic reparameterization of  it follows that  and 2 are variation free, which is a convenient property for a model like g to have given that the LDGP is in general unknown. However, despite  and 2 being variation free, fully efficient inference on  can only be obtained from g if it is congruent, that is when 2 = 0. It is therefore important to test models for congruence.
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6 Testing Congruence Unfortunately, the definition of congruence is non-operational since the LDGP (and hence its parameterization) are unknown, so that a test of the hypothesis 2 (0 ) = 0 is not feasible. To 1 This



is not an essential feature of the example, but simplifies the presentation.



14 the extent that part of 2 is known it would be possible to conduct a partial test of congruence, and this would be in the spirit of misspecification testing. Indeed, the fact that only a subset of 2 might be known, and hence part of the condition for congruence testable, reflects the fact that at best it is only possible to test necessary conditions for congruence. A commonly adopted strategy for testing congruence is to test the adequacy of a model against misspecification in particular directions, such as having residuals that are serially correlated and heteroscedastic, there being invalid conditioning, and parameter non-constancies. Indeed this is the basis of the definitions of congruence given in, for example, Hendry (1995) and Mizon (1995a). In the present context misspecification testing applied to g in order to assess its congruence can be characterized as testing the m hypotheses i = 0 for g p ig when the augmented models are given i by ig = fgi (xt Xt;1 ;  ;i ) ;  ;i R , with fgi (xt Xt;1 ; ;0) = fg (xt Xt;1 ;  ) 0 and the i s might be residual serial correlation coefficients, parameter changes, or heteroscedasticity parameters. Note that in cases were 2 (0 ) = 0 the non-congruence of g can exhibit itself in many different 0i s being non-zero. For example, a shift in a long run equilibrium of a system often results in serially correlated residuals. This illustrates the well known fact that it is often (usually) inappropriate when an hypothesis i = 0 (such as zero residual serial correlation) is rejected, to modify the tested model g in the direction of the alternative hypothesis for the misspecification test (e.g. by introducing a serially correlated error process). See inter alia Mizon (1995b) for further discussion of this point. In the present context notice also that for a test of misspecification not to yield potentially misleading information it is necessary that the completing model ig encompass g . This accords with the quotation from i does not ensure that i Hendry (1995) given in section 4, but note that g g . To g g the extent that the misspecification hypotheses i = 0 for i = 1; 2; :::m are not orthogonal to each other this poses a problem. Were each ig congruent the problem would disappear, but fortunately congruence of ig is not essential for misspecification testing of g provided that the investigator does not adopt ig as the preferred model if i = 0 is rejected. Since the LDGP is not known thus implying that 2 () is unknowable, whereas  can be estimated, the following restricted definition of parsimonious encompassing might be considered as the basis for an alternative way to test congruence.
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Definition 7 (Restricted Parsimonious Encompassing). Model s parsimoniously encompasses another model g with respect to ; ( s p () g ) if and only if :
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Note that the encompassing comparison is made with respect to ; the parameter of the nested model s, rather than  of the nesting model g : However, the implicit null hypothesis (see Mizon and Richard, 1986) associated with this definition has the same basic form as that of a Hausman specification test statistic Hausman (1978), namely the hypothesis that the contrast between the pseudo true value of  in s and that of  in g (when  is reparameterized as 0 = (0 ; 0)) is zero. Hence this hypothesis does not define a valid reduction from g : Indeed, as shown by Holly (1982), the implicit null hypothesis holds if either (i) ( ) = 0 @ 2 Lg = 0. The fact that (ii) does not ensure that or (ii) plimT !1 T ;1 @@ s contains all information relevant for inference on  highlights the limitation of this approach. This is there-
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15 fore not a promising route for testing for valid reductions from a fully specified alternative (e.g. s p () g ), and thus not for specification testing. On the other hand when g is not a serious alternative to s but simply a vehicle for testing the adequacy of s , then testing the hypothesis s p () g can be useful as a misspecification test. Hence the role of such restricted parsimonious encompassing hypotheses seems to lie in misspecification testing rather than specification testing (see Mizon, 1977a for discussion of this distinction). Thus there is a potential role for testing restricted parsimonious encompassing hypotheses of the type g p () ig when ig is not a serious alternative to g but simply a vehicle for indirectly testing the congruence of g .
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7 Empirical Illustration As a means of illustrating many of the concepts discussed in this chapter this section contains analysis of data generated from an artificial LDGP. Using artificial data, rather than observed macro time series data, has the advantage of allowing the LDGP to be designed precisely to illustrate the chosen concepts. In particular, the LDGP is known, as is the equivalence set of representations for it, and thus for this special circumstance they provide clear benchmarks against which empirical models can be compared. For the particular sample of data generated, the alternative representations of the LDGP which are known to be observationally equivalent can be estimated. In addition, there are other empirical models, which despite not being observationally equivalent to the LDGP, display no evidence of misspecification, and so cannot be rejected as congruent models. Consider a situation in which the variable to be modelled yt ; and an unrelated (and thus noncausal) variable zt ; are generated by: 
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when (1;t ; 2;t )0 = t NI (0; I2 ) : Hence yt is generated from an ARMA(1; 1); and zt from an independent white noise process. An observationally equivalent representation of this LDGP is given with the first equation of (7) replaced by:
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with i = (  )i [ + ]: Note that i 0 as i for  < 1 and  < 1 so that a finite order autoregression will give a good approximation to (8) under these conditions. Further, although this particular LDGP has two observationally equivalent representations, the one involving the moving average error format in (7) might be preferred on grounds of parsimony if the LDGP were known. In fact, this ARMA(1; 1) format was used to generate the sample of T = 100 observations on yt and zt (with  = 0:9 and  = 0:5), rather than the less tractable AR( ) representation in (8). However, in practice the LDGP is not known and the best that can be done is to compare the relative merits of alternative empirical models.
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16 The following analysis illustrates how it is possible to find more than one empirical model for which in the sample there is no evidence of misspecification so that the hypothesis of congruence is not rejected, even though all but one of the models differ in the population from the LDGP. Hence, although in the population a congruent model is observationally equivalent to the LDGP, a model for which the hypothesis of congruence has not been rejected need not be equivalent to the LDGP. However, an important feature of models that are empirically congruent is that they are indistinguishable from the LDGP on the basis of sample information. Further empirically congruent models have properties in the sample similar to those of the LDGP in the population, namely: (i) they will encompass models nested within them; (ii) they provide a valid basis against which to test reduction or simplification hypotheses; and (iii) they are able to successfully predict the properties of other models (see Hendry, 1995 for a discussion of misspecification encompassing). Consider the following classes of empirical model:



M



M : yt =  + Pyt; + u ;t + Pu ;t; M : yt =  + Pi ;iyt;i + i  ;izt;i + u ;t M : yt =  + i ;iyt;i + u ;t 1
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is an ARMA(1; 1) and includes the LDGP at 1 = 0; 1 = 0:9 and 1 = 0:5; plus E(u1;t ) = 0; Cov(u1;t; u1;s) = 0 t = s; and V(u1;t) = 1. 2 is an autoregressive-distributed lag model AD(4; 4); and although it does not include the LDGP so it is not congruent in the population, the hypothesis of congruence is not rejected in sample. 3 is a fifth order autoregression AR(5); which neither includes nor is equivalent to the LDGP, but is a finite order truncation of (8). As a preliminary to considering simplifications of them, these three models are now estimated and diagnostic statistics used to assess the evidence for their misspecification. First, the LDGP, 1 ; was estimated and the particular sample evidence for misspecification assessed. The parameter point estimates and standard errors and the residuals u b1;t were calculated using the exact maximum likelihood estimation option for linear regression models with moving average errors in Microfit (see Pesaran and Pesaran, 1997). The diagnostic statistics were calculated in PcGive (see Doornik and Hendry, 1996), which was used together with PcGets (see Krolzig and Hendry, 2000) for the other results reported in this section. The diagnostic statistics reported are: single equation residual standard deviations ^ , Far (p; ) a Lagrange multiplier test of pth order residual serial correlation, Fhet a test of residual heteroscedasticity, Farch(q; ) a test of q th order residual autoregressive heteroscedasticity, 2norm (2) a test of residual normality; AIC the Akaike information criterion, and SC the Schwarz information criterion (see Hendry and Doornik, 1996 for more details). 1
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yt = ; 0:1522 + 0:9188 yt; + ub ;t+ 0:4483 ub ;t; : : : (0 164)
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(10) R = 0:919; s = 1:0357; T = 99; AIC = 0:100; SC = 0:179 Far (5; 93) = 0:24[0:94]; Farch(4; 90) = 0:70[0:59] Fhet(2; 94) = 0:29[0:75]; norm(2) = 0:21[0:90] The point estimates of ;  and  are close to, with none of them significantly different from, 2
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their population values, and there is no evidence of misspecification in the model. Hence this



17 particular sample of data is capable of providing accurate estimates of the LDGP, and does not give any indication of non-congruence via the reported diagnostic statistics. The estimates for 2 are:



M ybt = ; 0:075 + 1::40 yt; ; 0::59 yt; + 0::10 yt; + 0::03 yt; : (0 12)
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+ 0::06 zt ; 0::16 zt; + 0::01 zt; + 0:002 zt; + 0::04 zt; : (0 11)
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R = 0:924; s = 1:0313; T = 96; AIC = 0:160; SC = 0:427 Far (5; 81) = 0:30 [0:91]; Farch(4; 78) = 0:92 [0:46] Fhet(18; 67) = 0:88 [0:61]; norm (2) = 0:17 [0:92] 2
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Again there is no evidence of misspecification in this estimated model, so 2 also provides a valid basis from which to test the validity of reductions. Note in particular that 2 includes the irrelevant non-causal variables zt ; zt;1 ; :::zt;4 ; none of whose estimated coefficients is significantly different from zero. In addition, the estimated coefficients of yt;1 and yt;2 are close to 1 = 1:4 and 2 = 0:7; whilst those of yt;3 and yt;4 corresponding to 3 = 0:35 and 4 = 0:175 are not significantly different from these values or zero. The fact that none of the diagnostic statistics indicates non-congruence implies that the fourth order autoregression within 2 provides a good approximation to LDGP. The results from estimating 3 also yield a model with no evidence of misspecification, and suggest that an AR(2) provides a good representation of these sample data.
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; 0::08 + 1::39 yt; ; 0::61 yt;
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+ 0::14 yt; ; 0::01 yt; + 0::02 yt; (0 20)
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(12)



R = 0:920; s = 1:0278; T = 95; AIC = 0:116; SC = 0:277 Far (5; 84) = 1:53 [0:19]; Farch(4; 81) = 1:102 [0:36] Fhet(10; 78) = 0:82 [0:61]; norm (2) = 0:29 [0:86] 2
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On the basis of results so far it is concluded that: (a) estimating ‘general’ models involving the available data for yt and zt yields three models for which the hypothesis of congruence is not rejected, only one of which is equivalent to the LDGP; (b) the irrelevant non-causal variables zt ; zt;1 ; :::zt;4 are not falsely indicated to be relevant; (c) the informal general-to-specific modelling within the autoregressive-distributed lag class of model reported above works well; (d) estimating 1 which includes the LDGP works best in terms of point estimates and goodness of fit adjusted for loss of degrees of freedom in higher dimensional parameterizations - see the AIC and SC values.
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Although the use of information criteria to choose amongst congruent models as referred to in (d) leads to the choice of 1 ; it is clear that both 2 and 3 can be simplified and so
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further evaluation of their merits is in order. Note that 1 ; 2 and 3 are non-nested models and so strictly are only alternatives to each other in the context of an embedding model, such as the minimum completing model:



M : yt =  + Pi ;iyt;i + Pi  ;izt;i + u ;t + u ;t; 4
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which is an AD(5; 4)MA(1). When estimated using Microfit, this model too exhibited no evidence of misspecification as the following results show.



yt = ; 0::12 + 0::77 yt; + 0::31 yt; ; 0::33 yt; + 0::13 yt; + 0::02 yt; (0 19)
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+ 0::06 zt ; 0::13 zt; ; 0::06 zt; + 0::03 zt; + 0::03 zt; + ub ;t+ 0::65 ub ;t; (0 11)
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R = 0:924; s = 1:0362; T = 95; AIC = 0:188; SC = 0:511 Far (5; 78) = 0:99 [0:43]; Farch(4; 75) = 1:33 [0:27] Fhet(20; 62) = 0:73 [0:78]; norm (2) = 0:16 [0:93] 2
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(14) It is important to note that typically models with moving average errors will only be considered if a general model with such an error is specified. In fact, regarding 2 and 3 as alternative general and unrestricted models (GUMs), it is seen that it is possible to get GUMs which exhibit no evidence of non-congruence without specifying moving average errors. However, for these sample data once the MA(1) error specification is entertained the estimated moving average coefficient remains significant in all simplifications that have no evidence of misspecification. Indeed, applying a simplification strategy of sequentially deleting the least significant variable until all remaining variables are significant, results in 1 being selected. If the MA(1) error specification is not considered then the minimum completing model for 2 and 3 is an AD (5; 4); which is (13) with 4 = 0: Denoting this model as 5 and estimating it yields the following results, which also reveal no evidence of misspecification:
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ybt = ; 0::08 + 1::40 yt; ; 0::58 yt; + 0::07 yt; + 0::06 yt; ; 0::01 yt; (0 13)
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+ 0::06 zt ; 0::16 zt; + 0::02 zt; + 0::01 zt; + 0::03 zt; (0 11)
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R = 0:922; s = 1:0416; T = 95; AIC = 0:190; SC = 0:486 Far (5; 79) = 1:22 [0:31]; Farch(4; 76) = 0:91 [0:47] Fhet(65; 18) = 0:75 [0:76]; norm (2) = 0:21 [0:90] 2
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For models in the autoregressive-distributed class a computer-automated general-to-specific modelling strategy has been implemented in PcGets (see Krolzig and Hendry, 2000), and this was applied to 5 : The computer program PcGets first tests a GUM for congruence, then conducts variable elimination tests for ‘highly irrelevant’ variables at a loose significance level (25% or 50%, say) in order to simplify the GUM. The program then explores the many paths that can be used to simplify the GUM by eliminating statistically-insignificant variables on Fand t-tests, and applying diagnostic tests to ensure that only valid reductions are entertained.
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19 This ensures that the preferred model in each path is congruent. Encompassing procedures and information criteria are then used to select a model from this set of congruent models. As a final check of model adequacy, the constancy of the chosen model across sub-samples is tested. Using 5 as a congruent GUM, and applying PcGets finds the following AR(2) (denoted by 6 below) as a unique valid reduction:
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ybt = ; 0::11 + 1::34 yt; ; 0::41 yt; (0 12)
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R = 0:918; s = 1:0230; T = 95; AIC = 0:077; SC = 0:157 Far (5; 87) = 0:76 [0:58]; Farch(4; 84) = 1:31 [0:27] Fhet(4; 87) = 0:23 [0:92]; norm(2) = 0:67 [0:72]
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Hence the application of PcGets to these data selects 6 as a congruent reduction of 5: This is in conformity with the results in Hendry and Trivedi (1972) and Hendry (1977) which note that an MA(p) is well approximated in terms of goodness of fit by an AR(p); so that an ARMA(p; q) will be well approximated by an AR(p + q): In the case of 1 p = q = 1 so that the AR(2) in 6 is expected to provide a good approximation to 1 : Given that 1 ; 2 ; ::: 6 are all empirically congruent it is interesting to compare their goodness of fit and the values of the AIC and SC information criteria. From inspection of Table 1 the best fit, as judged by the residual sum of squares (RSS ), is obtained as to be expected by the most profligate parameterization, namely 4 : The other over-parameterized models 5 , 2 and 3 also perform well in goodness of fit. However, these four models are strongly dominated in terms of information criteria by 1 and 6 ; with 1 being preferred to 6 despite each model have three parameters plus the residual variance to be estimated.
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1 2 3 4 5 6



AIC 0:04266 0:159973 0:115911 0:18867 0:19012 0:05630



Table 1



SC 0:09643 0:42709 0:27721 0:51127 0:48583 0:10973
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RSS Rank 95:0531 1 91:46786 4 94:01662 3 89:1141 5=6=6 91:14155 6=5=5 97:41528 2



The results for these estimated models can also be used to illustrate that a congruent model will be able to predict the properties of other models, particularly those nested within it. For example, 6 (an AR(2)) which is empirically congruent and a valid reduction of 5 , predicts that the errors of the following parsimonious models AR(1); AD (1; 1); AD (1; 0) and AD (0; 0)
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20 will all be serially correlated. This is indeed the case as the results in the Table 2 show: Table 2



Far (5; ) Farch(4; ) norm (2) Fhet(; ) 3: :58 0::24 0::05 0::89 3: :68 0::44 0::09 0::80 3: :55 0::43 0::02 0::08 198 :0 73: :53 4::80 1::54 :  2
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[0 99]



[0 92]
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[0 22]
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[0 00]



RSS 119:717 120:514 121:599 1286:19



SC 0:376 0:336 0:298 2:646



Finally, note that using the SC to select amongst the models in Table 2 would result in the AR(1) model being selected, despite its non-congruence. Indeed, using the SC criterion results in the AR(2) model being preferred to all models other than the 1; 6 and 3 . Hence selecting models solely on the basis of information criteria such as the SC , and paying no attention to the congruence of the alternative models, can result in a model being selected that is parsimoniously parameterized but misspecified. Noting that inferences based on misspecified models can be very misleading, are not exploiting relevant information that is already available, illustrates the value of seeking congruent and encompassing models and of adopting a general-to-specific modelling strategy.
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8 Conclusions In this chapter the relationship between alternative econometric models and the LDGP has been considered. In particular, an econometric model has been defined to be congruent if and only if it parsimoniously encompasses the LDGP. In the population this implies that a congruent model is observationally equivalent to the LDGP, and that they mutually encompass each other. Hence by definition a congruent model contains the same information content as the LDGP. The fact that alternative parameterizations for a given density can exist means that the LDGP can be a member of an equivalence set of models. The principle of, ceteris paribus, preferring parsimonious to profligate parameterizations can be applied to select the simplest representation of the LDGP (e.g., preferring the ARMA(1; 1) representation over the AR( ) in section 7). However, congruence so defined is not directly testable in practice, and as a result is tested indirectly via tests for evidence of misspecification. Consequently, when the hypothesis of congruence is not rejected using sample data, this means that the present use that has been made of the available information has been unable to distinguish between the model and the LDGP. In section 7 this was illustrated by the AR(2) model providing an excellent approximation to the LDGP - an ARMA(1; 1): Another feature of empirically congruent models is that they mimic the properties of the LDGP: they can accurately predict the misspecifications of non-congruent models; they can encompass models nested within them; and they provide a valid statistical framework for testing alternative simplifications of them. The fact that there can be more than one empirically congruent model means that it is important to evaluate their relative merits, and this can be done via encompassing comparisons. A very powerful way to find congruent and encompassing models in practice is to use a general-to-specific modelling strategy, beginning from a



1



21 congruent GUM. Finally, the arguments in this chapter apply equally to econometric systems and single equation models. The empirical analysis in section 7 only considers single equation models to keep the illustration simple.
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