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Preface



If you’re going to own only one book on digital filters, this is the one to have. If you already own several, you need this book anyway-it contains quite a lot of useful information not available in any other book. I wrote this book for individuals faced with the need to design working digital filters-it is not intended as an academic text. All the necessary theoretical background is provided in the early chapters, and practical digital filter design techniques are provided in the later chapters. These design techniques are supported by numerous computer routines written in the C programming language. The techniques and programs presented in this book will prove to be very useful to engineers, students, and hobbyists engaged in the design of digital filters. All of the programs in this book were written and tested using Think C for the Apple Macintosh computer. I made a conscientious effort to limit the programs to the ANSI standard subset of Think C and to avoid any machine dependencies. Potential efficiencies were sacrificed for the sake of portability and tutorial clarity. However, a few specific items need to be pointed out: 1. Constants used by several different functions are collected into a single “include” file called g1obDefs.h ( a listing of this file is provided in App. A). The “new” style of ANSI prototyping was used throughout all of the software generated for this book. All the pertinent prototypes are collected in a file called protosh, which is provided in App. B. 2. Nice long file names such as computeRe ezAmp1itude.c are ? ines l file names are allowed on the Macintosh, but on MS-DOS mac limited to eight characters plus a three-character extension. Except for the two header files mentioned above, all the files on the accompanying disk have names that are keyed to the chapter number in which the listing appears. xv



xvi



Preface



3. I found it convenient to define a new type real that is the same as double. For use on machines with limited memory, real could be redefined as float to save memory, but accuracy could suffer. Being a long-time Fortran user, I also found it convenient to create a logical type. The lack of intrinsic complex types in C was overcome via a complex structure definition, and a set of complex arithmetic functions is detailed in App. C. Britt Rorabaugh



Chapter



Mathematical Review



Electronic signals are complicated phenomena, and their exact behavior is impossible to describe completely. However, simple mathematical models can describe the signals well enough to yield some very useful results that can be applied in a variety of practical situations. Furthermore, linear systems and digital filters are inherently mathematical beasts. This chapter is devoted to a concise review of the mathematical techniques that are used throughout the rest of the book. 1.1 Exponentials and Logarithms Exponentials



There is an irrational number, usually denoted as e, that is of great importance in virtually all fields of science and engineering. This number is defined by



Unfortunately, this constant remains unnamed, and writers are forced to settle for calling it ‘‘the number e” or perhaps “the base of natural logarithms.” The letter e was first used to denote the iarational in (1.1) by Leonhard Euler (1707-1783), so it would seem reasonable to refer to the number under discussion as “Euler’s constant.” Such Is not the case, however, as the term Euler’s constant is attached t o the constant y defined by N



0.577215664. ’ .



The number e is most often encountered in situations where it raised to some real or complex power. The notation exp(x) is often used in place of e x , since 1
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the former can be written more clearly and typeset more easily than the latter-especially in cases where the exponent is a complicated expression rather just a single variable. The value for e raised to a complex power z can be expanded in a n infinite series as exp(z)



=



zn 1n!



(1.3)



n=O



The series in (1.3) converges for all complex z having finite magnitude. Logarithms



The common logarithm, or base-10 logarithm, of a number x is equal to the power to which 10 must be raised in order to equal x: y



= log,,



x



0



x



= 1oy



(1.4)



The natural logarithm, or base-e logarithm, of a number x is equal to the power to which e must be raised in order to equal x: y = log,



x



o



x



= exp(y)



= eY



(1.5)



Natural logarithms are also called napierian logarithms in honor of John Napier (155&1617), a Scottish amateur mathematician who in 1614 published the first account of logarithms in Mirifici logarithmorum canonis descripto (‘‘A Description of the Marvelous Rule of Logarithms”) (see Boyer 1968). The concept of logarithms can be extended to any positive base b, with the base-b logarithm of a number x equaling the power to which the base must be raised in order to equal x : y = log,



x



9



x



= by



(1.6)



The notation log without a base explicitly indicated usually denotes a common logarithm, although sometimes this notation is used to denote natural logarithms (especially in some of the older literature). More often, the notation In is used to denote a natural logarithm. Logarithms exhibit a number of properties that are listed in Table 1.1.Entry 1 is sometimes offered as the definition of natural Iogarithms. The multiplication property in entry 3 is the theoretical basis upon which the design of the slide rule is based. Decibels



Consider a system that has a n output power of Poutand an output voltage of Vout given an input power of Pinand a n input voltage of Vin. The gain G, in decibels (dB), of the system is given by (1.7)



Mathematical Review



3



TABLE 1.1 Properties of Logarithms



2.



d 1 -((In%)=dx X



4.



log,



5.



log,(y*) = x log,y



x>O



;= -log,x



If the input and output impedances are equal, (1.7) reduces to



Example 1.1 An amplifier has a gain of 17.0 dB. For a 3-mW input, what will the output power be? Substituting the given data into (1.7) yields



17.0 dB = 10 log,, Solving for



-



(3



xp;-3)



Po,,then produces Po,,= (3 x 10-3)10(17/10) = 1.5 x lo-'



= 150 mW



Example 1.2 What is the range in decibels of the values that can be represented by an &bit unsigned integer? aotu~on



The smallest value is 1, and the largest value is 28 - 1=i 255. Thus 20 log,,(?)



= 48.13 dB



The abbreviation dBm is used to designate power levels relative to 1 milliwatt (mW). For example: 30 dBm = 10 log,,



P = (10-3)(103)



-



(1C3)



= 100 = 1.0



w



4



1.2



Chapter One



Complex Numbers



A complex number z has the form a + b j , where a and b are real and j = The real part of z is a, and the imaginary part of z is b. Mathematicians use i to denote but electrical engineers use j to avoid confusion with the traditional use of i for denoting current. For convenience, a bj is sometimes represented by the ordered pair (a, b). The modulus, or absolute value, of z is denoted as IzJand is defined by



fi.



G,



+



(1.9)



The complex conjugate of z is denoted as z" and is defined by (1.10)



Conjugation distributes over addition, multiplication, and division: (1.11) (1.12) (1.13) Operations on complex numbers In rectangular form



Consider two complex numbers:



z,=a+bj



z2=c+dj



The four basic arithmetic operations are then defined as



q+z~=(a+c)+j(b+d)



(1.14)



z1- z2 = (a - c) +j ( b - d )



(1.15)



z1z2= (ac - b d ) +j ( a d + bc)



(1.16)



21 ac + b d -=z2 c 2 + d 2



bc - a d +jc2+d2



(1.17)



Polar form of complex numbers



A complex number of the form a + bj can be represented by a point in a coordinate plane as shown in Fig. 1.1. Such a representation is called an Argand diagram (Spiegel 1965) in honor of Jean Robert Argand (1768-1822), who published a description of this graphical representation of complex num-
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z=a+bj



Argand diagram rep resentation of a complex number. Flgun 1.1



I



Q



Rdz)



bers in 1806 (Boyer 1968). The point representing a + bj can also be located using an angle 8 and radius r as shown. From the definitions of sine and cosine given in (1.25)and (1.26) of Sec. 1.3,it follows that a = r cos 8



z = r cos 8



Therefore,



b = r sin 8



+j r sin 8 = r( cos 8 +j



sin 8)



(1.18)



The quantity (cos 8 + j sin 8) is sometimes denoted as cis 8. Making use of (1.58) from Sec. 1.3, we can rewrite (1.18) as z = r cis 8 = r exp( j 8 )



(1.19)



The form in (1.19)is called the polar form of the complex number z. Operations on complex numbers in polar form



Consider three complex numbers: z = r(cos 8



+j sin 8) = r exp( j 8 )



z, = r,(cos 8, + j sin 8,) = r, exp( j8,) 2,



= r, (cos 8,



+j sin 8),



= r, exp( j8,)



Several operations can be conveniently performed directly upon complex numbers that are in polar form, as follows. Multiplication



zlz2= r,r2[cos(8,+ 8,) + j sin(8, + O,)] = r1r2 eXP[j(el+ Wl



( 1.20)
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Division



(1.21) Powers



z n = rn[cos(n8) + j sin(n8)l = r n exp( jn8)



(1.22)



Roots



=rl/nexp[ j ( 0



+ 2k.n)]



k = 0 , 1 , 2 , ...



(1.23)



Equation (1.22) is known as De Moivre's theorem. In 1730, an equation similar to (1.23) was published by Abraham De Moivre (1667-1754) in his Miscellanea analytica (Boyer 1968). In Eq. (1.23), for a fixed n as k increases, the sinusoidal functions will take on only n distinct values. Thus there are n different n t h roots of any complex number. Logarithms of complex numbers



For the complex number z = r exp( je), the natural logarithm of z is given by In z = In[r exp( JO)]



+ 2kn)]} = (In r) + j ( 8 + 2kn) = ln{r exp[j(O



k = 0, 1, 2, . . .



(1.24)



The principal value is obtained when k = 0. 1.3 Trigonometry



For x , y , r, and 8 as shown in Fig. 1.2, the six trigonometric functions of the angle 8 are defined as Sine: Cosine:



s i n e = Y-



(1.25)



r



X



cos 8 = r



(1.26)
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Tangent:



tan 6



Cosecant:



r csc 8 = -



=Y X



Y



r sec 6 = -



Secant:



(1.27) (1.28) (1.29)



X



X



cot 6 = -



Cotangent:



7



Y



(1.30)



Phase shlftlng of slnusolds



A number of useful equivalences can be obtained by adding particular phase angles to the arguments of sine and cosine functions:



(



+ 2nn) sin(ot) = sin(wt + 2nn)



cos(ot) = cos(ot



3



+-



(1.31)



n = any integer



(1.32)



n = any integer



(1.33)



cos(ot) = sin ot



(1.34)



+ ( 2 n + l)n] sin(wt) = -sinlot + (2n + l)n] cos(ot) = cos[ot



n = any integer n = any intieger



(1.35) (1.36)



Trigonometric Identities



The following trigonometric identities often prove useful in the design and analysis of signal processing systems. sin x t a n x =cos x



(1.37)
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sin( -x) = -sin x



(1.38)



cos( -x) = cos x



(1.39)



tan( -x) = -tan x



(1.40)



+ sin2x = 1 cos2x = '/2 [ 1 + cos( 2x)]



(1.42)



sin(x fy) = sin x)( cos y ) & (cos y)( sin y )



(1.43)



F (sin x)(sin y )



(1.44)



cos2x



cos(x f y ) = (cos x)( cos y )



tan(x + y ) =



(1.41)



+



(tan x) (tany) 1- (tan x)( tan y)



(1.45)



sin(22) = 2( sin x)( cos x)



(1.46)



cos(2x) = cos2 x - sin2x



(1.47)



tan(2x) =



2( tan x) 1- tan2x



(1.48)



+ cos(x - y)] (cos x)( cos y ) = '/2 [ cos(x f y) + cos(x - y)] (sin x)(cosy) = '/z [sin(x + y) + sin@ - y)] x-Y (sin x) + (sin y) = 2 sin x+y cos 2 2



(sin x)( sin y ) = '/z [ - cos(x + y )



x +Y (sin x) - (sin y ) = 2 sin x--Y cos 2



(cos x)



2



+ ( c o s y ) = 2 cos +%os- x - Y 2 2



A cos(wt + +) + B cos(wt + +) = c C



(1.50) (1.51) (1.52) (1.53) (1.54)



x+y x-y (cos x) - (cosy ) = - 2 sin -sin 2



(1.49)



2



(1.55)



+ e)



(1.56)



+ B sin(wt + 4) = C cos(wt + 0)



(1.57)



O S ( ~ ~



+



where C = [A2 B 2 - 2AB cos($ - 49)] 1/2



+ B sin 4 + + B cos I$



A sin 49 A cos



(



8 =tan-'



A cos(wt + @)



+



)



where C = [ A 2 B 2 - 2AB sin($ - +)I 6 = tan-l



A sin I(/ - B cos $ A cos I(/ + B sin $



lI2
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Euier's identities



The following four equations, called Euler's identities, relate sinusoids and complex exponentials.



+j sin x



(1.58)



= cosx-jsinx



(1.59)



eJx= cos x e-'X



ejx



+



cos x =



-jx



(1.60)



2



(1.61) Series and product expansions



Listed below are infinite series expansions for the various trigonometric functions (Abramowitz and Stegun 1966). (1.62) (1.63)



f(



- l)n22nBznxzn-



cotx = n = O sec x



(Zn)!



( - l)nEZnx2n C n=O (Zn)! cO



=



1x1 < 7t 71



1x1 < 2



(1.65) (1.66)



Values for the Bernoulli number B, and Euler number E,, are listed in Tables 1.2 and 1.3, respectively. In some instances, the infinite product expansions for sine and cosine may be more convenient than the series expansions.



n (I-&) cc



sinx=x



(1.68)



n=l



(1.69)
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TABLE 1.2 Bernoulli Numbers



TABLE 1.3



Euler Numbers



B, = N / D B, = 0 for n = 3,5,7,.



En = 0



for n = 1, 3,5,7,



n



N



D



0 1 2 4 6 8 10 12 14 16 18 20



1 -1 1 -1 1 -1 5 -691 7 -3617 43867 - 174611



2 6 30 42 30 66 2730 6 510 798 330



n



0 2 4 6 8 10 12 14 16 18 20



1



En 1 -1 5 -61 1385 - 50521 2,702,765 - 199,360,981 19,391,512,145 -2,404,879,675,441 370,371,188,237,525



Orthonormality of sine and cosine



Two functions &(t) and &(t) are said to form an orthogonut set over the interval [0, TI if (1.70)



The functions &(t) and &(t) are said to form an orthonormal set over the interval [0, TI if in addition to satisfying (1.70) each function has unit energy over the interval (1.71)



Consider the two signals given by



&(t) = A sin(o,t)



(1.72)



&(t) = A



(1.73)



COS(~,~)



The signals 41 and & will form an orthogonal set over the interval [0, TI if w,T is an integer multiple of n. The set will be orthonormal as well as orthogonal if A 2 = 2/T. The signals 41and 42 will form an approximately orthonormal set over the interval [0, TI if w,T & 1 and A' = 2/T. The orthonormality of sine and cosine can be derived as follows.
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Substitution of (1.72) and (1.73) into (1.70) yields PT



J



rT



$l(t)



42(t)dt = A 2 J sin mot cos mot dt



0



0



$ l [sin(oot+ T



=



=$l



mot)



+ sin(wot - coot)]dt



T



sin20,t d t



=-



A2 (1- cos 200 T ) 400T



--



(1.74)



Thus if wo T is an integer multiple of n, then cos( 2 0 , T ) = 1 and @1 and 4' will be orthogonal. If ooT % 1, then (1.74) will be very small and reasonably approximated by zero; thus 41 and 42 can be considered as approximately orthogonal. The energy of &(t) on the interval [0, TI is given by T



t



sin 20,t = A 2 ( i400 - )It=o



- A 2 -T_ sin 20,T - (2 400



(1.75)



For 41 to have unit energy, A 2 must satisfy (1.76) When ooT = nn, then sin 2w0T = 0. Thus (1.76) reduces to (1.77) Substituting (1.77) into (1.75) yields



E1=l-



sin 2 0 , T 20, T



(1.78)



When wo T 9 1, the second term of (1.78) will be very sQall and reasonably approximated by zero, thus indicating that b1 and d2 are approximately orthonormal. In a similar manner, the energy of 42(t)can be found to be T



E2 = A 2



cos' mot dt



T



= A 2 -+ (2



sin 20, T 400



(1.79)
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Thus



E2=1 1.4



if.=&



and w,T@1



Derivatives



Listed below are some derivative forms that often prove useful in theoretical analysis of communication systems. d dx



du dx



- sin u = cos u d dx



-COSU=-sinu-



du dx



(1.80) (1.81)



-tanu=sec2u--=--



du dx



du cos2udx



(1.82)



d -cot24



du dx



1 du sin'udx



(1.83)



du sinu du =-dx cos'udx



(1.84)



d dx



1



=csc2u-=--



dx



d dx



- sec u = sec u tan u d dx



- csc u = -csc



u



du



-COSU~U



cot u - = -dx sin2u dx



-d e"=e"-



(1.85)



du dx



(1.86)



d 1 du --nu=-dx u dx



(1.87)



dx



d



-1ogu dx



log e du



=--



u



dx



(1.88) (1.89)



Derlvatives of polynornlal ratios



Consider a ratio of polynomials given by C(S) =-A(s)



B(s)



B(s) # O
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The derivative of C(s) can be obtained using Eq. (1.89) to obtain d ds



d ds



d ds



- C(S)= [B(s)]-'- A(s) - A(s)[B(s)] -'-B(s)



(1.91)



Equation (1.91) will be very useful in the application of the Heaviside expansion, which is discussed in Sec. 2.6. 1.5



Integration



Large integral tables fill entire volumes and contain thousands of entries. However, a relatively small number of integral forms appear over and over again in the study of communications, and these are listed below.



1:



dx = In x



(1.92) (1.93)



s s



s s s



1 a



(1.95)



1 cos(ax) dx = - sin(ax)



(1.96)



a



+ b) dx = --a1 cos(ax + b)



COS(UX + b ) dx = -a1 sin(ax + b) X



x sin(ax) dx = -- cos(ax) a



1 +2 sin(ax) a 1 a



X



x cos(ax) dx = - sin(ax) + 7cos(ap)



s s



a



x



1



(1.98) (1.99) (1.100) (1.101)



x sin2ax =-+2 4a



(1.102)



x 2 sin ax dx = 7(2ax sin ax a



(1.97)



sin2ax 4a



sin'axdx =--2



cos'axdx



s



(1.94)



sin(ax) dx = -- cos(ax)



sin(ax



s s



ax - 1 xe"" dx = -e a2



+ 2 cos ax - a2x2cos ax)



(1.103)
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s



1 x 2 COB ax dx = - (2ax cos ax - 2 sin ax



a3



s



sin3x dx = - '/3 cos x(sin2x



I



c0s3x dx = '/3 sin x(cos2x



I



+ a2x2sin ax)



+ 2)



(1.105)



+ 2)



(1.106)



sin x cos x dx = s/, sin2x



s



sin(mx) cos(nx) dx =



s



(1.107)



-cos(m - n)x - cos(m + n)x 2(m - n) 2(m n)



+



(m' # n2) (1.108)



sin2x cos' x dx = '/B [x - 3/, sin(&)]



s s



sin x



COS"'



s



x sinnx dx =



(1.104)



COS'"



x dx =



-COP+



sin"' x cos x dx =



cos"-'x sinn+'x m+n



x



m f l sinm x m+l +



rn-1 +scosm-2xsinnxdx m+n



(1.109) (1.110) (1.111)



(rn # -n) (1.112)



COS"'



x sin" x dx =



-cosm+lxsin"-lx I n-1 J cos"' x sin"-'x dx (rn # - n) m+n m+n (1.113) (1.114)



1.6



Dirac Delta Function



In all of electrical engineering, there is perhaps nothing that is responsible for more hand-waving than is the so-called delta function, or impulse function, which is denoted d(t) and which is usually depicted as a vertical arrow at the origin as shown in Fig. 1.3. This function is often called the Dirac delta function in honor of Paul Dirac (1902-1984), an English physicist who used delta functions extensively in his work on quantum mechanics. A number of nonrigorous approaches for defining the impulse function can be found throughout the literature. A unit impulse is often loosely described as having a zero width and an infinite amplitude at the origin such that the total area
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Figure 1.3 Graphical representa-



tion of the Dirac delta function.



under the impulse is equal to unity. How is it possible to claim that zero times infinity equals l? The trick involves defining a sequence of functions f n ( t ) such that



fn(t)dt and



lim f n ( t ) = 0



(1.115)



=1



for t # 0



(1.116)



n-m



The delta function is then defined as



b(t) = lim f n ( t )



(1.117)



n-m



Example 1.3



Let a sequence of pulse functions f,(t) be defined as



[O



(1.118)



otherwise



Equation (1.115) is satisfied since the area of pulse is equal to ( 2 n ) . ( n / 2 )= 1 for all n. The pulse width decreases and the pulse amplitude increases as n approaches infinity. Therefore, we intuitively sense that this sequence must also satisfy (1.116). Thus the impulse function can be defined as the limit of (1.118) as n approaches infinity. Using similar arguments, it can be shown that the impulse can also be defined as the limit of a sequence of sinc functions or gaussian pulse functions.



A second approach entails simply defining d(t) to be that function which satisfies d(t)dt = 1



and



b(t) = O



for t # 0



(1.119)



In a third approach, 6 ( t ) is defined as that function which exhibits the property (1.120) While any of these three approaches is adequate to introduce the delta function into an engineer's repertoire of analytical tools, none of the three is
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sufficiently rigorous to satisfy mathematicians or discerning theoreticians. In particular, notice that none of the approaches presented deals with the thorny issue of just what the value of d(t) is for t = 0. The rigorous definition of d ( t ) introduced in 1950 by Laurent Schwartz (Schwartz (1950) rejects the notion that the impulse is a n ordinary function and instead defines it as a distribution. Distributions



Let S be the set of functions f ( x ) for which the n t h derivative f [ " ] ( x )exists for any n and all x . Furthermore, each f ( x ) decreases sufficiently fast a t infinity such that lim x"f(x) = 0



for all n



(1.121)



x-m



A distribution, often denoted 4 ( x ) , is defined as a continuous linear mapping from the set S to the set of complex numbers. Notationally, this mapping is represented as a n inner product (1.122)



or alternatively



( 4 ( x > ,f ( 4 > = that 4 is a function



(1.123)



Notice that no claim is made capable of mapping values of x into corresponding values +(x). In some texts (such as Papoulis 1962), 4 ( x ) is referred to as a functional or as a generalized function. The distribution 4 is defined only through the impact that it has upon other functions. The impulse function is a distribution defined by the following: (1.124) The equation (1.124) looks exactly like (1.120), but defining 6(t) as a distribution eliminates the need to tap dance around the issue of assigning a value to 6(0). Furthermore, the impulse function is elevated to a more substantial foundation from which several useful properties may be rigorously derived. For a more in-depth discussion of distributions other than h(t), the interested reader is referred to Chap. 4 of Weaver (1989). Properties of the delta distribution



It has been shown (Weaver 1989; Brigham 1974; Papoulis 1962; Schwartz and Friedland 1965) that the delta distribution exhibits the following properties:



L



6(t)dt



=1



(1.125)
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h(t) = lim



h(t) - h(t - t)
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(1.126) (1.127)



1 &at) = - d(t)



(1.128)



NtO>f(t)= f(t0)WO)



(1.129)



1.1



d,(t - t l ) * h,(t - tz) = h[t - (tl



+ tz)]



(1.130)



In Eq. (1.129), f ( t ) is an ordinary function that is continuous a t t = to, and in Eq. (1.130) the asterisk denotes convolution. 1.7



Mathematical Modeling of Signals



The distinction between a signal and its mathematical representation is not always rigidly observed in the signal processing literature. Mathematical functions that only model signals are commonly referred to as “signals,” and properties of these models are often taken as properties of the signals themselves. Mathematical models of signals are generally categorized as either steadystate or transient models. The typical voltage output from an oscillator is sketched in Fig. 1.4. This signal exhibits three different parts-a turn-on transient at the beginning, an interval of steady-state operation in the middle, and a turn-off transient at the end. It is possible to formulate a single mathematical expression that describes all three parts, but for most uses, such an expression would be unnecessarily complicated. In cases where the primary concern is steady-state behavior, simplified mathematical expres-
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Figure 1.4



Typical output of an audio oscillator.
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sions that ignore the transients will often be adequate. The steady-state portion of the oscillator output can be modeled as a sinusoid that theoretically exists for all time. This seems to be a contradiction to the obvious fact that the oscillator output exists for some limited time interval between turn-on and turn-off. However, this is not really a problem; over the interval of steady-state operation that we are interested in, the mathematical sine function accurately describes the behavior of the oscillator’s output voltage. Allowing the mathematical model to assume that the steady-state signal exists over all time greatly simplifies matters since the transients’ behavior can be excluded from the model. In situations where the transients are important, they can be modeled as exponentially saturating and decaying sinusoids as shown in Figs. 1.5 and 1.6. In Fig. 1.5, the saturating exponential envelope continues to increase, but it never quite reaches the steady-state value. Likewise the decaying exponential envelope of Fig. 1.6 continues to decrease, but it never quite reaches zero. In this context, the steady-state value is sometimes called an assymptote, or the envelope can be said to assymptotically approach the steady-state value. Steady-state and transient models of signal behavior inherently contradict each other, and neither constitutes a “true” description of a particular signal. The formulation of the appropriate model requires an understanding of the signal to be modeled and of the implications that a particular choice of model will have for the intended application.



Figure 1.5



Exponentially saturating sinusoid.
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Exponentially decaying sinusoid.



Steady-state signal models



Generally, steady-state signals are limited to just sinusoids or sums of sinusoids. This will include virtually any periodic signals of practical interest since such signals can be resolved into sums of weighted and shifted sinusoids using the Fourier analysis techniques presented in Sec. 1.8. Periodicity. Sines, cosines, and square waves are all periodic functions. The



characteristic that makes them periodic is the way in which each of the complete waveforms can be formed by repeating a particular cycle of the waveform over and over at a regular interval as shown in Fig. 1.7. Definition. A function x ( t ) is periodic with a period of



T if and on$ if x(t



+ nT)= x ( t ) for



all integer values of n.



Functions that are not periodic are called aperiodic, and functions that are "almost" periodic are called quasi -periodic. Symmetry. A function can exhibit a certain symmetry regarding its position relative to the origin. Definition.



A function x(t) is said to be euen, or to exhibit euen symmetry, if for all



t, x ( t ) = x( - t ) .



Definition. A function x(t) is said to be odd, or to exhibit odd symmetry, if for all t, x(t) = - x( - t).



An even function is shown in Fig. 1.8, and an odd function is shown in Fig. 1.9.
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Even-symmetric function.



Figure 1.9



Odd-symmetric function.
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Symmetry may appear at first to be something that is only ‘‘nice to know” and not particularly useful in practical applications where the definition of time zero is often somewhat arbitrary. This is far from the case, however, because symmetry considerations play an important role in Fourier analysis-especially the discrete Fourier analysis that will be discussed in Chap. 7. Some functions are neither odd nor even, but any periodic function can be resolved into a sum of an even function and an odd function as given by



x(t) = xeven(t)



+ xodd ( t )



+



where xeven(t)= 1/2[x(t) x( -t)]



Addition and multiplication of symmetric functions will obey the following rules:



+ even = even Odd + odd = odd Even



Odd x odd = even Even x even = even Odd x even = odd Energy signals versus power signals



It is a common practice to deal with mathematical functions representing abstract signals as though they are either voltages across a 1 - 0 resistor or currents through a 1-Q resistor. Since, in either case, the resistance has an assumed value of unity, the voltage and current for any particular signal will be numerically equal-thus obviating the need to select one viewpoint over the other. Thus for a signal x(t), the instantaneous power p(t) dissipated in the 142 resistor is simply the squared amplitude of the signal



A t ) = Ix(t>lZ



(1.131)



regardless of whether x(t) represents a voltage or a currerit. To emphasize the fact that the power given by (1.131) is based upon unity resistance, it is often referred to as the normalized power. The total energy of the signal x(t) is then obtained by integrating the right-hand side of (1.131) over all time: (1.132)
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and the average power is given by (1.133)



A few texts (for example, Haykin 1983) equivalently define the average power as (1.134) If the total energy is finite and nonzero, x(t) is referred to as a n energy signal. If the average power is finite and nonzero, x(t) is referred to as a power signal. Note that a power signal has infinite energy, and an energy signal has zero average power; thus the two categories are mutually exclusive. Periodic signals and most random signals are power signals, while most deterministic aperiodic signals are energy signals. 1.8



Fourier Series



Trigonometric forms



Periodic signals can be resolved into linear combinations of phase-shifted sinusoids using the Fourier series, which is given by a0 x(t) = 2



where a,



2



=



7



+ 1 [a, cos(nw,t) + 6 , sin(nw,t)]



(1.135)



n=l



Ti2



(1.136)



Ti2 x(t) dt



(1.137) x(t) sin(nw,t) dt



(1.138)



T = period of x(t) 271 T



wo = - = 2nf0 = fundamental radian frequency of x(t)



Upon application of the appropriate trigonometric identities, Eq. (1.135) can be put into the following alternative form: 00



x(t) = co



+ 1 c, n = l



cos(nw,t



-



en)



(1.139)
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where the c, and 8, are obtained from a, and b, using



a0 2



(1.140)



Jm;



(1.141)



c -O-



c,



=



en = tan-(')



(1.142)



Examination of (1.135) and (1.136) reveals that a periodic signal contains only a dc component plus sinusoids whose frequencies are integer multiples of the original signal's fundamental frequency. (For a fundamental frequency of f o , 2f0 is the second harmonic, 3f0 is the third harmonic, and so on.) Theoretically, periodic signals will generally contain an infinite number of harmonically related sinusoidal components. In the real world, however, periodic signals will contain only a finite number of measurable harmonics. Consequently, pure mathematical functions are only approximately equal to the practical signals which they model. Exponential form



The trigonometric form of the Fourier series given by (1.135) makes it easy to visualize periodic signals as summations of sine and cosine waves, but mathematical manipulations are often more convenient when the series is in the exponential form given by (1.143)



where c,



=



T1



x ( t ) e -J2nnfof dt



(1.144)



The integral notation used in (1.144) indicates that the integral is to be evaluated over one period of x ( t ) . In general, the values of are complex; and they are often presented in the form of a magnitude spectrum and phase spectrum as shown in Fig. 1.10. The magnitude and phage values plotted in such spectra are obtained from c, using



b,



(1.145)



I;:::[



8, =tan-' -



(1.146)



The complex c, of (1.144) can be obtained from the a , and b, of (1.137) and
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Figure 1.10



Magnitude and phase spectra.



( 1.138) using



2



n=O



(1.147)



2 Conditions of applicability



The Fourier series can be applied to almost all periodic signals of practical interest. However, there are some functions for which the series will not converge. The Fourier series coefficients are guaranteed to exist and the series will converge uniformly if x ( t ) satisfies the following conditions: 1. The function x(t) is a single-valued function. 2. The function x ( t ) has a t most a finite number of discontinuities within each period. 3. The function x ( t ) has at most a finite number of extrema (that is, maxima and minima) within each period.
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4. The function x(t, is absolutely integrable over a period:



IT



dt < 03



(1.148)



These conditions are often called the Dirichlet conditions in honor of Peter Gustav Lejeune Dirichlet (1805-1859) who first published them in the 1828 issue of Journal fur die reine und angewandte Mathematik (commonly known as Crelle’s JournaE). In applications where it is sufficient for the Fourier series coefficients to be convergent in the mean, rather than uniformly convergent, it suffices for x(t) to be integrable square over a period:



jT



(1.149)



Ix(t)12dt < 03



For most engineering purposes, the Fourier series is usually assumed to be identical to x ( t ) if conditions 1 through 3 plus either (1.148) or (1.149) are satisfied. Properties of the Fourier series



A number of useful Fourier series properties are listed in Table 1.4. For ease of notation, the coefficients cn corresponding to x ( t ) are denoted as X(n), and the c, corresponding to y(t) are denoted as Y(n).In other words, the Fourier series representations of x(t) and y ( t ) are given by (1.150) (1.151)



TABLE 1.4



Properties of the Fourier Series



[Note:x(t), y(t), X(n), and Y(n) are as given in Eqs. (1.150) and (1.151).] Property



Time function



Transform



1. Homogeneity



2. Additivity 3. Linearity 4. Multiplication



5. Convolution 6. Time shifting



7. Frequency shifting



X(t - 5 ) j2lcmt exp( ,)x(t)



X ( n - rn)
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where T is the period of both x ( t ) and y(t). In addition to the properties listed in Table 1.4, the Fourier series coefficients exhibit certain symmetries. If (and only if) x ( t ) is real, the corresponding FS coefficients will exhibit even symmetry in their real part and odd symmetry in their imaginary part: Im[x(t)] = 0 o Re[X( -n)] = Re[X(n)] Im[X( - n)] = - Im[X(n)]



(1.152)



Equation (1.152) can be rewritten in a more compact form as Im[x(t)] = 0



o



X( -n)



= X*(n)



(1.153)



where the superscript asterisk indicates complex conjugation. Likewise for purely imaginary x ( t ) , the corresponding FS coefficients will exhibit odd symmetry in their real part and even symmetry in their imaginary part: Re[x(t)] = 0



o



X( - n) = - [X*(n)]



(1.154)



If and only if x ( t ) is (in general) complex with even symmetry in the real part and odd symmetry in the imaginary part, then the corresponding FS coefficients will be purely real: x( - t ) = x * ( t ) o Im[X(n)] = 0



(1.155)



If and only if x(t) is (in general) complex with odd symmetry in the real part and even symmetry in the imaginary part, then the corresponding FS coefficients will be purely imaginary: x( -t) = - [ x * ( t ) o Re[X(n)] = 0



(1.156)



In terms of the amplitude and phase spectra, Eq. (1.153) means that for real signals, the amplitude spectrum will have even symmetry and the phase spectrum will have odd symmetry. If x ( t ) is both real and even, then both (1.153) and (1.155) apply. In this special case, the FS coefficients will be both real and even symmetric. At first glance, it may appear that real even-symmetric coefficients are in contradiction to the expected odd-symmetric phase spectrum; but in fact there is no contradiction. For all the positive real coefficients, the corresponding phase is of course zero. For each of the negative real coefficients, we can choose a phase value of either plus or minus 180". By appropriate selection of positive and negative values, odd symmetry in the phase spectrum can be maintained. Fourier series of a square wave



Consider the square wave shown in Fig. 1.11. The Fourier series representation of this signal is given by m



x(t) =



C n=



-00



c, exp



(1.157)
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Square wave.



tA T



where c, = - sin(



$)



(1.158)



Since the signal is both real and even symmetric, the FS coefficients are real and even symmetric as shown in Fig. 1.12. The corresponding magnitude spectrum will be even, as shown in Fig. 1 . 1 3 ~Appropriate . selection of f180" values for the phase of negative coefficients will allow a n odd-symmetric phase spectrum to be plotted as in Fig. 1.13b.
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(b)



Figure 1.13



Fourier series (a) amplitude and (6) phase spectra for a square wave.



Parseval’s theorem



The average power (normalized for 1 a) of a real-valued periodic function of time can be obtained directly from the Fourier series coefficients by using Parseval’s theorem: 1



P = 7 Jx(t)I2dt



c



00



00



=



(cn(2=c;+



n= -w



1.9



1 1/2(2Cn(2



(1.159)



n = l



Fourier Transform



The Fourier transform is defined as (1.160)
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= 2nf:



x(t)e



dt



(1.161)



The inverse transform is defined as (1.162~) 1 -_ - 2n



“



X ( o )eJ“‘ d o



(1.162b)



There are a number of different shorthand notations for indicating that x ( t ) and X(f ) are related via the Fourier transform. Some of the more common notations include:



X(f > = 9[ W l



(1.163)



x ( t ) = 9-“X(f)]



(1.164)



x(t>G 3 W f )



(1.167)



The notation used in (1.163) and (1.164) is easiest to typeset, while the notation of (1.167) is probably the most difficult. However, the notation of (1.167) is used in the classic work on fast Fourier transforms described by Brigham (1974). The notations of (1.165) and (1.166), while more difficult to typeset, offer the flexibility of changing the letters FT to FS, DFT, or DTFT to indicate, respectively, ‘‘Fourier series,” ‘‘discrete Fourier transform,’’ or ~~~~~~~~~~-time Fourier transform” as is done in Roberts and Mullis (1987). (The latter two transforms will be discussed in Chap. 6.) The form used in (1.166) is perhaps best saved for tutorial situations (such as Rorabaugh 1986) where the distinction between the transform and inverse transform needs to be emphasized. Strictly speaking, the equality shown in (1.164) is incorrect, since the inverse transform of X(f ) is only guaranteed to approach x ( t ) in the sense of convergence in the mean. Nevertheless, the notation of Eq. (1.164) appears often throughout the engineering literature. Often the frequency domain function is written as X ( j w ) rather than X ( w ) in order to facilitate comparison with the Laplace transform. We can write



m: J



X ( jo)=



x ( t ) e -Jot dt



(1.168)



and realize that this is identical to the two-sided Laplace transform defined by Eq. (2.21) with jw substituted for s. A number of useful Fourier transform properties are listed in Table 1.5.
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TABLE 1.5



Properties of the Fourier Transform



Property



Time function x(t)



d"



dt"x ( t )



4. Differentiation 5. Integration



SI



Transform X(f)



(P



f 1" X ( f 1



x ( t ) ds



6. Frequency shifting 7. Sine modulation



8. Cosine modulation



x ( t ) cos(2afot)



9. Time shifting 10. Time convolution 11. Multiplication



12. Time and frequency scaling 13. Duality 14.



a>O



x(:)



X(t)



aX(af) x(



-f 1



Conjugation



15. Real part



Fourier transforms of periodic signals



Often there is a requirement to analyze systems that include both periodic power signals and aperiodic energy signals. The mixing of Fourier transform results and Fourier series results implied by such a n analysis may be quite cumbersome. For the sake of convenience, the spectra of most periodic signals can be obtained as Fourier transforms that involve the Dirac delta function. When the spectrum of a periodic signal is determined via the Fourier series, the spectrum will consist of lines located at the fundamental frequency and its harmonics. When the spectrum of this same signal is obtained as a Fourier transform, the spectrum will consist of Dirac delta functions located at the fundamental frequency and its harmonics. Obviously, these two different mathematical representations must be equivalent
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in their physical significance. Specifically, consider a periodic signal x,(t) having a period of T. The Fourier series representation of xp(t)is obtained from Eq. (1.143) as (1.169) We can then define a generating function x ( t ) that is equal to a single period of xp(t):



i.



x,(t)



x(t) =



T Jtl 5 2 elsewhere



(1.170)



The periodic signal xp(t) can be expressed as an infinite summation of time-shifted copies of x ( t ) : 00



x,(t)



=



1



x(t - n T )



(1.171)



n = -m



The Fourier series coefficients cn appearing in (1.169) can be obtained as



c, = T1X ( ; )



(1.172)



where X ( f ) is the Fourier transform of r(t).Thus, the Fourier transform of x,(t) can be obtained as (1.173)



Common Fourier transform pairs



A number of frequently encountered Fourier transform pairs are listed in Table 1.6. Several of these pairs are actually obtained as Fourier transformsin-the-limit. 1.10



Spectral Density



Energy spectral density



The energy spectral density of an energy signal is defined as the squared magnitude of the signal’s Fourier transform:



sew = IX(f)I2



(1.174)



Analogous to the way in which Parseval’s theorem relates the Fourier series coefficients to the average power of a power signal, Rayleigh’s energy theorem
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TABLE 1.6



Some Common Fourier Transform Pairs



2 3
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1



(a



sine(')



+ j 2 n f ) ' + (2nf0)' +



a + i2nf j 2 n f )' ( 2 7 ~ f ~ ) ~
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sinc f



1 IOII7l 0 elsewhere U
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(a +j2nf)2
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2a a2+4n2f2



2



1 -



-



io



hf



relates the Fourier transform to the total energy of an energy signal as follows:



In many texts where x(t) is assumed to be real valued, the absolute-value signs are omitted from the first integrand in (1.175). In some texts (such as Kanefsky 1985), Eq. (1.175) is loosely referred to as "Parseval's theorem."
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Power spectral density of a periodic signal



The power spectral density (PSD) of a periodic signal is defined as the squared magnitude of the signal's line spectrum obtained via either a Fourier series or a Fourier transform with impulses. Using the Dirac delta notational conventions of the latter, the PSD is defined as (1.176) where T is the period of the signal x(t). Parseval's theorem as given by Eq. (1.159) of Sec. 1.8 can be restated in the notation of Fourier transform spectra as 1



P=-



" 1 lx(;)[ -"



T 2n =



(1.177)
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Filter Fundamentals



Digital filters are often based upon common analog filter functions. Therefore, a certain amount of background material concerning analog filters is a necessary foundation for the study of digital filters. This chapter reviews the essentials of analog system theory and filter characterization. Some common analog filter types-Butterworth, Chebyshev, elliptical, and Bessel-are given more detailed treatment in subsequent chapters.



Within the context of signal processing, a system is something that accepts one or more input signals and operates upon them to produce one or more output signals. Filters, amplifiers, and digitizers are some of the systems used in various signal processing applications. When signals are represented as mathematical functions, it is convenient to represent systems as operators that operate upon input functions to produce output functions. Two alternative notations for representing a system H with input x and output y are given in Eqs. (2.1) and (2.2). Note that x and y can each be scalar valued or vector valued. Y =Hbl



(2.1)



~ = H x



(2.2)



This book uses the notation of Eq. (2.1) as this is less likely to be confused with multiplication of x by a value H. A system H can be represented pictorially in a flow diagram as shown in Fig. 2.1. For vector-valued x and y, the individual components are sometimes explicitly shown as in Fig. 2 . 2 ~or lumped together as shown in Fig. 2.2b. Sometimes, in order to emphasize their vector nature, the input and output are drawn as in Fig. 2 . 2 ~ . 35



36



Chapter Two



1



4 4 1



Figure 2.1
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Pictorial representation of a system with multiple inputs and outputs. Flgure 2.2



In different presentations of system theory, the notational schemes used exhibit some variation. The more precise treatments (such as Chen 1984) use x or x(.) to denote a function of time defined over the interval ( - 00, co). A function defined over a more restricted interval such as [to, t l ) would be . notation x ( t ) is reserved for denoting the value of x at denoted as x ( t o , t l )The time 2. Less precise treatments (such as Schwartz and Friedland 1965) use x(t) to denote both functions of time defined over ( - co, co) and the value of x at time t. When not evident from context, words of explanation must be included to indicate which particular meaning is intended. Using the less precise notational scheme, (2.1) could be rewritten as



While it appears that the precise notation should be the more desirable, the relaxed conventions exemplified by (2.3) are widespread in the literature. Linearity



If the relaxed system H is homogeneous, multiplying the input by a constant gain is equivalent to multiplying the output by the same constant gain, and
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Homogeneous system.



the two configurations shown in Fig. 2.3 are equivalent. Mathematically stated, the relaxed system H is homogeneous if, for constant a,



H[ax]= a H [ x ]



(2.4)



If the relaxed system H is additive, the output produced for the sum of two input signals is equal to the sum of the outputs produced for each input individually, and the two configurations shown in Fig. 2.4 are equivalent. Mathematically stated, the relaxed system H is additive if (2.5)



A system that is both homogeneous and additive is said to ‘‘exhibit superposition” or to ‘‘satisfy the principle of superposition.” A system that exhibits superposition is called a linear system. Under certain restrictions, additivity implies homogeneity. Specifically, the fact that a system H is additive implies that H[ax] = a H[x]



(2.6)



for any rational a. Any real number can be approximated with arbitrary precision by a rational number; therefore, additivity impliies homogeneity for real a provided that lim H [ a x ] = H [ a x ] a-a



(2.7)



Time invariance



The characteristics of a time-invariant system do not change over time. A system is said to be relaxed if it is not still responding to any previously
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u Figure 2.4



Additive system.



applied input. Given a relaxed system H such that YO) = H W l



then H is time invariant if and only if



y(t



- 5 ) = H[x(t - z)]



for any 5 and any x(t). A time-invariant system is also called a fixed system or stationary system. A system that is not time invariant is called a time-varying system, variable system, or nonstationary system. Causality



In a causal system, the output at time t can depend only upon the input a t times t and prior. Mathematically stated, a system H is causal if and only if



H[x,(t)J= H[x,(t)J



for t 5 to



(2.10)



given that



x l ( t ) = xP(t)



for t I to



A noncausal or anticipatory system is one in which the present output depends upon future values of the input. Noncausal systems occur in theory,
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but they cannot exist in the real world. This is unfortunate, since we will often discover that some especially desirable frequency responses can be obtained only from noncausal systems. However, causal realizations can be created for noncausal systems in which the present output depends a t most upon past, present, and a finite extent of future inputs. In such cases, a causal realization is obtained by simply delaying the output of the system for a finite interval until all the required inputs have entered the system and are available for determination of the output. 2.2



Characterization of Linear Systems



A linear system can be characterized by a differential equation, step response, impulse response, complex-frequency-domain system function, or a transfer function. The relationships among these various characterizations are given in Table 2.1. Impulse response



The impulse response of a system is the output response produced when a unit impulse d ( t ) is applied to the input of a previously relaxed system. This is an especially convenient characterization of a linear system, since the response



TABLE 2.1



Relationships among Characterizations of Linear Systems



Starting with Time domain differential equation relating x ( t ) and y(t)



Perform



To obtain



Laplace transform



Complex-frequency-domain system function



Compute y ( t ) for x(t) = unit impulse



Impulse response h(t)



Compute y ( t ) for



Step response a(t)



x ( t ) = unit step



Step response a(t)



Differentiate with respect to time



Impqlse response h(t)



Impulse response h(t)



Integrate with respect to time



Step ,response a(t)



Laplace transform



Transfer function H(s)



Complex-frequencydomain system function



Solve for



Transfer function H(s)



Transfer function H(s)



Inverse Laplace transform



Impulse response h(t)
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y(t) to any continuous-time input signal z(t) is given by (2.11)



where h(t, T) denotes the system’s response at time t to a n impulse applied a t time T . The integral in (2.11) is sometimes referred t o as the superposition integral. The particular notation used indicates that, in general, the system is time varying. For a time-invariant system, the impulse response a t time t depends only upon the time delay from T to t ; and we can redefine the impulse response to be a function of a single variable and denote it as h(t - T ) . Equation (2.11) then becomes (2.12)



Via the simple change of variables A = t - T , Eq. (2.12) can be rewritten as y(t) =



s_1



x(t - A ) h ( l )d l



(2.13)



If we assume that the input is zero for t < 0, the lower limit of integration can be changed to zero; and if we further assume that the system is causal, the upper limit of integration can be changed t o t , thus yielding y(t) =



sb



X(T)



h(t - T ) dz



=



sb



x(t - A) h(A)dA



(2.14)



The integrals in (2.14) are known as convolution integrals, and the equation indicates that ‘‘y(t)equals the convolution of x(t) and h(t).” It is often more compact and convenient to denote this relationship as



Various texts use different symbols, such as stars or asterisks, in place of 0 to indicate convolution. The asterisk is probably favored by most printers, but in some contexts its usage to indicate convolution could be confused with the complex conjugation operator. A typical system’s impulse response is sketched in Fig. 2.5. Step response



The step response of a system is the output signal produced when a unit step u(t) is applied to the input of the previously relaxed system. Since the unit step is simply the time integration of a unit impulse, it can easily be shown that the step response of a system can be obtained by integrating the impulse response. A typical system’s step response is shown in Fig. 2.6.
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Step response of a typical system.



2.3 Laplace Transform The Laplace transform is a technique that is useful for transforming differential equations into algebraic equations that can be more easily manipulated to obtain desired results. interest will usually In most communications applications, the functions (but not always) be functions of time. The Laplace transform of a time function x ( t ) is usually denoted as X ( s ) or 6P[x(t)] and ib defined by



04



X ( s ) = Y [ x ( t ) ]=



SI:



x ( t ) e-" dt



(2.16)



The complex variable s is usually referred to as complex frequency and is of the form CT +jo,where CT and o are real variables sometimes referred to as neper frequency and radian frequency, respectively. The Laplace transform for a given function x(t) is obtained by simply evaluating the given integral. Some mathematics texts (such as Spiegel 1965) denote the time function with an uppercase letter and the frequency function with a lowercase letter.
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However, the use of lowercase for time functions is almost universal within the engineering literature. If we transform both sides of a differential equation in t using the definition (2.16), we obtain an algebraic equation in s that can be solved for the desired quantity. The solved algebraic equation can then be transformed back into the time domain by using the inverse Laplace transform. The inverse Laplace transform is defined by



'J



x(t) = 9 --'[X(s)]= -



2nJ c



X ( s ) est ds



(2.17)



where C is a contour of integration chosen so as to include all singularities of X(s). The inverse Laplace transform for a given function X(s) can be obtained by evaluating the given integral. However, this integration is often a major chore-when tractable, it will usually involve application of the residue theorem from the theory of complex variables. Fortunately, in most cases of practical interest, direct evaluation of (2.16) and (2.17) can be avoided by using some well-known transform pairs, as listed in Table 2.2, along with a number of transform properties presented in Sec. 2.4.



TABLE 2.2



Laplace Transform Pairs



1



1



2



4



t



5



tn



6



sin wt



w s2+w2



7



cos wt



8



-at



S



s2+w2



1 s+u



9



e



sin wt



0



(S+U)2+W2



10



-(It



cos wt



s+u



(s+aV+w2
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Find the Laplace transform of x(1) = e - a t . (2.18)



solutlon



(2.19) 1 --



(2.20)



s+a



Notice that this result agrees with entry 8 in Table 2.2. Background



The Laplace transform defined by Eq. (2.16) is more precisely referred to as the one-sided Laplace transform, and it is the form generally used for the analysis of causal systems and signals. There is also a two-sided transform that is defined as



2’11[x(t)]=



j-1



x(t) e



(2.21)



dt



The Laplace transform is named for the French mathematician Pierre Simon de Laplace (174S1827). 2.4



Properties of the Laplace Transform



Some properties of the Laplace transform are listed in Table 2.3. These properties can be used in conjunction with the transform pairs presented in Table 2.2, to obtain most of the Laplace transforms that will ever be needed in practical engineering situations. Some of the entries in the table require further explanation, which is provided below. Time shifting



Consider the function f ( t ) shown in Fig. 2 . 7 ~ .The function has nonzero values for t < 0, but since the one-sided Laplace transform integrates only over positive time, these values for t < 0 have no impact a n the evaluation of the transform. If we now shift f ( t ) to the right by T units as shown in Fig. 2.7b, some of the nonzero values from the left of the origin will be moved to the right of the origin, where they will be included in thq evaluation of the transform. The Laplace transform’s properties with regard to a time-shift right must be stated in such a way that these previously unincluded values will not be included in the transform of the shifted functiPn either. This can be easily accomplished through multiplying the shifted function f ( t - T ) by a shifted unit step function ul(t - z) as shown in Fig. 2.7~.Thus we have



9 [ u l ( t- z ) f ( t - z)] = e-rs F(s)



a >0



(2.22)
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TABLE 2.3



Properties of the Laplace Transform



Property



Time function



Transform



1. Homogeneity



2. Additivity 3. Linearity d



f(t) dt



4. First derivative



5. Second derivative



6. k th derivative



FO -t 8 . 9



7. Integration



(flm



f(T) d r ) 1=0



S



8. Frequency shift



X(s



9. Time shift right



e-..F(s)



+ a) a >O



ers F(s)



10. Time shift left



Y(s)= H(s) X(s)



11. Convolution



F(s - r) C(r)dr



12. Multiplication



6,



< c < 0 - 0,



Notes; f'*)(t) denotes the kth derivative of f(t). f(*)(t) = f(t).



Consider now the case when f ( t ) is shifted to the right. Such a shift will move a portion of f ( t ) from positive time, where it is included in the transform evaluation, into negative time, where it will not be included in the transform evaluation. The Laplace transform's properties with regard to a time shift left must be stated in such a way that all included values from the unshifted function will likewise be included in the transform of the shifted function. This can be accomplished by requiring that the original function be equal to zero for all values of t from zero to T ? if a shift to the left by o units is to be made. Thus for a shift left by o units 9[f(t



+ o)]



= F(s)ere



if f ( t ) = 0



for 0 < t < o



(2.23)



Multiplication



Consider the product of two time functions f ( t ) and g(t). The transform of the product will equal the complex convolution of F(s) and G(s) in the frequency
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f(t-r)



(b)



T



1



I



t



r



Figure 2.7



Signals for explanation of the Laplace transform’s “time-shift-right”



property.



domain. = a f ( t &)I )



= -J



2XJ



F(s - r ) G ( F )dr



og < c < (T - af



(2.24)



c-jm



2.5 Transfer Functions



The transfer function H(s) of a system is equal to the Laplace transform of the output signal divided by the Laplace transform of the input signal: (2.25) It can be shown that the transfer function is also equal to the Laplace transform of the system’s impulse response:



H(4 = 9“t)l



(2.26)
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Therefore,



y(t) = 2 -1{H(s)9[x(t)l1



(2.27)



Equation (2.27) presents a n alternative to the convolution defined by Eq. (2.14) for obtaining a system’s response y ( t ) to any input x(t), given the impulse response h(t).Simply perform the following steps: 1. Compute H(s) as the Laplace transform of h(t). 2. Compute X ( s ) as the Laplace transform of x(t).



3. Compute Y(s) as the product of H(s) and X(s). 4. Compute y ( t ) as the inverse Laplace transform of Y(s). (The Heaviside expansion presented in Sec. 2.6 is a convenient technique for performing the inverse transform operation.)



A transfer function defined as in (2.25) can be put into the form (2.28)



where P(s) and &(s) are polynomials in s. For H(s) to be stable and realizable in the form of a lumped-parameter network, it can be shown (Van Valkenburg 1974) that all of the coefficients in the polynomials P(s) and Q(s) must be real. Furthermore, all of the coefficients in Q(s) must be positive. The polynomial &(s) must have a nonzero term for each degree of s from the highest to the lowest, unless all even-degree terms or all odd-degree terms are missing. If H(s) is a voltage ratio or current ratio (that is, the input and output are either both voltages or both currents), the maximum degree of s in P(s) cannot exceed the maximum degree of s in &(s). If H(s) is a transfer impedance (that is, the input is a current and the output is a voltage) or a transfer admittance (that is, the input is a voltage and the output is a current), then the maximum degree of s in P(s) can exceed the maximum degree of s in &(s) by at most 1. Note that these are only upper limits on the degree of s in P(s);in either case, the maximum degree of s in P(s) may be as small as zero. Also note that these are necessary but not sufficient conditions for H(s) to be a valid transfer function. A candidate H(s) satisfying all of these conditions may still not be realizable as a lumped-parameter network. Example 2.2



Consider the following alleged transfer functions: HI(S) = =



s2-2s+1 s3- 3s2 3s



+ +1



(2.29)



s4+2s3+2s2-39 + 1 s3 3sz f 3s + 2



(2.30)



s2-2s+1 + 3s2 + 1



(2.31)



H3@) =



+



s3
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System Characterizations Obtained from the Transfer Function



Starting with



Perform



Transfer function H(s)



Compute roots of H(s) denominator



Pole locations



Compute roots of H(s) numerator



Zero locations



Phase response O(w)



To obtain



Compute IH( j w ) ] over all w



Magnitude response A ( o )



Compute arg[H( jo)]over all o



Phase response



Divide by w



Phase delay T ~ ( w )



Differentiate with respect to w



Group delay



O(w)



TJW)



Equation (2.29) is not acceptable because the coefficient of s 2 in the denominator is negative. If Eq. (2.30) is intended as a voltage- or current-transfer ratio, it is not acceptable because the degree of the numerator exceeds the degree of the denominator. However, if Eq. (2.30) represents a transfer impedance or transfer admittance, it may be valid since the degree of the numerator exceeds the degree of the denominator by just 1. Equation (2.31) is not acceptable because the term for s is missing from the denominator.



A system’s transfer function can be manipulated useful characterizations of the system’s behavior. are listed in Table 2.4 and examined in more detail Some authors, such as Van Valkenburg (1974), function” in place of ‘‘transfer function.” 2.6



to provide a number of These characterizations in subsequent sections. use the term ‘‘network



Heaviside Expansion



The Heaviside expansion provides a straightforward computational method for obtaining the inverse Laplace transform of certain types of complexfrequency functions. The function to be inverse-transformed must be expressed as a ratio of polynomials in s, where the order of the denominator polynomial exceeds the order of the numerator polynomial. If (2.32)



n (s lz



where Q(s) =



- S k ) r n k = ( s - S , ) ~ ~ (-S S , ) ~ Z .. . ( s - sJmn



(2.33)



k = l



then inverse transformation via the Heaviside expansion yields n



rn.



(2.34) 1



where Krk =



dk-1



(k - l)!(mr- k)! dskl[



1



( S - sr)mrP(s)



Q(s)



8



(2.35) = sy.



A method for computing the derivative in (2.35) can be found in Section 1.4.
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Simple pole case



The complexity of the expansion is significantly reduced for the case of Q(s) having no repeated roots. The denominator of (2.32) is then given by



Inverse transformation via the Heaviside expansion then yields



(2.37) (2.38) The Heaviside expansion is named for Oliver Heaviside (1850-1925), an English physicist and electrical engineer who was the nephew of Charles Wheatstone (as in Wheatstone bridge). 2.7



Poles and Zeros



As pointed out previously, the transfer function for a realizable linear time-invariant system can always be expressed as a ratio of polynomials in s: (2.39) The numerator and denominator can each be factored to yield



H(s) = Ho



(s - ZJS - zp)(s- z 3 ) . . . ( s - 2,) ( s - P a s - P 2 X S - P 3 ) . . . (s -P , )



(2.40)



Where the roots z , , z 2 , .. . , z, of the numerator are called zeros of the transfer function, and the roots p l , p z , .. . , p n of the denominator are called poles of the transfer function. Together, poles and zeros can be collectively referred to as critical frequencies. Each factor (s - z , ) is called a zero factor, and each factor ( s - p , ) is called a pole factor. A repeated zero appearing n times is called either an nth-order zero or a zero of multiplicity n. Likewise, a repeated pole appearing n times is called either an nth-order pole or a pole of multiplicity n. Nonrepeated poles or zeros are sometimes described as simple or distinct to emphasize their nonrepeated nature. Example 2.3



Consider the transfer function given by



H(s) =



s3+5s2+8s + 4



+



s3 13s2+ 59s



+ 87



(2.41)
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The numerator and denominator can be factored to yield H(s) = (s 5



(s



+ 21% + 1)



+ + 2j)(S +5



- 2j)(s



+ 3)



(2.42)



Examination of (2.42) reveals that



s = -1 is a simple zero s = -2 is a second-order zero s = -5



+ 2;



is a simple pole



s = -5



- 2;



is a simple pole



s = - 3 is a simple pole



A system's poles and zeros can be depicted graphically as locations in a complex plane as shown in Fig. 2.8. In mathematics, the complex plane itself is called the gaussian plane, while a plot depicting complex values as points in the plane is called an Argand diagram or a Wessel-Argand-Gaussian diagram. In the 1798 transactions of the Danish academy, Caspar Wessel (174S1818) published a technique for graphical representation of complex numbers, and Jean Robert Argand published a similar technique in 1806. Geometric interpretation of complex numbers played a central role in the doctoral thesis of Gauss. Pole locations can provide convenient indications of a system's behavior as indicated in Table 2.5. Furthermore, poles and zeros possess the following properties that can sometimes be used to expedite the analysis of a system: 1. For real H(s), complex or imaginary poles and zeros will each occur in complex conjugate pairs that are symmetric about the 0 axis.
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Figure 2.8



Plot of pole and zero locations.
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TABLE 2.5



Impact of Pole Locations upon System Behavlor



Corresponding natural response component



Pole type



Corresponding description of system behavior



Single real, negative



Decaying exponential



Stable



Single real, positive



Divergent exponential



Divergent instability



Real pair, negative, unequal



Decaying exponential



Overdamped (stable)



Real pair, negative equal



Decaying exponential



Critically damped (stable)



Complex conjugate pair with negative real parts



Exponentially decaying sinusoid



Underdamped (stable)



Complex conjugate pair with zero real parts



Sinusoid



Undamped (marginally stable)



Complex conjugate pair with positive real parts



Exponentially saturating sinusoid



Oscillatory instability



2. For H(s) having even symmetry, the poles and zeros will exhibit symmetry about the j w axis. 3. For nonnegative H(s), any zeros on the jo axis will occur in pairs.



In many situations, it is necessary to determine the poles of a given transfer function. For some systems, such as Chebyshev filters or Butterworth filters, explicit expressions have been found for evaluation of pole locations. For other systems, such as Bessel filters, the poles must be found by numerically solving for the roots of the transfer function’s denominator polynomial. Several root-finding algorithms appear in the literature, but I have found the Luguerre method to be the most useful for approximating pole locations. The approximate roots can be subjected to small-step iterative refinement or polishing as needed. Algorithm 2.1 Laguerre method for approximating one root of a polynomial P(z) Step I . Set z equal to an initial guess for the value of a root. Typically, z is set to zero so that the smallest root will tend to be found first. Step 2.



Evaluate the polynomial P(z) and its first two derivatives P’(z) and



P”(z)a t the current value of



z.



Step 3. If P(z)evaluates to zero or to within some predefined epsilon of zero, exit with the current value of z as the root. Otherwise, continue on to step 4. Step 4.



Compute a correction term Az, using



AZ =



N F f ,/(N



- l)(NG - G 2 )
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where F P'(z)/P(z),G 4 F 2 - P"(z)/P(z),and the sign in the denominator is taken so as to minimize the magnitude of the correction (or, equivalently, so as t o maximize the denominator). Step 5. If the correction term Az has a magnitude smaller than some specified fraction of the magnitude of z, then take z as the value of the root and terminate the algorithm. Step 6. If the algorithm has been running for a while (let's say six iterations) and the correction value has gotten bigger since the previous iteration, then take z as the value of the root and terminate the algorithm. Step 7.



If the algorithm was not terminated in step 3, 5, or 6, then subtract



Az from z and go back to step 2. A C routine laguerreMethod( ) that implements Algorithm 2.1 is provided in Listing 2.1. 2.8



Magnitude, Phase, and Delay Responses



A system's steady-state response H( j w ) can be determined by evaluating the transfer function H(s) a t s = j w :



The magnitude response is simply the magnitude of H( jo):



It can be shown that



If H(s) is available in factored form as given by



H(s) = H,



( s - zl)(s - z2)(s - z 3 ) . ( s - Z * ) ( s - P l ) @ - P 2 N S - P 3 ) . . (s - P h ) ' '



(2.46)



'



then the magnitude response can be obtained by replacing each factor with its absolute value evaluated a t s = j w :



The phase response Q(w) is given by (2.48)
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Phase delay



The phase delay z,,(o)



of a system is defined as (2.49)



where O(w) is the phase response defined in Eq. (2.48). When evaluated at any specific frequency o,,Eq. (2.49) will yield the time delay experienced by a sinusoid of frequency o passing through the system. Some authors define z p ( u ) without the minus sign shown on the right-hand side of (2.49). As illustrated in Fig. 2.9, the phase delay at a frequency col is equal to the negative slope of a secant drawn from the origin to the phase response curve a t wl. Group delay



The group delay zg(o) of a system is defined as



-d dt



e(o)



tg(o) = -



(2.50)



where O(w) is the phase response defined in (2.48). In the case of a modulated carrier passing through the system, the modulation envelope will be delayed by an amount that is in general not equal to the delay z p ( o ) experienced by the carrier. If the system exhibits constant group delay over the entire bandwidth of the modulated signal, then the envelope will be delayed by an amount equal to zg. If the group delay is not constant over the entire bandwidth of the signal, the envelope will be distorted. As shown in Fig. 2.10, the group delay at a frequency o1is equal to the negative slope of a tangent to the phase response a t ol. Assuming that the phase response of a system is sufficiently smooth, it can be approximated as e(w



+ 0,)= z p o c + zgac



(2.51)
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*"



Figure 2.10



Group delay.



If an input signal x(t) = a(t) cos w,t is applied to a system for which (2.51) holds, the output response will be given by y(t) = Ka(t - zg) cos[w,(t - z,)]



(2.52)



Since the envelope a(t) is delayed by zg, the group delay is also called the envelope delay. Likewise, since the carrier is delayed by ,z, the phase delay is also called the carrier delay. 2.9
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Ideal filters would have rectangular magnitude responses as shown in Fig. 2.11. The desired frequencies are passed with no attenuation, while the undesired frequencies are completely blocked. If such filters could be implemented, they would enjoy widespread use. Unfortunately, ideal filters are noncausal and therefore not realizable, However, there are practical filter designs that approximate the ideal filter characteristics and which are realizable. Each of the major types-Butterworth, Chebyshev, and Besseloptimizes a different aspect of the approximation. Magnitude response features of lowpass filters



The magnitude response of a practical lowpass filter will usually have one of the four general shapes shown in Figs. 2.12 through 2.15. Xn all four cases the filter characteristics divide the spectrum into three general regions as shown. The pass band extends from direct current up to the cutoff frequency 0,. The transition band extends from w, up to the beginning of the stop band at w l r and the stop band extends upward from w1 to infinity. The cutoff frequency w, is the frequency at which the amplitude response falls to a specified fraction (usually - 3 dB, sometimes - 1 dB) of the peak pass-band values. Defining the
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2.11 Ideal filter responses: (a) lowpass, (b) highpass, (c) bandpass, and ( d ) bandstop.
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+c+ Fbure 212 Monotonic magnitude response of a practical lowpass filter: (a) pass band, ( b ) stop band, and (c) transition band.
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Magnitude response of a practical lowpass filter with ripples in the pass band: ( a ) pass band, ( b ) stop band, and (c) transition band. Flgure 2.13



frequency wl which marks the beginning of the stop band is not quite so straightforward. In Fig. 2.12 or 2.13 there really isn't any particular feature that indicates just where w1 should be located. The usual approach involves specifying a minimum stop-band loss cx2 (or conversely a maximum stop-band amplitude A,) and then defining w1 as the lowest frequency a t which the loss
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Magnitude response of a practical lowpass filter with ripples in the pass band and stop band: (a)pass band, (b) stop band, and (c) transition band.



Figure 2.15



exceeds and subsequently continues to exceed u z . The width W , of the transition band is equal to w, - ol. The quantity WT/o, is sometimes called the normalized transition width. In the case of response shapes like those shown in Figs. 2.14 and 2.15, the minimum stop-band loss is clearly defined by the peaks of the stop-band ripples. Scaling of lowpass filter responses



In plots of practical filter responses, the frequency axes are almost universally plotted on logarithmic scales. Magnitude response curves for lowpass filters are scaled so that the cutoff frequency occurs a t a convenient frequency such as 1 rad/s (radian per second), 1Hz, or 1 kHz. A single set of such normalized curves can then be denormalized to fit any particular cutoff requirement .



For common filter types such as Butterworth, Chebyshev, and Bessel, transfer functions are usually presented in a scaled form such that w, = 1. Given such a response normalized for w, = 1, we can scale the transfer function to yield the corresponding response for w, = a . If the normalized response for w, = 1 is given by Transfer functions.
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then the corresponding response for o,= 01 is given by K =:Ir



HAS)



= C I ( m- n )



1



(s - CIZ, )



W=,(S - w , )



Magnitude scaling. The vertical axes of a filter's magnitude response can be presented in several different forms. In theoretical presentations, the magnitude response is often plotted on a linear scale. In practical design situations it is convenient to work with plots of attenuation in decibels using a high-resolution linear scale in the pass band and a lower-resolution linear scale in the stop band. This allows details of the pass-band response to be shown as well as large attenuation values deep into the stop band. In nearly all cases, the data are normalized to present a 0-dB attenuation a t the peak of the pass band. Phase response. The phase response is plotted as a phase angle in degrees or radians versus frequency. By adding or subtracting the appropriate number of full-cycle offsets (that is, 2n rad or 360"), the phase response can be presented either as a single curve extending over several full cycles (Fig. 2.16) or as an equivalent set of curves, each extending over a single cycle (Fig. 2.17). Phase calculations will usually yield results confined to a single 2n cycle. Listing 2.2 contains a C function, unwrapphase( ), that can be used to convert such data into the multicycle form of Fig. 2.16. Step response. Normalized step response plots are obtained by computing the step response from the normalized transfer function. The inherent scaling of the time axis will thus depend upon the transient characteristics of the normalized filter. The amplitude axis scaling is not dependent upon normal-
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Phase response confined to a single-cycle range.



ization. The usual lowpass presentation will require that the response be denormalized by dividing the frequency axis by some form of the cutoff frequency. Impulse response. Normalized impulse response plots are obtained by computing the impulse response from the normalized-transfer function. Since an impulse response will always have an area of unity, both the time axis and the amplitude axis will exhibit inherent scaling that depends upon the transient characteristics of the normalized filter. The usual lowpass presentation will require that the response be denormalized by multiplying the amplitude by some form of the cutoff frequency and dividing the time axis by the same factor. Highpass filters



Highpass filters are usually designed via transformation of lowpass designs. Normalized lowpass-transfer functions can be converted into corresponding highpass-transfer functions by simply replacing each occurrence of s with l/s. This will cause the magnitude response to be “flipped” around a line a t f, as shown in Fig. 2.18. (Note that this flip works only when the frequency is plotted on a logarithmic scale.) Rather than actually trying to draw a flipped response curve, it is much simpler to take the reciprocals of all the important frequencies for the highpass filter in question and then read the appropriate response directly from the lowpass curves. Bandpass filters



Bandpass filters are classified as wide band or narrow band based upon the relative width of their pass bands. Different methods are used for obtaining the transfer function for each type. Wide-band bandpass filters. Wide-band bandpass filters can be realized by



cascading a lowpass filter and a highpass filter. This approach will be acceptable as long as the bandpass filters used exhibit relatively sharp
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Figure 2.18 Relationship between lowpass and highpass magnitude responses: ( a ) lowpass response and ( b ) highpass response.



transitions from the pass band to cutoff. Relatively narrow bandwidths and/or gradual rolloffs that begin within the pass band can cause a significant center-band loss as shown in Fig. 2.19. In situations where such losses are unacceptable, other bandpass filter realizations must be used. A general rule of thumb is to use narrow-band techniques for pass bands that are an octave or smaller. Narrow-band bandpass filters. A normalized lowpass filter can be converted into a normalized narrow-band bandpass filter by substituting [s - (l/s)] for s in



0



Flgure 2.19 Center-band loss in a bandpass filter realized by cascading lowpass and highpass filters: (a)lowpass response, ( b ) highpass response, (c) pass band of BPF, and ( d ) center-band loss.
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Figure 2.20 Relationship between lowpass and bandpass magnitude responses: (a)normalized lowpass response and (6) normalized bandpass response.
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Flgure 2.21 Relationship between lowpass and band-stop magnitude responses: (a) normalized lowpass response and (6) normalized bandstop response.
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the lowpass-transfer function. The center frequency of the resulting bandpass filter will be a t the cutoff frequency of the original lowpass filter, and the pass band will be symmetric about the center frequency when plotted on a logarithmic frequency scale. At any particular attenuation level, the bandwidth of the bandpass filter will equal the frequency at which the lowpass filter exhibits the same attenuation (see Fig. 2.20). This particular bandpass transformation preserves the magnitude response shape of the lowpass prototype but distorts the transient responses. Bandstop filters. A normalized lowpass filter can be converted into a normalized bandstop filter by substituting s/(s2 - 1) for s in the lowpass-transfer function. The center frequency of the resulting bandstop filter will be at the cutoff frequency of the original lowpass filter, and the stop band will be symmetrical about the center frequency when plotted on a logarithmic frequency scale. At any particular attenuation level, the width of the stop band will be equal to the reciprocal of the frequency at which the lowpass filter exhibits the same attenuation (see Fig. 2.21).
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Listing 2.1



laguerreMethod( )



/ssss*ssss*s*ssssssssss*m*ssssssssssssmmmss:sssssss/



/* /* L i s t i n g 2.1 /* /* lagucrrenet hod() /*



*/



*/ */ */ */



~sssss~sss~m~ss:~sss*******************~s~sssm~s~~~~ t i nc lude "g IobDefs h" 8 include "protos. h " c x t e r n FILE * f p t r ; I



int laguerreflet hod(



i nt order, s t ruct conp I ex coe f [ 1, s t r u c t complex *ZL, rea 1 epsi Ion, r m I eps i lon2, i n t naxIterat ions) { int i t e r a t i o n , j ; s t r u c t complex d2P-dz2, dP-dr, P, f, g, fSqrd, radical, crork; s t r u c t complex L, fPlusRad, fIlinusRad, delta2; r e a l error, magi', oldflagZ, fwork; double ddl, dd2; L



- *zr;



oldnag2



cflbslz);



for( i t e r a t ion-i;



t



i t e r a t ion (cflbsifflinusRad))



I d e l t a 2 = cDiu( cnplx( ( r e a l j o r d e r , @ . @ ) ,fPlusRod);



1 else



I d e l t a 2 = cDiu( cnplx( ( r c a l ) o r d e r ,



-I



z cSub(z,deltaZ); i f ( ( i t e r a t i o n > 6)



&g (cRbs(deltaZ)



6 . 6 1 , fflinusRad);



> oldllagZ)



I *zz = z; r e t u r n 2;



1 i f ( cflbs(delta2) < ( e p s i l o n



*



cflbs(r)))



{ *LL = 2 ;



r e t u r n 3;



I I f p r i n t f(fptr,'Laguerre return -1 ;



1



method f a i l e d t o converge \n");
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Listing 2.2



unwrapphase( )



/*n****************m***5**y********/



*/



I* /* /* /* /*



Listing 2.2



*,i



unrrapPhase()



&i */ */



/*******************my**************/



i nc Lude math . h > uo i d unmrapPhose( i nt i x , real *phase)



t stat ic real ha I fCircle@f fset; static real oldphase; i f ( ixs=@)



I ha I fCirc le@f fset = 8 . 8 , oldphase = *phase,



1 else



I *phase = *phase + halfCircle0ffsct; if( fabs(o1dPhase - *phase) ) (doublc)9@.@)



I i f ( 0 ldPhase



*phase)



*phase = *phase - 368.8; holfCircIeOffset = halfCircleOffset - 368.8;



1 else



f *phase = *phase + 368.8; ha I f C i rc IeO f fset = ha I f C ir c leO f fset 1 oldphase



1 return; 1



=



*phase;



+



368.8;
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Butterworth Filters



Butterworth lowpass filters (LPF) are designed to have an amplitude response characteristic that is as flat as possible a t low frequencies and that is monotonically decreasing with increasing frequency. 3.1 Transfer Function



The general expression for the transfer function of a n nth-order Butterworth lowpass filter is given by



H(s) =



1



n;=



1



-



( s - si )



1



(s - sl)(s - s,) . . . (s - s,)



(3.1) (3.2)



Example 3.1



Determine the transfer function for a lowpass third-order Butterworth



filter. aolution



The third-order transfer function will have the form



H(s) =



1 (s



-SINS



- S A S - S3)



The values for sl, s 2 , and s3 are obtained from Eq. (3.2):



+j



s, = cosr;)



(43n)



sin($)



r:)



sg =cos - + J sin



.



'



-



= -0.5



=



+ 0.866j



-0.5 -0.866j
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Thus,



H(s) =



1



(S



+ 0.5



+ l ) (+~0.5 + 0.866j)



s3



+ 2s2+



- 0.866j)(~



1



-



2s



+1



The form of Eq. (3.1) indicates that an nth-order Butterworth filter will always have n poles and no finite zeros. Also true, but not quite so obvious, is the fact that these poles lie a t equally spaced points on the left half of a circle in the s plane. As shown in Fig. 3.1 for the third-order case, any odd-order Butterworth LPF will have one real pole a t s = -1, and all remaining poles will occur in complex conjugate pairs. As shown in Fig. 3.2 for the fourth-order case, the poles of any even-order Butterworth LPF will all occur in complex conjugate pairs. Pole values for orders 2 through 8 are listed in Table 3.1. 3.2 Frequency Response



A C function, butterworthFreqResponse( ), for generating Butterworth frequency response data is provided in Listing 3.1. Figures 3.3 through 3.5



Pole locations for a third-order Butterworth LPF. Figure 3.1
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TABLE 3.1



n



Poles of Lowpass Butterworth Filters



Pole values



k 0.707107j



2



-0.707107



3



- 1.0 -0.5 k 0.866025j



4



-0.382683 f 0.923880j -0.923880 k 0.382683j



5



- 1.0 -0.809017 k 0.5877851’ -0.309017 0.951057j



6



-0.258819 -0.707107 -0.965926



+



k 0.965926j 0.7071071’



40.258819j



7



- 1.0 -0.900969 f 0.4338841’ -0.623490 5 0.781831j -0.222521 0.9749283’



8



-0.195090 f 0.980785j -0.555570 0.8314703’ -0.831470 f 0.5555703’ -0.980785 k 0.195090j
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Pass-band amplitude response for lowpass Butterworth filters of orders 1 through 6. Flgure 3.3
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Stop-band amplitude response for lowpass Butterworth filters of orders 1 through 6.



Figure 3.4



show, respectively, the pass-band magnitude response, the stop-band magnitude response, and the phase response for Butterworth filters of various orders. These plots are normalized for a cutoff frequency of 1Hz. To denormalize them, simply multiply the frequency axis by the desired cutoff frequency f,.
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Phase response for lowpass Butterworth filters of orders 1 through 6.
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Use Figs. 3.4 and 3.5 to determine the magnitude and phase response at 800 Hz of a sixth-order Butterworth lowpass filter having a cutoff frequency of 400 Hz.



Example 3.2



solution By setting f, = 400, the n = 6 response of Fig. 3.4 is denormalized to obtain the response shown in Fig. 3.6. This plot shows that the magnitude at 800Hz is approximately - 36 dB. The corresponding response calculated by butterworthFreqResponse( ) is - 36.12466 dB. Likewise, the n = 6 response of Fig. 3.5 is denormalized to
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obtain the response shown in Fig. 3.7. This plot shows that the phase response at 800 Hz is approximately -425". The corresponding value calculated by butterworthFreqResponse( ) is -65.474", which "unwraps" to -425.474".



3.3 Determination of Minimum Order for Butterworth Filters



Usually in the real world, the order of the desired filter is not given as in Example 3.2, but instead the order must be chosen based on the required performance of the filter. For lowpass Butterworth filters, the minimum order n that will ensure a magnitude of A , or lower a t all frequencies a,and above can be obtained by using (3.3)



where w, = 3-dB frequency w1 = frequency at which the magnitude response first falls below A ,



(Note: The value of A , is assumed to be in decibels. The value will be negative, thus canceling the minus sign in the numerator exponent.) 3.4



Impulse Response of Butterworth Filters



To obtain the impulse response for an nth-order Butterworth filter, we need to take the inverse Laplace transform of the transfer function. Application of the Heaviside expansion to Eq. (3.1) produces n



(3.4)



The values of both K, and s, are, in general, complex, but for the lowpass Butterworth case all the complex pole values occur in complex conjugate pairs. When the order n is even, this will allow Eq. (3.4) to be put in the form n/2



[2 Re(K,) e"rt cos(wrt) - 2 Im(K,) e"rt sin(o,t)]



h(t) =



(3.5)



r= 1



where sr = 0,. + jwr and the roots s, are numbered such that for r = 1 , 2 , . . . , n/2 the s, lie in the same quadrant of the s plane. [This last restriction prevents two members of the same complex conjugate pair from being used independently in evaluation of (3.5).] When the order n is odd, Eq. (3.4) can be put into the form (n - 1)/2



h(t) = K e - t



+ C



r= 1



[2 Re(&)



e"rt



cos(o,t) - 2 Im(K,) e"rt sin(w,t)] (3.6)
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where no two of the roots s,, r = 1 , 2 , . . . , (n - 1)/2 form a complex conjugate pair. [Equations (3.5) and (3.6) form the basis for the C routine butterworthImpulseResponse( ) provided in Listing 3.2.1 This routine was used to generate the impulse responses for the lowpass Butterworth filters shown in Figs. 3.8 and 3.9. These responses are normalized for lowpass filters having a cutoff frequency equal to 1rad/s. To denormalize the response, divide the time axis by the desired cutoff frequency w, = 2nf, and multiply the time axis by the same factor.
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Impulse response of even-order Butterworth filters.
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Denormalized impulse response for Example 3.3.



Determine the instantaneous amplitude of the output 1.6ms after a unit impulse is applied t o t h e input of a fifth-order Butterworth LPF having f, = 250 Hz.



Example 3.3



roiution The n = 5 response of Fig. 3.9 is denormalized as shown in Fig. 3.10. This plot shows t h a t t h e response amplitude at t = 1.6ms i s approximately 378.



Step Response of Butterworth Filters



3.5



The step response can be obtained by integrating the impulse response. Step responses for lowpass Butterworth filters are shown in Figs. 3.11 and 3.12.
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Step response of odd-order lowpass Butterworth filters.



These responses are normalized for lowpass filters having a cutoff frequency equal to lrad/s. To denormalize the response, divide the time axis by the desired cutoff frequency o,= 2nfc. Determine how long it will take for the step response of a third-order Butterworth LPF (f, = 4 kHz) to first reach 100 percent of its final value.



Example 3.4



solution By setting w, = 2nfc = 800On = 25,132.7, the n = 3 response of Fig. 3.12 is denormalized to obtain the response shown in Fig. 3.13. This plot indicates that the step response first reaches a value of 1 in approximately 150 ps.
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butterworthFreqResponse( )



Listing 3.1



/***a********+********************/



/*



/* /* /*



*/ */



Listing 3.1



butterworthFreqResponse()



/*



*/ */ */



/*************$****Y*******y*******/



'i rtc lude



f r a t h. h > 'include ( s t d i o . h > 8 include '9 IobOefs h " * i iiclude " p r o t o s . h " I



uu i d but t e r u o r t hFreqResponse( i n t order,



r e a I frequency, r-ea 1 *may i t ude , r e a l *phaje)



I s t r u c t complex pole, s , nuner, denom, t r a n s f e r f u n c t i o n ;



real x ; i r i t k; numcr = cnplx(1 denom = c r p l x ( 1 ,8,8,8);



.e,Q.Q);



-



cmptxi8.8, frequency); f o r ( k-1; k



+ 2u5+ 15u9 + 1 5 0 ~ ' ~



(5.1) (5.2)
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Using the values of A, and A,, determined in step 1, compute the



discrimination factor D as (5.3) Step 6. Using the value of D from step 5 and the value of q from step 4, compute the minimum required order n as



n=



K:(;:l



(5.4)



where r x l denotes the smallest integer equal to or greater than x . The actual minimum stop-band loss provided by any given combination of A,, w,, w,, and n is given by



A,



= 10 log



(+



1 10-;



1)



(5.5)



where q is the modular constant given by Eq. (5.1). Example 5.1 Use Algorithm 5.1 t o determine the minimum order for a n elliptical filter for which A, = 1, A, 2 50.0, wp = 3000.0, and w, = 3200.0. eolution



3000 k = -= 0.9375 3200



u = 0.12897 = 0.12904



D=-- lo5- 1



1000’ - 1



- 4,293,093.82



n = rs.sizs71= 9



A C function cauerOrderEstim( ), which implements Algorithm 5.1, is provided in Listing 5.1. This function also computes the actual minimum stop-band loss in accordance with Eq. (5.5). 5.2



Normalized-Transfer Function



The design of elliptical filters is greatly simplified by designing a frequencynormalized filter having the appropriate response characteristics, and then frequency-scaling this design to the desired operating frequency. The simplification comes about because of the particular type of aormalizing that is performed. Instead of normalizing so that either a 3-dB bandwidth or the ripple bandwidth equals unity, a n elliptical filter is normalized so that
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where oPNand oSN are, respectively, the normalized pass-band cutoff frequency and the normalized stop-band cutoff frequency. If we let a represent the frequency-scaling factor such that



(5.7) then we can solve for the value of a by substituting (5.7) into (5.6) to obtain



(5.8)



a =Jwpws



As it turns out, the only way that the frequencies oPNand wSNenter into the design procedure (given by Algorithm 5.2) is via the selectivity factor k that is given by



(5.9) Since Eq. (5.9) indicates that k can be obtained directly from the desired w, and o,,we can design a normalized filter without having to determine the normalized frequencies oPN and w S N !However, once a normalized design is obtained, the frequency-scaling factor G! as given by (5.8) will be needed to frequency-scale the design to the desired operating frequency. Algorithm 5.2 Generating normalized-transfer functions for elliptical filters step I . Use Algorithm 5.1 or any other equivalent method to determine a viable combination of values for A,, A,, op, o,,and n. Step 2.



Using



O,



and o,,compute the selectivity factor k as k = w, Iw,.



Step 3. Using the selectivity factor computed in step 3, compute the modular constant q using



q =u



where u Step 4.



=



+ 2u5 + 15u9+ 1 5 0 ~ ’ ~



1-t-



2( 1+



I-)



(5.10) (5.11)



Using the values of A, and n from step I, compute V as (5.12)
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00



q114



Po =



C



( - 1)" qm("



+



l)



sinh[( 2m
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+ 1)V]



m=O



(5.13)



00



(-1)mqm2cosh2mV



0.5+ m=l



(5.14) step 7. Determine r, the number of quadratic sections in the filter, as r = n/2 for even n, and r = (n - 1)/2 for odd n. Step 8.



For i = 1,2, . . . , r, compute



Xias



00



2&14



x,=



C



( - 1)" qm("



+



'1



sin[(2rn



+ 1)pn/n]



m=O



(5.15)



m



+ 1



1 2



( -1y q m 2 cos(2mpn/n)



rn=l



-% Step 9.



n odd n even



For i = 1 , 2 , . . . , r, compute



Yias (5.16)



Step 10. For i = 1 , 2 , . . . , r, use the W,Xi, and Yi from steps 6, 8, and 9; compute the coefficients a,, bi, and ci as



a . =I



1



Xf



(5.17)



(5.18) (5.19) Step 11.



Using ai and ci, compute H, as



(5.20)
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Step 12.



Finally, compute the normalized transfer function HN(s)as (5.21)



where d



=



n even Odd



A C function cauerCoeffs( ), which implements steps 1 through 11 of Algorithm 5.2, is provided in Listing 5.2. Step 12 is implemented separately in the C function cauerFreqResponse( ) shown in Listing 5.3, since Eq. (5.21) must be reevaluated for each value of frequency. Example 5.2 Use Algorithm 5.2 to obtain the coefficients of the normalized-transfer function for the ninth-order elliptical filter having A, = 0.1 dB, wp = 3000 rad/s, and w, = 3200 rad/s. Determine the actual minimum stop-band loss. solution



Using the formulas from Algorithm 5.2 plus Eq. (5.5), we obtain



V = 0.286525



q = 0.129041



W = 1.221482



r =4



p o = 0,470218



A, = 51.665651



The coefficients X , , YL,a,, b,, and c, obtained via steps 8 through 10 for i = 1,2, 3, 4 are listed in Table 5.1. Using (5.20), we obtain Ho = 0.015317. The normalized-frequency response of this filter is shown in Figs. 5.2, 5.3, and 5.4. (The phase response shown in Fig. 5.4 may seem a bit peculiar. At first glance, the discontinuities in the phase response
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Coefficients for ExamDle 5.2



i



x,



y,



1 2 3 4



0.4894103 0.7889940 0.9196814 0.9636668



0.7598211 0.3740371 0.1422994 0.0349416



ci



4.174973 1.606396 1.182293 1.076828



0.6786235 0.3091997 0.1127396 0.0272625



0.4374598 0.7415493 0.8988261 0.9538953



- 10 - 20



-



u al



-40



a



.-



c



0 0



-50 -60



-70



1



2



3



4



5



6



7



8



910



normalized frequency Flgure 5.3



Stopband magnitude response for Example 5.2.



might be taken for jumps of 28 caused by the + K to - K "wraparound"of the arctangent operation. However, this is not the case. The discontinuities i;n Fig. 5.4 are jumps of n that coincide with the nulls in the magnitude response.



5.3



Denormalized-Transfer Function



As noted in Sec. 2.9, if we have a response normalized for oCN = 1, we can frequency-scale the transfer function to yield an identical response for o,= u by multiplying each pole and each zero by u and dividing the overall transfer function by u @ ~ - ~ where p ) n, is the number of zeros and np is the number of poles. An elliptical filter has a transfer function of the form given by (5.20). For odd n, there is a real pole at s = p o and r can conjugate pairs of poles that are roots of S2+biS+Ci
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Phase response for Example 5.2.



Using the quadratic formula, the ith pair of complex pole values can be expressed as Pk =



- bk k



,/= 2



The zeros of the normalized-transfer function occur a t s = +j&, i= 1 , 2 , . . . , r. For even n, the number of poles equals the number of zeros so c t ( n z - n p ) = 1. For odd n, n, - np = - 1, so the transfer function must be divided by l / c t or multiplied by u. If we multiply the poles and zeros by ct and multiply the overall transfer function by 1 or ct as appropriate, we obtain the frequency-scaled transfer function H(s) as (5.22)



where K



/35 n odd =



s + olpo



n even Comparison of Eqs. (5.21) and (5.22) indicates that the frequency rescaling
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consists of making the following substitutions in (5.21): u2a, replaces a, u2c, replaces c,



ctb, replaces b,



Hocr replaces Ho ( n odd) up, replaces p o ( n odd)



A C function cauerRescale( ), which makes these substitutions, is given in Listing 5.4.
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uo i d couerOrdcrEst i m( rea I onegapass, r c a I omegoSt op, r e a I n~axPa~sLoss, r e a l uinStoploss, i rit *order, rea I *actuo I f l i nSt.opLossj



{ r e a l l i , u , q , dd, k.L, lambda, w , mu, om: r e a l sum, term, aenom, numer, sigma, v , i n t i , m, r;



/*



k-omegaPass/omegaSt op;



-



f l l g . 5.1, Step 3 * /



/ * Eq (5.2) */



kk-sqrt(sqrt(l.8 k*k)); u=8,5*(1 .B-kk)/(l .8+kk);



dd = porr(18.8, ninStopLoss/l9.8) - 1.8; dd dd/ ( p o r ( l B . B , m a x P a s s L o s ~ ~ ~ ~-, e1) . @ > ;



-



-



*order



-



mil(



log18(16.6*dd)



/ logl@(l.Q/q));



/*



Eq ( 5 . 3 )



/*



Eq



*/



(5.1) */



/* Eq (5.5) */ numer p o r ( l 0 . 8 , (aoxPassLoss/l0.0))-1.B; fact ua I n i nSt opLoss = 18.9 log1 B(nurer/( 16* ipowlq, *order) ) + l . 8) ; return;



1



*
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void cauerCoeffs(rea1 onegaPass, rea I onegoSt op , real maxPossLoss, int order, real oa[l, rea 1 bb[ 1, real c c [ l , i nt *numSecs, r e a 1 %Zero , real *pZero)



I real k, kk, u , q, uu, wu, mu, x x , y y j real w m , term, denom, numer; int i, m, r;



/* Fllg 5.2, step 2 *I’



k=omegoPass/onegaSt op; kk.sqrt(sqrt(l.8 - k*k)); u=B. 5*( 1 B-kk)/( 1 .8+kk)i



/* Eq (5.11) */



I



/* Eq (5,121 */



-



numer = po~(l8.8,raxPassloss/2B.8)+1.B; uu log( numcr / (por(l8.8, moxPossLoss/28.8)-1))/(2.8*ord~r);



sum



=



/* Eq (5.13) */



8.8;



f o r ( m=8;



m-B; i - - j I denon cllu I t (omega ,denom) ; dennn.Re = danom.Re + c o e f [ i l ;



1 t r o n s f e r F u n c t i o n = cDiui numer, denom); phase = a r g ( t r a n s f e r F u n c t i o n ) ; denon = cmplx( c o e . f [ o r d e r l , El,@); omegaPlus = c m p l x ( Q . 8 , frequency



+



f o r ( i s o r d e r - I ; i>=8; i - - ) denom = cnu I t (omegoP I u s ,denon);



delta);
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denon.He



I



-



denom.Re



-



+



coef[i];



t r a n s ferFunct i on c0 i u( numer , denom j ; phase2 = a r g ( t r a n s f e r F u n c t i o n ) ; (phase2 - p h a w ) / d e l t a ; *groupDelay return;



-



1



Chapter



7 Fundamenta Is of Digita I Signal Processing



Digital signal processing (DSP) is based on the fact that an analog signal can be digitized and input to a general-purpose digital computer or specialpurpose digital processor. Once this is accomplished, we are free to perform all sorts of mathematical operations on the sequence of digital data samples inside the processor. Some of these operations are simply digital versions of classical analog techniques, while others have no counterpart in analog circuit devices or processing methods. This chapter covers digitization and introduces the various types of processing that can be performed on the sequence of digital values once they are inside the processor.



7.1



Digitization



Digitization is the process of converting an analog signal such as a timevarying voltage or current into a sequence of digital values. Digitization actually involves two distinct parts-sampling and quabztization-which are usually analyzed separately for the sake of convenience and simplicity. Three basic types of sampling, shown in Fig. 7.1, are ideal, instaataneous, and natural. From the illustration we can see that the sampling proctess converts a signal that is defined over a continuous time interval into a signal that has nonzero amplitude values only at discrete instants of time (as in ideal sampling) or over a number of discretely separate but internally continuous subintervals of time (as in instantaneous and natural sampling). The signal that results from a sampling process is called a sampled -data signal. The signals resulting from ideal sampling are also referred to as discrete-time signals. Each of the three basic sampling types occurs a t different places within a DSP system. The output from a sample-and-hold amplifier or a digital-toanalog converter (DAC) is an instantaneously sampled signal. In the output 117
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(C)



d



An analog signal ( a ) and three different types of sampling: ( b ) ideal, (c) instantaneous, and ( d ) natural. Figure 7.1



of a practical analog-to-digital converter (ADC) used to sample a signal, each sample will of course exist for some nonzero interval of time. However, within the software of the digital processor, these values can still be interpreted as the amplitudes for a sequence of ideal samples. In fact, this is almost always the best approach since the ideal sampling model results in the simplest processing for most applications. Natural sampling is encountered in the analysis of the analog multiplexing that is often performed prior to A/D conversion in multiple-signal systems. In all three of the sampling approaches presented, the sample values are free to assume any appropriate value from the continuum of possible analog signal values. Quantization is the part of digitization that is concerned with converting the amplitudes of an analog signal into values that can be represented by binary numbers having some finite number of bits. A quantized, or discretevalued, signal is shown in Fig. 7.2. The sampling and quantization processes will introduce some significant changes in the spectrum of a digitized signal. The details of the changes will depend upon both the precision of the quantization operation and the particular sampling model that most aptly fits the actual situation.
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Figure 7.2
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An analog signal (a) and the corresponding quantized signal



(b). Ideal sampling



In ideal sampling, the sampled-data signal, as shown in Fig. 7.3, comprises a sequence of uniformly spaced impulses, with the weight of each impulse equal to the amplitude of the analog signal at the corresponding instant in time. Although not mathematically rigorous, it is convenient to think of the sampled-data signal as the result of multiplying the analog signal x ( t ) by a periodic train of unit impulses: m



xs(.)= x ( t )



C n=



6(t - n T )



--OD



Based upon property 11 from Table 1.5, this means that the spectrum of the sampled-data signal could be obtained by convolving the spectrum of the analog signal with the spectrum of the impulse train:



As illustrated in Fig. 7.4, this convolution produces copies, or images, of the original spectrum that are periodically repeated along the frequency axis. Each of the images is an exact (to within a scaling factor) copy of the



Figure 7.3 Ideal sampling.
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Spectrum of an ideally sampled signal.



original spectrum. The center-to-center spacing of the images is equal to the sampling rate f,, and the edge-to-edge spacing is equal to f, - 2fH. As long as f, is greater than 2 times fH, the original signal can be recovered by a lowpass filtering operation that removes the extra images introduced by the sampling. Sampling rate selection



I f f , is less than 2fH, the images will overlap, or alias, as shown in Fig. 7.5, and recovery of the original signal will not be possible. The minimum alias-free sampling rate of 2fH is called the Nyquist rate. A signal sampled exactly a t its Nyquist rate is said to be critically sampled. Uniform sampling theorem. If the spectrum X(f) of a function x ( t ) vanishes beyond a n upper frequency of fH Hz or oHrad/s, then x(t) can be completely determined by its values a t uniform intervals of less than 1/(2fH) or n/w. If sampled within these constraints, the original function x(t) can be reconstructed from the samples by



x(t)



c m



=



n=



x(nT)



-00



sin[2fs(t - nT)] 2f,@ - n T )



where T is the sampling interval. Since practical signals cannot be strictly band-limited, sampling of a real-world signal must be performed a t a rate greater than 2fH where the signal is known to have negligible (that is, typically less than 1 percent) spectral energy above the frequency of fH. When designing a signal processing system, we will rarely, if ever, have reliable information concerning the exact spectral occupancy of the noisy real-world signals that our system will eventually face. Consequently, in most practical design situations, a value is selected for fH based upon the requirements of the particular application, and
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Aliasing due t o overlap of spectral images.



then the signal is lowpass-filtered prior to sampling. Filters used for this purpose are called antialiasing filters or guard filters. The sample-rate selection and guard filter design are coordinated so that the filter provides attenuation of 40 dB or more for all frequencies above f,/2. The spectrum of an ideally sampled practical signal is shown in Fig. 7.6. Although some aliasing does occur, the aliased components are suppressed at least 40 dB below the desired components. Antialias filtering must be performed prior to sampling. In general, there is no way to eliminate aliasing once a signal has been improperly sampled. The particular type (Butterworth, Chebyshev, Bessel, Cauer, and so on) and order of the filter should be chosen to provide the necessary stop-band attenuation while preserving the pass-band characteristics most important to the intended application. instantaneous sampling



In instantaneous sampling, each sample has a nonzero width and a flat top. As shown in Fig. 7.7, the sampled-data signal resulting from instantaneous sampling can be viewed as the result of convolving a sample pulse p ( t ) with an ideally sampled version of the analog signal. The resulting sampled-data signal can thus be expressed as



where p ( t ) is a single rectangular sampling pulse and x ( t ) is the original analog signal. Based upon property 10 from Table 1.5, this means that the spectrum of the instantaneous sampled-data signal can be obtained by multiplying the spectrum of the sample pulse with the spectrum of the ideally sampled signal:
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Spectrum of an ideally sampled practical signal: (a) spectrum of raw analog signal, (b) spectrum after lowpass filtering, and (c) spectrum after sampling. Flgure 7.6



As shown in Fig. 7.8, the resulting spectrum is similar to the spectrum produced by ideal sampling. The only difference is the amplitude distortion introduced by the spectrum of the sampling pulse. This distortion is sometimes called the aperture effect. Notice that distortion is present in all the images, including the one a t base-band. The distortion will be less severe for narrow sampling pulses. As the pulses become extremely narrow, instantaneous sampling begins to look just like ideal sampling, and distortion due to the aperture effect all but disappears.



Fundamentals of Digital Signal Processing



123



* Figure 7.7



Instantaneous sampling.
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Spectrum of an instantaneously sampled signal is equal to the spectrum ( a ) of a n ideally sampled signal multiplied by the spectrum ( b ) of 1 sampling pulse. Figure 7.8



Natural sampling



In natural sampling, each sample’s amplitude follows the analog signal’s amplitude throughout the sample’s duration. As shown in Fig. 7.9, this is mathematically equivalent to multiplying the analog signal by a periodic train of rectangular pulses:
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Figure 7.9



Natural sampling.



The spectrum of a naturally sampled signal is found by convolving the spectrum of the analog signal with the spectrum of the sampling pulse train:



[



F[%(.)l = X ( f >* p ( f )f,



m



1 m=



--a,



w-



4 s )



1



As shown in Fig. 7.10, the resulting spectrum will be similar to the spectrum produced by instantaneous sampling. In instantaneous sampling, all frequen-



0



0



Spectrum (c) of a naturally sampled signal is equal to the spectum (a) of the analog signal multiplied by the spectrum (b) of the sampling pulse train. Figure 7.10
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cies of the sampled signal’s spectrum are attenuated by the spectrum of the sampling pulse, while in natural sampling each image of the basic spectrum will be attenuated by a factor that is equal to the value of the sampling pulse’s spectrum a t the center frequency of the image. In communications theory, natural sampling is called shaped-top pulse amplitude modulation. Discrete-time signals



In the discussion so far, weighted impulses have been used to represent individual sample values in a discrete-time signal. This was necessary in order to use continuous mathematics to connect continuous-time analog signal representations with their corresponding discrete-time digital representations. However, once we are operating strictly within the digital or discrete-time realms, we can dispense with the Dirac delta impulse and adopt in its place the unit sample function, which is much easier to work with. The unit sample function is also referred to as a Kronecker delta impulse (Cadzow 1973). Figure 7.11 shows both the Dirac delta and Kronecker delta representations for a typical signal. In the function sampled using a Dirac impulse train, the independent variable is continuous time t, and integer multiples of the sampling interval T are used to explicitly define the discrete sampling instants. On the other hand, the Kronecker delta notation assumes uniform
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Sampling with Dimc and Kronecker impulses: (a) continuous signal, ( b ) sampling with Dirac impulses, and (c) sampling with Kronecker impulses. Figure 7.11
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sampling with an implicitly defined sampling interval. The independent variable is the integer-valued index n whose values correspond to the discrete instants at which samples can occur. In most theoretical work, the implicitly defined sampling interval is dispensed with completely by treating all the discrete-time functions as though they have been normalized by setting T = 1. Notation



Writers in the field of digital-signal processing are faced with the problem of finding a convenient notational way to distinguish between continuous-time functions and discrete-time functions. Since the early 1970s, a number of different approaches have appeared in the literature, but none of the schemes advanced so far have been perfectly suited for all situations. In fact, some authors use two or more different notational schemes within different parts of the same book. In keeping with long-established mathematical practice, functions of a continuous variable are almost universally denoted with the independent variable enclosed in parentheses: x(t), H(eJ"), 4 ( f ) and so on. Many authors, such as Oppenheim and Schafer (1975), Rabiner and Gold (1975), and Roberts and Mullis (1987), make no real notational distinction between functions of continuous variables and functions of discrete variables, and instead rely on context to convey the distinction. This approach, while easy for the writer, can be very confusing for the reader. Another approach involves using subscripts for functions of a discrete variable: xk A x ( k T )



H , 4 H(eJno)



4mA 4 ( m F ) This approach quickly becomes typographically unwieldy when the independent variable is represented by a complicated expression. A fairly recent practice (Oppenheim and Schafer 1989) uses parentheses ( ) to enclose the independent variable of continuous-variable functions and brackets [ 3 to enclose the independent variable of discrete-variable functions:



~ [ k=] x(KT) H [ n ]= H(eJno)



4[mI = 4(mF) For the remainder of this book, we will adopt this practice and just remind ourselves to be careful in situations where the bracket notation for discretevariable functions could be confused with the bracket notation used for arrays in the C language.
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Discrete-Time Fourier Transform



The Fourier series given by Eq. (1.140) can be rewritten to make use of the discrete sequence notation that was introduced in Sec. 7.1: m



1



x(t) =



X [ n ]elPnnFt



n = -m



where F



1



= - = sample



spacing in the frequency domain



t0



to = period of x ( t ) Likewise, Eq. (1.141) can be written as



's



X[n]= to



x ( t ) e--jnPnFt dt



to



The fact that the signal x ( t ) and sequence F [ n ] form a Fourier series pair with a frequency domain sampling interval of F can be indicated as



Discrete-time Fourier transform



In Sec. 7.1 the results concerning the impact of sampling upon a signal's spectrum were obtained using the continuous-time Fourier transform in conjunction with a periodic train of Dirac impulses to model the sampling of the continuous-time signal x ( t ) . Once we have defined a discrete-time sequence x [ n ] ,the discrete-time Fourier transform (DTFT) can be used to obtain the corresponding spectrum directly from the sequence without having to resort to impulses and continuous-time Fourier analysis. The discrete-time Fourier transform, which links the discrete-time and continuous-frequency domain, is defined by n,



C



X(ejoT)=



x[n] e -JonT



n = --oo



and the corresponding inverse is given by 1



rrr



(7.2)



If Eqs. (7.1) and (7.2) are compared to the DTFT definitions given by certain texts (Oppenheim and Schafer 1975; Oppenheim and Schafer 1989; Rabiner and Gold 1975), an apparent disagreement will be found. The cited texts
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define the DTFT and its inverse as (7.3) (7.4) The disagreement is due to the notation used by these texts, in which o is used t o denote the digital frequency given by



where R = analog frequency F, = sampling frequency T = sampling interval In most DSP books other than the three cited above, the analog frequency is denoted by o rather than by R. Whether w or R is the “natural” choice for denoting analog frequency depends upon the overall approach taken in developing Fourier analysis of sequences. Books that begin with sequences, and then proceed on to Fourier analysis of sequences, and finally tie sequences to analog signals via sampling tend to use o for the first frequency variable encountered which is digital frequency. Other books that begin with analog theory and then move on to sampling and sequences, tend to use o for the first frequency variable encountered which is analog frequency. In this book, we will adopt the convention used by Peled and Liu (1976) denoting analog frequency by w and digital frequency by 2 = oT.The function X(eJWT) is periodic with a period of op= 271/T, and X ( e J i )is periodic with a period of AP = 271. Independent of the o versus R controversy, the notation X(eJwT)or X(eJA) is commonly used rather than X ( o )or X(A) so that the form of (7.1) remains similar to the form of the z transform given in Sec. 5.1 which is



X(2) = n=



c



x[nl 2 - ”



(7.5)



-30



If elw is substituted for z in (7.5), the result is identical to (7.1). This indicates that the DTFT is nothing more than the z transform evaluated on the unit circle. [Note: eJo= cos w + j sin o,0 5 w 5 271, does in fact define the unit circle in the z plane since leJ“I = (cos2 o sin2 o)’”= 11.



+



Convergence conditions



If the time sequence x [ n ]satisfies
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then X(eJUT)exists and the series in (7.1) converges uniformly to X(eJWT). If x [ n ] satisfies



f



lx[n112
E(f,-I,)



and



E(f,)>E(f,+I,)



and



E ( f , ) > O (13.14)



> E(f;- 1 s )



and



E ( f , )> E(f;+ 0



and



W f , )> 0



(13.15)
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A ripple trough exists at f , if



E ( f ; )< E ( f ; - d



and



E ( f ; )< E ( f ; + * )



and



E ( f ; )< o (13.16)



Equation (13.16) can be rewritten as (13.17) for frequencies in the pass band and as (13.18) for frequencies within the stop band:



E ( f ; )< N f ;- I p ) E ( f ; )
 E( f, - I,), then a ripple peak (local maximum) is deemed to exist at f = f, regardless of how E( f ) behaves in the transition band which lies immediately to the right of f = f p . If a ripple peak does exist at f = f,, and if IE(f p )l 2 lpl, then the maximum is not superfluous and f = f, should be selected as a candidate extremal frequency-i.e., set Fk = f, where k is the index of the next extremal frequency due to be specified. Similarly, if E ( f p )< 0 and E( f p ) < E ( f , - &,), a ripple trough exists at f=f,. If IE(fp)l 2 JpI, this minimum is not superfluous and we should set Fk = f, where k is the index of the next extremal frequency due to be specified. If E(f,) > 0 and E ( f , ) > E ( f , Is),then a ripple peak is deemed to exist at f = f, regardless of how E ( f ) behaves in the transition band which lies immediately to the left of f = f,. If a ripple peak does exist at f = f s , and if IE(f,)I 2 lpl, then the maximum is not superfluous and f = f , should be selected as a candidate extremal frequency-i.e., set Fk = f, where k is the index of the next extremal frequency due to be specified. Similarly, if E( f,) < 0 and E ( f , ) < E ( f , +I8), a ripple trough exists at f = f,. If IE(f,)l 2 IpI, this minimum is not superfluous and we should set Fk = fs, where k is the index of the next extremal frequency due to be specified.



+



Other authors (such as Parks and Burrus 1987) indicate that f p and f , are always extremal frequencies. In my experience the testing indicated by Antoniou is always satisfied, so f p and f , are always selected as extremal frequencies. I have opted to eliminate this testing both to reduce execution time and t o avoid the danger of having small numerical inaccuracies cause one of these points t o erroneously fail the test and thereby be rejected. Testing of € ( f ) for f=0.5



=-



If E(0.5) > 0 and E(0.5) E(0.5 - I,), then a ripple peak exists at f = 0.5. If a ripple peak does exist at f = 0.5, and if )E(O))2 )PI, then the maximum is not
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superfluous and f = fo = 0.5 should be used as the final candidate extremal frequency. Similarly, if E(0.5) < 0 and E(0.5) < E(0.5 - Is), a ripple trough (ripple valley, local minimum) exists at f = 0.5. If \E(O)\ 2 \ p i , this minimum is not superfluous. Rejecting superfluous candidate frequencies



+



The Remez algorithm requires that only r 1extremal frequencies be used in each iteration. However, when the search procedures just described are used, it is possible to wind up with more than r 1 candidate frequencies. This situation can be very easily remedied by retaining only the r 1 frequencies F , for which IE(F,)\ is the largest. The retained frequencies are renumbered from 0 to r before proceeding. An alternative approach is to reject the frequency corresponding to the smaller of (E(F,)I and IE(F,) 1, regardless of how these two values compare to the absolute errors at the other extrema. Since there is only one solution for a given set of filter specifications, both approaches should lead to the same result. However, one approach may lead to a faster solution or be less prone to numeric difficulties. This would be a good area for a small research effort.



+



+



Deciding when to stop



There are two schools of thought on deciding when to stop the exchange algorithm. The original criterion (Parks and McClellan 1972) examines the extremal frequencies and stops the algorithm when they do not change from one iteration to the next. This criterion is implemented in the C function remezStop( ) provided in Listing 13.7. This approach has worked well for me, but it does have a potential flaw. Suppose that one of the true extremal frequencies for a particular filter lies at f = FT, and due to the way the dense grid has been defined, FT lies midway between two grid frequencies such that



F,



=



f n +f n +1 2



It is conceivable that on successive iterations, the observed extremal freand f, + and therefore never allow the quency could alternate between stopping criteria to be satisfied. A different criterion, advocated by Antoniou (1982), uses values of the error function rather then the locations of the extremal frequencies. In theory, when the Remez algorithm is working correctly, each successive iteration will produce continually improving estimates of the correct extremal frequencies, and the values of IE(F,)J will become exactly equal for all values of k. However, due to the finite resolution of the frequency grid as well as finite precision arithmetic, the estimates may in fact never converge to exact equality. One remedy is to stop when the largest IE(F,)I and the
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smallest I E ( F k ) I differ by some reasonably small amount. The difference as a fraction of the largest I E ( F k ) I is given by



Typically, the iterations are stopped when Q 50.01. This second stopping criterion is implemented in the C function remezStop2( ) provided in Listing 13.8. 13.5



Obtaining the Impulse Response



Back in Sec. 13.2, the final step in the Remez exchange design strategy consisted of using the final set of extremal frequencies to obtain the filter’s impulse response. This can be accomplished by using Eq. (13.10) to obtain P ( f ) from the set of extremal frequencies and then performing an inverse DFT on P( f ) to obtain the corresponding impulse response. An alternative approach involves deriving a dedicated inversion formula similar to the dedicated formulas presented in Sec. 12.3. For the case of the type 1 filter that has been considered thus far, the required inversion formula is



[



r-



1



h[n]= h [ - n ] = - A(O)+ C 2A N k = l This formula is implemented via the fsDesign( ) function (from Chap. 12), which is called by the C function remezFinish( ) provided in Listing 13.9. Although the filter’s final frequency response could be obtained using calls to computRemezA( ), I have found it more convenient to use cgdFirResponse( ) from Chap. 10, since this function produces output in a form that is directly compatible with my plotting software. 13.6



Using the Remez Exchange Method



All of the constituent functions of the Remez method that have been presented in previous sections are called in the proper sequence by the function remez( ), which is presented in Listing 13.10. This function accepts the inputs listed in Table 13.1 and produces two outputs-extFreq[ 1, which is a vector containing the final estimates, and h[ 1, which is a vector containing the FIR filter coefficients. Deciding on the filter length



To use the Remez exchange method, the designer must specify N , f,, f p , and the ratio S,/S,. The algorithm will provide the filter having the smallest values of IS,( and ISz[ that can be achieved under these constraints. However, in many applications, the values specified are f p , f,, 6,, and 6, with the
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TABLE 13.1



Input Parameters for remez( ) Function



Mathematical symbol



C variable



Definition



N r L



r



K



kk



Filter length Number of approximating functions Average density of frequency grid (in grid points per extremal frequency) (must be an integer) Ripple ratio 6,/6,



freqP freqS



Pass-hand edge frequency Stop-hand edge frequency



fP



f,



nn



gridDensity



designer left free to set N as required. Faced with such a situation, the designer can use f p , f , , and K = 6,/6, as dictated by the application and design filters for increasing values of N until the 6, and 6, specifications are satisfied. An approximation of the required number of taps can be obtained by one of the formulas given below. For filters having pass bands of ate” width, the approximate number of taps required is given by



~~~~~~~-



iV=1+



&



-20 log - 13 14.6(fs - f p )



(13.19)



For filters with very narrow pass bands, (13.19) can be modified to be



-



N=



0.22 - (20 log 6,)/27



(13.20)



(fs -fp)



For filters with very wide pass bands, the required number of taps is approximated by



-



N=



0.22 - (20 log 6,)/27



(13.21)



(fs -fp)



Example 13.1 Suppose we wish t o design a lowpass filter with a maximum pass-band ripple of 6, = 0.025 and a minimum stop-band attenuation of 60 dB or 6, = 0.001. The normalized cutoff frequencies for t h e pass band and stop band are, respectively, f p = 0.215 and f, = 0.315. Using (13.19) t o approximate the required filter length N , we obtain



’



=



+



- 20 logJ( 0.001)(0.025) 14.6(0.315 - 0.215)



- 13



= 23.6



The next larger odd length would be N = 2 5 . If we r u n remez( ) with t h e following inputs:



nn = 25



kk = 25.0



r = 13



gridDensity = 16



freqP = 0.215



freqS = 0.315
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TABLE 13.3



13.2 Extremal Frequencies for Example 13.1



TABLE



k



fk



0



0.000000 0.042232 0.084464 0.126696 0.165089 0.199643 0.215000 0.315000 0.322708 0.343906 0.372813 0.407500 0.447969 0.500000



1



2 3 4 5 6 7 8 9 10 11 12 13



Coefficients for 25-tap FIR Filter of ExamDle 13.1



h[O]= h[24] = -0.004069 h [ l ]= h[ 2 3 ] = -0.010367 h[2] = h[22] = -0.001802 h[3]= h[21] = 0.015235 h[4] = h[20] = 0.003214 h[5] = h[19] = -0.027572 h[6]=h[18] = -0.005119 h[7] = h[17] = 0.049465 h[8]= h[161 = 0.007009 h[9] = h[15] = -0.096992



h[101 = h[141 = - 0.008320 h[11] =h[13] = 0.315158 h[121 = 0.508810



we obtain the extremal frequencies listed in Table 13.2 and t h e filter coefficients listed in Table 13.3. The frequency response of t h e filter is shown in Figs. 13.2 and 13.3. The actual pass-band and stop-band ripple values of 0.0195 and 0.000780 a r e significantly better t h a n the specified values of 0.025 and 0.001. The ripple performance of t h e 25-tap filter designed i n Example 13.1 exhibits a certain amount of overachievement, and t h e estimate of t h e minimum number Example 13.2
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frequency
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Flgure 13.2 Magnitude response (as a fraction of peak) for the filter of Example 13.1.
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2



0



T



r



frequency A.



Magnitude response (in decibels) for the filter of Example 13.1.



Figure 13.3



of taps was closer to 23 than 25. Therefore, it would be natural for us t o ask if we could in fact achieve the desired performance with a 23-tap filter. If we rerun remez( ) with nn = 23, we obtain the extremal frequencies and filter coefficients listed in Tables 13.4 and 13.5. The frequency response of this filter is shown in Figs. 13.4 and 13.5. The pass-band ripple is approximately 0.034, and t h e stop-band ripple is approximately 0.0013%therefore, we conclude t h a t a 23-tap filter does not satisfy the specified requirements.



TABLE 13.4 Extremal Frequencies lor



Example 13.2



k 0 1 2 3 4 5 6 7 8 9 10 11 12



fk



0.000000 0.051510 0.103021 0.152292 0.194844 0.215000 0.315000 0.324635 0.349688 0.382448 0.419062 0.459531 0.500000



TABLE 13.5 Coelficients lor 23-tap FIR Filter of Example 13.2



h[O] = h[22] = -0.000992 h[l] = h[211 = 0.007452 h[2] = h[20] = 0.018648 h[3] = h[19] = 0.002873 h[4] = h[18] = -0.026493 h(51 = h[17] = -0.003625 h[6] = h[161 = 0.048469 h[7]= h[15] = 0.005314 h[8] =h[14] = -0.096281 h[9] = h[13] = -0.006601 h[10] =h[12] = -0.314911 h[111= 0.507077
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Figure 13.4 Magnitude response (as a fraction of peak) for the filter of Example 13.2.
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Figure 13.5 Magnitude response (in decibels) for the filter of Example 13.2.



13.7



Extension of the Basic Method



So far we have considered use of the Remez exchange method for odd-length, linear phase FIR filters having even-symmetric impulse responses (that is, type 1 filters). The Remez method was originally adapted specifically for the
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design of type 1 filters (Parks and McClellan 1972). However, in a subsequent paper, Parks and McClellan (1973) noted that the amplitude response of any constant group-delay FIR filter can be expressed as A ( f )= Q ( f )P ( f )



r- 1



where P(f ) =



C



ck



cos( 27ckf)



k=O



cos nf 274 sin zf



h[n]symmetric, N odd h[n]symmetric, N even h[n]antisymmetric, N odd h[n]antisymmetric, N even



Recall that the error E ( f ) was defined as



E ( f ) = W ( f ) t D ( f )- 4



f)l



(13.22)



If we substitute Q(f)P(f) and factor out Q ( f ) , we obtain



We can then define a new weighting function @ ( f ) = W(f)Q(f) and a new desired response 6(f ) = D(f ) / Q (f ) , and thereby obtain



W f )=



mrm



-W



)l



(13.23)



Equation (13.23) is of the same form as (13.22) with @ ( f ) substituted for W(f ) , 6(f ) substituted for D(f ) , and P( f ) substituted for A( f ) . Therefore, the procedures dev_eloped in previous sections can-be used to solve for P ( f ) provided that W(f ) is used in place of W( f ) and D(f ) is used in place of D(f ) . Once this P( f ) is obtained, we can multiply by the appropriate Q( f ) to obtain A( f ) . The appropriate formula from Table 12.2 can then be used to obtain the impulse response coefficients h[n].
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rea I gr i dfreq!



r e a 1 g r i dParan[ int g I )



1,



t real work; s t a t i c r e a l incP, i d , freqP, freqS; s t a t i c i nt r , q r i d n c n s i t q , mP, m S , gP; i f ~ g r i d P o r o s [ @ I l . @ ji gridPoram181 * 8.8; freqP g r idParom[ 11, freqS gridParan[21; r = gridParam[3]: gr i dDens i t y = g r i dParam[t] ; work = ( 0 . 5 + freqP - f r e q S j / r ; mP = f l o n r ( 8 , S + f r e q f i w n r k ) ; gridParam[S] = nP; gP a nP gridoensity; y r ~ i J P a r a n [ 7 ] = gf; nS = r + 1 - mP; gridParan[6] = I S ; incP freqP / gP; incS = ( 8 . 5 - f r e q S ) / ((mS-1) gridllensity);



--



*



-



*



1 else t work = igI (mathahi ctime.h?



EOL 10



STOP-CHRR 38 SPHCE 32 TRUE 1 FfiLSE Q PI 3.11159265 TUO-PI 6.2831853 TEN (double) 1 0 . 0 flAX-COLUflNS 2Q



MRX-ROUS 28



/* structure definition f o r single precision /* struct complex



toniple.x */



{



f loot Re; float I a :



1; */ 311
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i* structure definition for double precision conple,: */ struct complex



f double Re; double I m ;



I; t ypede f int log i co 1 ; t ypcde f doub t c rea I;



Appendix



Prototypes for C Functions



i n t Laguerreflet hod(



int order, s t r u c t complex coeftl, s t r u c t complex * z z , r e a I eps i 1 on, real e p s i Ion.?, int maxIterat i o n s i :



v o i d unwrapphase( i n t i I:, r e a I 'phase),



uo i d hut t ermort hFrcqRcsponsc! i n t o r d e r real frequency, rea I *magn i t ude , rea L *phase) ; I



v o i d butterrorthImpulscResponsc(



v o i d chebythevFreqRcsponse(



int o r d e r , r e a l delta'l, i n t npts, r e a l yval[l);



int order,



f I oat r i pp le, c h a r norma I i r a t i onlype, f l o a t frequency,



f l o a t *magnitude, f l o a t *phase) ; 313
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uo i d chebysheuInpu IseResponsej



int order, float ripple, char norna I i z a t i onlype , float deltal, i n t npts, f l o a t yua I [ I ) ;



uo i d cauerOrderEst i r ( r e a I onegapass, r e a l omegaStop, r e a I RaxPassLoss, r e a l maxStopLoss, in t *order, r e a l *actualDinStopLoss); v o i d c a u e r C o e f f s i r e a l omegapass, r e a l omegastop, r c a I maxPassLoss , i n t order, r e a l aa[J, pea I bb[ I , real cc[l, i n t *numSccs, r e a 1 *hZero, r e a l *pZeroj;



uo i d cauerFreqResponseI



i n t order real OOII r e a l bb[



1



real cc[l, r e a l hZero,



r e a l pZcro, r e a l frequency, r e a I * m a y i t udc , r e a l *phase); uo i d coucrRtsca l c (



i nt o r d e r r e a l aa[l, r e a I bb[ 1, r e a l ccIl, r e a l *hZero, r e a l 'ptero, r e a l alpha);



void besselCoefficientsI



i n t order, char t y p e O f N o r r a l i z a t ion, real coef[l);



Prototypes for C Functions



v o i d bcsse IFreqflesponsr{



in t order, real coef[l, r e a l frequency, r e a l *magnitude, r c a I *phase) ;



v o i d besselCroupDclayl'



i n t order, real coef[l, r c a I frequency, real delta, r e a l *groupOelay);



XI], XXI I,



void d f t (



s t r u c t complex s t r u c t comp I e x i n t nn) ;



v o i d dft.21:



s t r u c t complex x i ] , s t r u c t compIex x x I l , i n t nn);



void fftl'



s t r u c t conp I r x x[ 1, j t r u c t complex x x [ l , i n t nn);



v o i d cgdFirResponsc(



i n t f ir'lype, i n t nunblaps, r e a l hhll, l o g i ca I dbSca le, i n t nunherOfPo i n t s , rea L



v o i d norma izeResponse(



hD[ 1) ; l o g i c a l dbScale, i n t numberOfPoints, r e a l hh[ 1);



uoid



dea I nmpossj



i n t numbTaps, r e a l omegaU, rea I coefficient [ I ) ;



void



dealHighpassi



i n t nunb'laps, r e a l omegaL, real coefficient I ) ;



u o i d idealBandpassl'



i n t numbTaps, r e a l oaegal, r e a l onegall, real coefficient



I);
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luoid idealBandstopl



i n t nuinbTaps, r e a omegaL, r e a orncgall, r e a coef f i c i e n t I l i ;



r e a I cont Rect-angu LarResponse( r e a I f r e q , r e a l tau, Log i ca I &Sca



lei;



r e a l discRectangularResponse!



r e a l freq, i n t 11, 1 og i co I normflap) i



r e 0 I cont T r i angu larRcspnnse(



rea 1 freq , real t a u , logical dbSca l e ) ;



r e a l discTriangularResponsc~ r e a l freq, i n t fl, log i co normAmp j ; void triangularllindow( i n t v o i d makeLagUindow(



v o i d nakeDataUindow(



ti,



r e a l window[]);



i n t N, r e a l window[], i n t cent c r , r c a I out U i ndow[



11;



i n t N, r e a l uindow[l, r e a 1 outU i ndow[



11 :



v o i d hannUindoaf i n t nn. r e a l a i n d o w [ l ) ; v o i d . hammingUindow( int nn, r e a l r i n d o w [ l ) ; i n t fsUesignl



i n t nn, i n t firType,



real aa[l, r e a l h[ I ) :



f indSbPeak(



i n t bandConf ig[



1,



i n t numPt s , r e a l hh[l) ; r e a l goldensearch(



i n t f irType, i n t nurnbTaps, r e a t hD[I, real g s T o l ,



Prototypes for C Functions



i n t nunFreqPt 3 , i n t bandConf i g[



1,



real *fminj; v o i d setTrans(



i n t bandconfig[], real x , r e a l h0[1);



r e a I go ldenSearchZ(



r e a I rhnfl i n , r e a I rhollax, i n t f irType, i n t numhTaps, r e a I hD[ 1, r e a l gsTol, i n t nunFreqPt s , real origins[], pea I slopes[ 3, i n t bandronf i s [ ] , reat *fminj;



void setTransitionI



real origins[]. r-eaI s l o p e s [ ] , i n t handconfig[], r e a l x, r e a l lid[]);



uoid optimize2(



real ysasc, i n t firType, i n t numhTaps, r e a I hU[ 1 , r e a l gsTol, i n t numFreqPts, i n t bandcon f i g[ 1 , r e a l ttueakfactor, r e a l rectComps[l!;



u o i d dumpRectCompsj



r e a l desLpfHesp(



real origins[], r e a l sIopes[l, i n t nunTransSamps , real xj;



r e a l freqP, r e a l f r e q ) ;



r e a l meightLp( r e a l kk, r e a l freqP, r e a l f r e q j ;
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v o i d r e m e r E r r o r ( rea I g r i dParan[ 1 ,



i n t gridtlax, i n t r, r e a l kk, r e a l freqP, i n t IFF[ 3 , real cc[l);



r e a l conputeAenezA(



real gridParam[



1,



i n t gridflax, i n t r, r e a I kk, r e a l freqP, i nt iFF[ I , i n t init F lag, real contfrcq); v o i d r e n c r S c a r c h ( r e a l ee[l, r e a L absUe It a , i n t gP, i n t IFF[], i n t g r i dflax , i n t r, rca I g r i dParam[ 1 j



i n t remezStop(



i n t IFF[],



i n t renczStopZ(



i n t rj,



r e a l e e [ l , int i F F [ l , i n t r ) ;



uo i d renerF i n i sh( rea I e x t F r e q l I, i n t nn, i n t r, r e a l freqP, r e a l kk, r e a l aa[l, r e a l h[ 1) : void rener(



i n t nn,



int r, i nt gr idDens i t y , real



I



kk,



r e a l freqP, r e a l freqS, r e a I extFreq[ r e a l h[l);



I,



Prototypes for C Functions



i irHcsponse(



s t r u c t conpIex a [ ] , int b i g t i , s t r u c t complex b[l,



i n t bign,



i n t nuaberOfPo i n t s, l o g i c a l dbScale, pea I magn i t ude[ 1, r e a l phase[]);



void impulaeInuar(



s t r u c t comp\ex p o l e [ ] , i n t numPo I e3 I s t r u c t complex z e r o [ ] , i n t numieros, r e a I hZero, r e a l hi gT, s t r u c t comp t ex u l st r u c t comp [ e x b[ 1) ;



I,



v o i d stepInvar(



s t r u c t complex pole[l, i nt nunPo ICJ, s t r u c t complex rcro[I, i n t numZeros, r e a l hilero, pea I b i gl, s t r u c t complex a [ ] , s t r u c t complex b [ l ) ;



v o i d b i I inear(



s t r u c t complex i nt nunPo ICJ , s t r u c t complex in t n u d e r o s , r c o I hZero, r e a l bigT, st r u c t comp / e x s t r u c t complex



pole[],



zero[],



a[



3



I



b[l);



s t r u c t complex caplx( r e a l R, r e a l 8); s t r u c t complex cRdd( s t r u c t complex R, s t r u c t complex R ) ; s t r u c t complex cSub( s t r u c t coaplex R , struct complex 8); r e a l c f l o g ( s t r u c t complex 13); r e a l cRbs(struct complex R); double c d R b s ( s t r u c t c o n p l e x R ) ; r e a l o r g ( a t r u c t complex I 3 ) , J t r u c t complex c S q r t ( s t r u c t complex H i ; s t r u c t complex c n u I t ( s t r u c t complex 8, s t r u c t complex R ) ; s t r u c t c o i p l c x s l l u l t ( r e a l a, s t r u c t complex 8); s t r u c t complex cDiu( s t r u c t complex numer, s t r u c t complex denom);
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real sincSqrd( real x i ; real sincr’ real x ) ; real acosh( real x i , ovoid pause( logical enahled), int bitReul: int L , int t i ) ; i n t log21 int ti i , real ipou( real x , int k j :



Appendix



Functions for Complex Arithmetic



-



r e s u l t .Re R; r e s u l t . I m * 8; return( result);



1
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r e s u l t .Re = R.Re r t s u l t . I n = R.1m return( result);



+ +



8.k; B.Ia;



!



......................................... /* /*



*/



*/



cSub0



*/



/*



/****************************************/ s t r u c t complex cSub( s t r u c t complex A, s t r u c t complex 6)



I s t r u c t complex r e s u l t ; r e s u l t .Re = R.Re rssuit.Im = A,lm return( result j ;



1



-



B.Re;



- 6.1~;



Functions for Complex Arlthmstic



i f ( (R.Re -= 8.e) && (R.Im =- 8 . 8 ) { result 1



-



8.8;



i



else



1 r e s u l t = atan?( Kim,



R.Re 1;



I r e t u r n l result.);



1



r = sqrtCcdRbsiRj); theta = arg(H)/2.8; r e s u l t .Re = r ccsitheta): result . I m = r sinrtheta); returnl result):



* *



1



I
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........................................... /* /* /*



*/ */ */



CtIUltO



/******r*****YmtY*YY*a******~~***a******&/



s t r u c t comp l e x cflul t I s t r u c t complex R, s t r u c t complex B )



t s t r u c t complex r e s u l t ; r e s u l t . R c = R.Rc*B.He r e s u l t . 1 m = H,t?e*B.Im r e t u r n ( r e s u l t 1,



-



R.Im*b.Im,



+



ff.Im*B.Re;



1 /*******r*******m***L*****+**************~



*/ */ */



/* /* s t I u l t 0



I* /************************a****************/



s t r u c t complex s f l u l t i r e a i a, s t r u r t compiex 6 )



i s t r u c t comp l e x r e s u It ;



-



resu1t.k a*6.Re; r e s u l t . I s = a*R I m ; return( r e s u l t 1; I



-



bottom denoa .Ae*denom. Re + denom ImYdcnon. Im; r e a L t op = numer . Re*denom . He + numer Im*denon . I m ; i mag-top numer Im*denom .Re - numcr Re*denom. I m ; result.Re rtaLtop/hatton; result.Im imag-top/bottom; r e t u r n ( r e s u l t ); I



--



I



. .



/** /* /* /* /* /*



** ** **
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real sine( real x ) {



real result; if( x=-E1,8)



I result = 1 .Et;



1 else {



result = sinIxjix;



1 returniresul t );



1



v o i d pause(



logical enabled)



I: char inputString[2811 i f(enabled) f printf(”entcr anything to cont inuc\n”); gets( i nput St r i ng ;



Miscellaneous Support Functions



i n t bitHeu(



int



L,



int N i



I i n t work, work2,



i, b i t ;



--



9; eork2 work N; for(i=B: i < L ; i++i{ b i t = work%?; work? rork2 = 2 work /=2;



*



+



1 r e t urn(work2) ;



I



i n t log2(



int



N 1



I i n t work, r e s u l t ; r e s u l t * 8; work = N; for(;;) I i f ( w o r k == 0) break; work /-2; resu I t + + ;



1 r e t u r n ( r e s u 1t - 1 ) ;



1



bit;
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real i p o r (



real x , int k )



real result; int n , i f(k--8) {result = I , @ ; I else {result x; for( n=?, nc-k; n++) I r e s u l t = result



-



1 return(resu I t ) ;



1



*
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