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Chapter 1



Overview of static optimization 1.1



Definitions



Let E be a normed vector space, possibly infinite-dimensional, and consider the minimization problem: φ



:=



inf ϕ(x),



x∈K



(1.1)



where x ∈ E is the control variable, ϕ : E −→ R is the objective function, and K ⊂ E is the set of admissible decisions. The objective of this section is to provide a quick review of the following issues: a. The first question addresses the existence of a solution: ∃ ? x∗ ∈ K :



φ := ϕ(x∗ ).



(1.2)



If the answer to this question is positive, then the issue of uniqueness arises. b. If existence holds for the problem (1.1), then one can derive the (Euler) first order conditions. In the unconstrained context (K = E), the necessary condition reduces to the standard Lagrange zero gradient at any minimizer. If the set of admissible decisions K is defined by a finite number of equality and inequality constraints, then the classical duality methods lead to the Kuhn and Tucker first order conditions, which reduces to the Lagrange theorem in the absence of constraints. Notice that the necessary conditions can be used to solve the existence problem in (1.2). Indeed, there are two alternative cases: - Either the first order conditions is not satisfied by any point in K, then the problem (1.1) has no solution in K. - Or the first order conditions allow to isolate a nonempty set of points in K, then one needs to turn to sufficient conditions of optimality to identify those which indeed correspond to the minimum. 7
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Before proceeding to the precise statement of our results, we recall some definitions and classical results: - A subset K of a metric space is compact if and only if every sequence of elements of K contains a converging subsequence. - A scalar function ϕ defined on a metric space is said to be lower semicontinuous if and only if lim inf x0 →x ϕ(x0 ) ≥ ϕ(x) for all x ∈ E. - A function ϕ : E −→ R is differentiable at a point x ∈ E if there exists a linear mapping Dϕ(x) : E −→ R such that ϕ(x + h)



= ϕ(x) + Dϕ(x) · h + |h|ε(h),



where ε : E −→ R is a function converging to zero as |h| → 0. When E has finite dimension, Dϕ(x) is the gradient of ϕ at x, and we have : Dϕ(x) · h =



X ∂ϕ hi , ∂xi i



where (∂ϕ/∂xi )(x) is the partial derivative at the point x with respect to the variable xi . - A subset K of a vector space is said to be convex if λx + (1 − λ)y ∈ K for all x, y ∈ K and λ ∈ [0, 1]. - Let K be a convex set. A function ϕ : K −→ R is said to be convex (resp. strictly convex) if ϕ (λx + (1 − λ)y) ≤ (resp. 0,



where B(x, r) is the open ball centered at x with radius r. we say that x is a point of global minimum for the problem (1.1) if φ = ϕ(x∗ ). We now write the sufficient optimality conditions in the context where the objective function ϕ is twice differentiable at the point x∗ . Recall that this means that there exists a bilinear symmetric map D2 ϕ(x∗ ) : E × E −→ R such that ϕ(x∗ + h)



1 = ϕ(x∗ ) + Dϕ(x∗ ) · h + D2 ϕ(x∗ )(h, h) + |h|2 ε(h), 2



(1.5)



11 where ε(h) −→ 0 as h → 0. If E has a finite dimension d, then: D2 ϕ(x∗ )(h, h)



=



d X



∂2ϕ (x∗ ) hi hj . ∂x ∂x i j i,j=1



We say that x is a regular point for ϕ if ϕ is twice differentiable at x. The next result is a direct consequence of (1.5). Theorem 1.7. Let x∗ ∈ K be a regular point for ϕ satisfying the Euler condition (1.4). Suppose that: D2 ϕ(x∗ )(h, h) > 0



for all h ∈ T (K, x∗ ), h 6= 0.



The x∗ is a point of local minimium for the problem (1.1). Corollary 1.8. Let K and ϕ be convex. Then any point x∗ of differentiability of ϕ satisfying the Euler condition (1.4) is a global solution of the problem (1.1).



1.5



Equality and inequality constraints



Throughout this section, E is a vector space with finite dimension d, and the set of admissible decisions K is defined by a finite number p of inequality constraints: K



=



{x ∈ E : bj (x) ≤ 0, 1 ≤ j ≤ p for all x ∈ E} .



(1.6)



Here, b : E −→ Rp is a given function with components bi : E −→ R. Notice that this context includes equality constraints. In order to apply the Euler condition of Theorem 1.5, we need to determine the tagent cone tangent T (K, x) at any point x ∈ K. To do this, we need to isolated the binding constraints at x ∈ K: J(x)



:= {j = 1, . . . , p : bj (x) = 0} .



Then, it is easily shown that whenever bj is continuously differentiable at x for all j ∈ J(x): T (K, x) ⊂



{y ∈ Rn : y · Dbj (x) ≤ 0 for all j ∈ J(x)} .



However, this inclusion is strict, in general. The next result provides a sufficient condition for the equality between these two cones to hold true. Denote J conc (x)



:= {j ∈ J(x) : bj is concave in the neighborhood of x} .



Proposition 1.9. Let b be continuous at the point x, and bj differentiable at x for all j ∈ J(x). Assume further that there exists y ∈ Rn such that y · Dbj (x) ≤ 0, j ∈ J conc (x) and



y · Dbj (x) < 0, j ∈ J(x) \ J conc (x).



Then T (K, x) = {y ∈ Rn : y · Dbj (x) ≤ 0 for all j ∈ J(x)}.
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The proof is left to the reader. Definition 1.10. A point x ∈ K is said to be K−qualified if the function b is differentiable at x and T (K, x)



= {y ∈ Rn : y · Dbj (x) ≤ 0 for all j ∈ J(x)} .



We next introduce the function L : E × Rp −→ R defined by : := ϕ(x) + λ · b(x).



L(x, λ)



We call L the Lagrangian function associated to the minimization problem (1.1) with inequality constraints (1.6). The scalars λ1 , . . . , λp are called Lagrange multipliers. The following result provides an explicit statement of the Euler condition of Theorem 1.5. Theorem 1.11. (Kuhn and Tucker) Let K be defined by the inequality constraints (1.6), and x∗ ∈ K a minimizer of the problem (1.1). Assume that ϕ is differentiable at x∗ , and x∗ is a K−qualified point. Then, there exists λ ∈ Rp+ such that: DL(x∗ , λ) = 0



and



λj bj (x∗ ) = 0, 1 ≤ j ≤ p.



Proof. Let x∗ be a K−qualified solution of the minimization problem (1.1). Since ϕ is differentiable at x∗ , it follows from the Euler condition of Theorem 1.5 that: Dϕ(x∗ ) · y ≥ 0



for all



y ∈ T (K, x∗ ).



Use the expression of T (K, x∗ ) for the K−qualified point x∗ , this provides: n o for all y ∈ Rn , max∗ Dbj (x∗ ) · y ≤ 0 =⇒ −Dϕ(x∗ ) · y ≤ 0 . j∈J(x )



By the Farkas separation lemma, this property is equivalent to X −Dϕ(x∗ ) = λj Dbj (x∗ ) for some λj ≥ 0, j ∈ J(x∗ ). j∈J(x∗ )



This defines the multipliers λj for all binding constraints j ∈ J(x∗ ). For the remaining constraints, we simply set λj := 0



for all j 6∈ J(x∗ ) ,



and the proof of the theorem is complete.



♦



We conclude this section by stating the Lagrange Theorem which provides the first order conditions for the minimization problem (1.1) when the set K is defined by equality constraints: K



= {x ∈ E : aj (x) = 0, 1 ≤ j ≤ m for all x ∈ E} .



(1.7)



13 Similar to the case of inequality constraints, if aj is differentiable at x for all j = 1, . . . , m, then T (K, x) ⊂



{y ∈ E : y · Daj (x) = 0, 1 ≤ j ≤ m} ,



and x is called a K−qualified point if the above inclusion is an equality. Proposition 1.12. Let K ⊂ E be defined by (1.7), and x ∈ K. Assume that (i) aj is continuously differentiable in the neighborhood of x for all j = 1, . . . , m, (ii) The family of gradients {Daj (x), 1 ≤ j ≤ m} is a linearly independent system. Then x is a K−qualified point. We refer to Moulin et Fogelman-Souli´e [?] for the proof of this result. In the context of equality constraints, the Kuhn and Tucker theorem reduces to Theorem 1.13. (Lagrange) Let the set of admissible decisions be defined by (1.7), and let x∗ be a solution of the minimization problem (1.1). Assume that ϕ is differentiable at x∗ , and x∗ is a K−qualified point. Then: DL(x∗ , λ∗ ) = 0



for some λ∗ ∈ Rm .
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Chapter 2



Caculus of variations 2.1



Problem formulation



Let t0 < t1 ∈ R and F : [t0 , t1 ] × R × Rn −→ R C 1 −function. In this chapter, we study a first class of dynamic optimization problems: φ :=



inf



x ∈ C 1 ([t0 , t1 ], Rn ) x(t0 ) = x0 x(t1 ) − x1 ∈ C(I, J, K)



ϕ(x),



(2.1)



where Z ϕ(x)



t1



:=



F (t, x(t), x(t)) ˙ dt. t0



Here, x0 , x1 ∈ Rn are given, I, J and K are disjoint subsets of indices in {1, . . . , n}, and  C(I, J, K) := ξ ∈ Rn : ξ i ≤ 0, ξ j ≥ 0 and ξ k = 0 for (i, j, k) ∈ I × J × K . The case of an unconstrained terminal value of the state variable is obtained by setting I = J = K = ∅. Remark 2.1. Let G : Rn −→ R be a C 1 −function, and consider the objective function with an additional terminal cost: Z t1 ϕ(x) ˜ := F (t, x(t), x(t)) ˙ dt + G (x(t1 )) , t0



together with the minimization problem φ˜ :=



inf



x ∈ C 1 ([t0 , t1 ], Rn ) x(t0 ) = x0 x(t1 ) − x1 ∈ C(I, J, K)



15



ϕ(x). ˜



(2.2)
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Then, introducing F˜ (t, ξ, v)



:= F (t, ξ, v) + DG (ξ) · v,



we may re-write ϕ˜ as Z ϕ(x) ˜



t1



:=



F˜ (t, x(t), x(t)) ˙ dt + G (x(t0 )) ,



t0



thus reducing the problem (2.2) to the class (2.1) where no terminal cost is involved.



2.2



Necessary conditions of optimality: the equality constraint case



The objective of this section is to prove the local Euler equation for the problem of calculus of variations (2.1) which is the first order condition that any extremum (if it exists) must satisfy. Theorem 2.2. (local Euler equation) In the context I = J = ∅ and K = {1, . . . , n}, let x∗ ∈ C 1 ([t0 , t1 ], Rn ) be a solution of the problem (2.1). Then, the function t 7−→



Fv (t, x∗ (t), x˙ ∗ (t))



is C 1 on [t0 , t1 ] and its differential is given by d Fv (t, x∗ (t), x˙ ∗ (t)) = Fx (t, x∗ (t), x˙ ∗ (t)) dt



for all t ∈ [t0 , t1 ].



Proof. Let h be an arbitrary C 1 ([t0 , t1 ], Rn ) −function with h(t0 ) = h(t1 ) = 0. For any scalar ε ∈ R, we consider the variation of x∗ in the h−direction: xε



:= x∗ + εh.



Since xε ∈ C 1 ([t0 , t1 ], Rn ) and xε (t0 ) = x0 , xε (t1 ) = x1 , it follows from the optimality of x∗ that ε = 0 is a point of minimum of the function ε 7−→ ϕ(xε ). It is easy to see that this function is differentiable with respect to ε (dominated convergence). Then a necessary condition for the latter optimality is that: Z t1   ∂ ∂ ˙ ϕ(xε ) = F t, x∗ (t) + εh(t), x˙ ∗ (t) + εh(t) dt = 0. ∂ε ∂ε t0 ε=0 ε=0 This leads to Z t1 Z Fx (t, x∗ (t), x˙ ∗ (t)) · h(t)dt + t0



t1



t0



˙ Fv (t, x∗ (t), x˙ ∗ (t)) · h(t)dt = 0.



(2.3)



17 Let H be the anti-derivative of the function t 7−→ Fx (t, x∗ (t), x˙ ∗ (t)) Z H(t)



t



Fx (t, x∗ (t), x˙ ∗ (t)) dt,



:= c + t0



where the constant vector c ∈ Rn is chosen so that Z t1 Z t1 H(t)dt = Fv (t, x∗ (t), x˙ ∗ (t)) dt t0



(2.4)



t0



Integrating by part the first integral in (2.3), and recalling that h(t0 ) = h(t1 ) = 0, we obtain: Z t1 ˙ {−H(t) + Fv (t, x∗ (t), x˙ ∗ (t))} · h(t)dt = 0. (2.5) t0



We now observe that the function Z t ¯ h(t) := {−H(s) + Fv (s, x∗ (s), x˙ ∗ (s))} ds t0



¯ 0 ) = h(t ¯ 1 ) = 0 by (2.4). Then, substituting is C 1 ([t0 , t1 ], Rn ) and satisfies h(t this function in (2.5), we see that: Z



t1



2



|−H(t) + Fv (t, x∗ (t), x˙ ∗ (t))| dt =



0.



t0



By the continuity of the functions H, Fv and x˙ ∗ , this shows that: H(t) = Fv (t, x∗ (t), x˙ ∗ (t))



for all



t ∈ [t0 , t1 ].



Since H is C 1 , the proof is completed by differentiating the latter expression. ♦ Remark 2.3. Consider the problem of calculus of variations with terminal cost (2.2). Then the local Euler equation is: d ˜ Fv (t, x∗ (t), x˙ ∗ (t)) = F˜x (t, x∗ (t), x˙ ∗ (t)) dt



for all



t ∈ [t0 , t1 ].



for all



t ∈ [t0 , t1 ].



Since F˜ (t, ξ, v) = F (t, ξ, v) + G0 (ξ) · v, this provides: d Fv (t, x∗ (t), x˙ ∗ (t)) = Fx (t, x∗ (t), x˙ ∗ (t)) dt



Hence, the local Euler equation for the problem (2.2) does not involve the terminal cost function G. We next extend the previous result to the case where the minimization is performed over the larger set of piecewise C 1 −functions.
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Definition 2.4. A function x : [t0 , t1 ] −→ Rn is said to be piecewise continu1 ously differentiable, denoted as x ∈ Cpm ([t0 , t1 ], Rn ), if there exists a partition t0 = s0 < . . . < sm = t1 of the interval [t0 , t1 ] such that • x ∈ C 0 ([t0 , t1 ], Rn ), • x ∈ C 1 (]si−1 , si [, Rn ) for all i = 1, . . . , m, • x˙ has right and left limits at the endpoints si for all i = 0, . . . , m. The relaxed minimization problem is defined by: φpm



:=



inf



1 ([t , t ], Rn ) x ∈ Cpm 0 1 x(t0 ) = x0 x(t1 ) = x1



ϕ(x)



(2.6)



where Z ϕ(x)



t1



:=



F (t, x(t), x(t)) ˙ dt. t0



The following example illustrates a case where the relaxation of the minimization 1 problem to the larger set Cpm ([t0 , t1 ], Rn ) is relevant. Example 2.5. Consider the objective function Z 1 2 ϕ(x) := x(t)2 [1 − x(t)] ˙ dt, −1



and let x0 = 0, x1 = 1. 1 ([−1, 1], R) for the problem (2.6) Clearly there exists a solution x∗ ∈ Cpm given by x∗ (t) := t+ = max{0, t}



for all



t ∈ [−1, 1],



inducing a zero minimum φpm = 0. Notice that the value function of the minimization problem (2.1) on C 1 ([−1, 1], R) is also zero, as one can find an approximating sequence (xn )n ⊂ C 1 ([−1, 1], R) of x∗ such that ϕ(xn ) −→ 0. However the problem has no solution in C 1 ([−1, 1], R). Reviewing the previous proof, we see that the following extension of the local Euler equation holds true. 1 Theorem 2.6. (Integral Euler equation) Let x∗ ∈ Cpm ([t0 , t1 ], Rn ) be a solution of the problem (2.6). then, there exists a constant K ∈ R such that Z t Fv (t, x∗ (t), x˙ ∗ (t)) = K + Fx (t, x∗ (t), x˙ ∗ (t)) dt. t0



In particular, we have: (i) At any point t¯ where the function t 7−→ Fx (t, x∗ (t), x˙ ∗ (t)) is continuous, the local Euler equation holds: d Fv (t¯, x∗ (t¯), x˙ ∗ (t¯)) dt



= Fx (t¯, x∗ (t¯), x˙ ∗ (t¯)) ,



19 (ii) Although, in general, x˙ ∗ (s− ˙ ∗ (s+ i ) 6= x i ) for some 0 ≤ i ≤ m, we have:   Fv si , x∗ (si ), x˙ ∗ (s− = Fv si , x∗ (si ), x˙ ∗ (s+ i ) i ) .



2.3



Unconstrained terminal state : transversality conditions



In this section, we study the problem of calculus of variations when the final state is not subject to equality constraints. Let I, J and K ⊂ {1, . . . , n} be given disjoint subsets of indices. Notice that the union I ∪ J ∪ K is in general a strict subset of {1, . . . , n} so that (I ∪ J ∪ K)c := {1, . . . , n} \ (I ∪ J ∪ K) is in general not empty. For an arbitrary x1 ∈ Rn , we consider the problem: φ



:=



inf



x ∈ C 1 ([t0 , t1 ], Rn ) x(t0 ) = x0 x(t1 ) − x1 ∈ C(I, J, K)



ϕ(x)



(2.7)



where Z ϕ(x)



t1



F (t, x(t), x(t)) ˙ dt,



:= t0



and  C(I, J, K) := ξ ∈ Rn : ξ i ≤ 0, ξ j ≥ 0 et ξ k = 0 pour (i, j, k) ∈ I × J × K . Notice that the final state is subject to - inequality constraints for the indices in I ∪ J, - equality constraints for the indices in k ∈ K, - no constraint for the indices ` ∈ (I ∪ J ∪ K)c . Finally, for all function x satisfying the constraints of the problem (2.7), we define:  I(x) := i ∈ I : xi (t1 ) = xi1 n o J(x) := j ∈ J : xj (t1 ) = xj1 , and we denote L(x)



:=



[I(x) ∪ J(x) ∪ K]c .



Theorem 2.7. Assume that x∗ ∈ C 1 ([t0 , t1 ], Rn ) is a solution of the problem (2.7). Then:
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(i) (local Euler equation) the function t 7−→ Fv (t, x∗ (t), x˙ ∗ (t)) is of class C 1 on [t0 , t1 ] with differential d Fv (t, x∗ (t), x˙ ∗ (t)) = Fx (t, x∗ (t), x˙ ∗ (t)) dt



for all t ∈ [t0 , t1 ],



(ii) (transversality conditions) for all i ∈ I(x∗ ), j ∈ J(x∗ ) and ` ∈ L(x∗ ), Fvi (t1 , x∗ (t1 ), x˙ ∗ (t1 )) ≤ 0, Fvj (t1 , x∗ (t1 ), x˙ ∗ (t1 )) ≥ 0, Fv` (t1 , x∗ (t1 ), x˙ ∗ (t1 )) = 0. Proof. We first observe that x∗ is also a solution of the problem of calculus of variations with equality constraint on the final state: inf



ϕ(x).



x ∈ C 1 ([t0 , t1 ], Rn ) x(t0 ) = x0 x(t1 ) = x∗ (t1 )



Then Part (i) of the theorem is a consequence of Theorem 2.2. To see that x∗ satisfies the transversality conditions, we introduce the scalars (λi )i∈I(x∗ ) , (µj )j∈J(x∗ ) and (γ` )`∈L(x∗ ) such that λi ≥ 0, µj ≥ 0, γ` ∈ R for all



i ∈ I(x∗ ), j ∈ J(x∗ ) and ` ∈ L(x∗ ).



Let h be a C 1 ([t0 , t1 ], Rn ) −function with h(t0 ) = 0, hi (t1 ) = −λi , hj (t1 ) = µj , hk (t1 ) = 0 and h` (t1 ) = γ` for all i ∈ I(x∗ ), j ∈ J(x∗ ), k ∈ K et ` ∈ L(x∗ ).



(2.8)



then, there exists ε¯ > 0 such that for all ε ∈ [0, ε¯], the function xε := x∗ + εh satisfies all the constraints of (2.7). By the optimality of x∗ , it follows that the function ε 7−→ J(xε ), defined on [0, ε¯], is minimal at ε = 0, and therefore: ∂ ε ≥ 0. (2.9) ϕ(x ) ∂ε ε=0 Differentiating inside the integral, as in the proof of Theorem 2.2, we obtain that: Z t1 Z t1 ∗ ∗ ˙ Fx (t, x (t), x˙ (t)) · h(t)dt + Fv (t, x∗ (t), x˙ ∗ (t)) · h(t)dt ≥ 0. t0



t0



By Part (i) of the theorem, the function t 7−→ Fv (t, x∗ (t), x˙ ∗ (t)) is C 1 . Integrating by parts, we see that:  Z t1  d ∗ ∗ ∗ ∗ 0 ≤ Fx (t, x (t), x˙ (t)) − Fv (t, x (t), x˙ (t)) · h(t)dt dt t0 h i t1 + Fv (t, x∗ (t), x˙ ∗ (t)) · h(t) . t0



21 Since x∗ satisfies the local Euler equation, again by Part (i), and recalling that h(t0 ) = 0, this leads to: 0



≤



Fv (t1 , x∗ (t1 ), x˙ ∗ (t1 )) · h(t1 ).



Finally, using (2.8), we obtain: X 0 ≤ − λi Fvi (t1 , x∗ (t1 ), x˙ ∗ (t1 )) i∈I(x∗ )



+



X



µj Fvj (t1 , x∗ (t1 ), x˙ ∗ (t1 ))



j∈J(x∗ )



+



X



γ` Fv` (t1 , x∗ (t1 ), x˙ ∗ (t1 )) ,



`∈L(x∗ )



and the required transversality constraints follows from the arbitrariness of λi ≥ 0, µj ≥ 0 and γ` ∈ R. ♦ Remark 2.8. In the context of a maximization problem, i.e. the infimum in (2.7) is replaced by a supremum, the inequality (2.9) is reversed. Consequently, all inequalities in the transversality conditions are reversed. Remark 2.9. Suppose that the objective function contains a terminal cost as in Remark 2.1: Z t1 inf F (t, x(t), x(t)) ˙ dt + G (x(t1 )) . (2.10) x ∈ C 1 ([t0 , t1 ], Rn ) x(t0 ) = x0 x(t1 ) − x1 ∈ C(I, J, K)



t0



Then, the conclusions of Theoram 2.7 in terms of the functions F and G are as follows: (i) the local Euler equation does not involve G, as already observed in Remark 2.3, (ii) the transversality conditions are: Fvi (t1 , x∗ (t1 ), x˙ ∗ (t1 )) + Gxi (x∗ (t1 )) ≤ 0 ∗



2.4



∗



∗



for i ∈ I(x∗ ),



Fvj (t1 , x (t1 ), x˙ (t1 )) + Gxj (x (t1 )) ≥ 0



for j ∈ J(x∗ ),



Fv` (t1 , x∗ (t1 ), x˙ ∗ (t1 )) + Gx` (x∗ (t1 )) = 0



for



` ∈ L(x∗ ).



A sufficient condition of optimality



In this section, we consider the problem of calculus of variations: Z t1 φ := inf F (t, x(t), x(t)) ˙ dt x ∈ C 1 ([t0 , t1 ], Rn ) x(t0 ) = x0 x(t1 ) − x1 ∈ C(I, J, K)



t0



(2.11)
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where F is C 1 , and I, J, K are disjoint subsets of indices in {1, . . . , n}. As usual, we denote Z t1 F (t, x(t), x(t)) ˙ dt. ϕ(x) = t0



Theorem 2.10. Assume that the function (ξ, v) 7−→ F (t, ξ, v) is convex for all t ∈ [t0 , t1 ]. Let x ¯ be a C 1 ([t0 , t1 ], Rn ) function satisfying the constraints of the problem (2.11), the local Euler equation, and the corresponding transversality conditions. Then x ¯ is a solution of the problem (2.11). Proof. Let x ∈ C 1 ([t0 , t1 ], Rn ) be a function satisfying the constraints in (2.11), let us show that ϕ(x) − ϕ(¯ x) ≥ 0. 1. By the convexity of F (t, ·, ·), together with the local Euler equation satisfied by x ¯, we see that: F (t, x(t), x(t)) ˙ − F (t, x ¯(t), x ¯˙ (t))



≥ Fx (t, x ¯(t), x ¯˙ (t)) · [x(t) − x ¯(t)] +Fv (t, x ¯(t), x ¯˙ (t)) · [x(t) ˙ −x ¯˙ (t)] d {Fv (t, x ¯(t), x ¯˙ (t)) · [x(t) − x ¯(t)]} . = dt Integrating between t0 and t1 , this shows that: h it1 ϕ(x) − ϕ(¯ x) ≥ Fv (t, x ¯(t), x ¯˙ (t)) · (x(t) − x ¯(t)) t0



= Fv (t1 , x ¯(t1 ), x ¯˙ (t1 )) · (x(t1 ) − x ¯(t1 )) , since x(t0 ) = x ¯(t0 ) = x0 . 2. We next observe that x ¯k (t1 ) = xk (t1 ) = xk1 for all k ∈ K, and that ˙ ¯(t1 ), x ¯(t1 )) = 0 for all ` ∈ L(¯ x) by the transversality conditions. This Fv` (t1 , x allows to write the previous inequatility into: X  ¯(t1 ), x ¯˙ (t1 )) xi (t1 ) − x ¯i (t1 ) ϕ(x) − ϕ(¯ x) ≥ Fvi (t1 , x i∈I(¯ x)



+



X



 Fvj (t1 , x ¯(t1 ), x ¯˙ (t1 )) xj (t1 ) − x ¯j (t1 )



j∈J(¯ x)



=



X



Fvi (t1 , x ¯(t1 ), x ¯˙ (t1 )) xi (t1 ) − xi1







i∈I(¯ x)



+



X



  Fvj (t1 , x ¯(t1 ), x ¯˙ (t1 )) xj (t1 ) − xj1 .



j∈J(¯ x)



Finally, since x satisfies the constraints of the problem (2.11) and I(¯ x) ⊂ I, J(¯ x) ⊂ J, we have xi (t1 ) − xi1 ≤ 0 and xj (t1 ) − xj1 ≥ 0 for all i ∈ I(x) and j ∈ J(x). We then deduce from the transversality conditions that:  Fvi (t1 , x ¯(t1 ), x ¯˙ (t1 )) xi (t1 ) − xi1 ≥ 0 for all i ∈ I(¯ x),   j j Fvj (t1 , x ¯(t1 ), x ¯˙ (t1 )) x (t1 ) − x1 ≥ 0 for all j ∈ J(¯ x), which provides the required inequality ϕ(x) − ϕ(¯ x) ≥ 0.



♦
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2.5 2.5.1



Examples One-dimensional quadratic problem



Consider the problem 1



Z



  x(t)2 + x(t) ˙ 2 dt.



inf



x∈



C1



([0, 1], R) x(0) = 1



0



Then F (t, ξ, v) = ξ 2 + v 2 , Fx (t, ξ, v) = 2ξ, Fv (t, ξ, v) = 2v, and the local Euler equation is: for t ∈ [0, 1].



x ¨(t) = x(t)



This provides the function x up to two scalar constants α and β: x(t)



αet + βe−t .



=



Since the final state is unconstrained, we have the transversality condition: Fv (1, x(1), x(1)) ˙



=



2 x(1) ˙ = 0.



By combining this equation with the initial condition x(0) = 1, we determine the constants: α =



e−1 e + e−1



and β =



e . e + e−1



Finally, observe that we are in the context of Theorem 2.10. Then the above determined function x is a solution of our problem. By strict convexity of F (t, x, v) in (x, v), this is in fact the unique solution of our problem.



2.5.2



Optimal consumption model



La wealth of an economic agent is governed by the dynamics: x(t) ˙ = −c(t)



and x(0) = x0 ,



(2.12)



where c(t) is the rate of consumption at time t. The preferences of the agent are defined by the utility function: Z U (c)



=



T



e−βt u (c(t)) dt,



0



where u : R+ −→ R is an increasing function, strictly concave and satisfies the so-called Inada condition u0 (0+)



=



+∞.



(2.13)
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The latter condition allows to ignore the positivity constraint on the consumption rate function. The problem of optimal consumption is defined by: Z T e−βt u (−x(t)) ˙ dt. sup x ∈ C 1 ([0, 1], R) x(0) = x0 x(T ) ≥ 0



0



In the present example, we have F (t, x, v) = e−βt u(−v). The local Euler condition is given by: 0



= −



 d  −βt 0 e u (−x) ˙ = e−βt βu0 (−x) ˙ + u” (−x) ˙ x ¨(t) . dt



It is clear that the final wealth of the agent must be zero (because objective function does not compensate any remaining final wealth). Consequently, there is no transversality condition. In order to obtain more explicit calculations, we specialize the discussion to the power utility: u(ξ)



=



ξγ γ



where γ < 1 is a given parameter. The local Euler condition is then: γ−1



−β (−x) ˙ −γ+2



Multiplying by (−x) ˙



γ−2



+ (1 − γ) (−x) ˙



x ¨(t)



=



0.



, this provides: (1 − γ)¨ x(t) + β x(t) ˙



=



0.



Combined with the endpoints conditions x(0) = x0 and x(T ) = 0, this provides the unique solution:   1 − e−βt/(1−γ) x(t) = x0 1 − . 1 − e−βT /(1−γ) Finally, observe that this example also fits in the context of Theorem 2.10. Then the above determined function x is a solution of our problem, and even the unique solution by the strict convexity of the utility function.



2.5.3



Optimal growth with non-renewable resource



We now add an extra component to the previous problem by allowing the agent to manage his capital denoted by k in the present example. Given a parameter α ∈ (0, 1), the dynamics of the capital is defined by the equation: ˙ k(t) = ak(t)1−α r(t)α − c(t),



(2.14)



25 where c(t) is the rate of consumption at time t, and r(t) is a rate of resource needed for the production of capital, and taken from a non-renewable stock of resources y(t) governed by: y(t) ˙ = −r(t).



(2.15)



Denote x := (y, k) the controlled state of the system. The control variable (c, r) takes values in U = R2+ . Our objective is to solve the problem Z



T



ln c(t)dt.



sup (c, r) ∈ U x(0) = x0 x(T ) = 0



0



where U is the collection of all pairs (c, r) of piecewise continuous functions from [t0 , t1 ] to U . Notice that the positivity constraint on the control variables can be ignored by definition of the objective function and the final objective. In order to reduce this problem to the setting of a calculus of variations problem, we substitute ˙ the expressions of c(t) and r(t) in terms of the state variables (y, k) and (y, ˙ k): ˙ = h(t, y(t), k(t), y(t), ˙ k(t)).



c(t) This leads to Z sup (c, r) ∈ U x(0) = x0 x(T ) = 0



T



h i α ˙ ln ak(t)1−α (−y(t)) ˙ − k(t) dt.



0



In the present example, F (t, x, v) = ln h(t, x, v) with h(t, x1 , x2 , v1 , v2 )



:= ax1−α (−v1 )α − v2 . 2



The local Euler condition is:     d −c(t)−1 aαz(t)α−1 0 −1 = c(t) where −c(t)−1 a(1 − α)z(t)α dt



z(t) :=



−y(t) ˙ . k(t)



The first equation of this system shows that: c(t)−1 z(t)α−1 = b1



is a constant function.



Plugging this information in the second equation, we see that: z(t)−1−α z(t) ˙



= −a,



which shows existence of another constant b2 such that az(t)α



=



1 . b2 + αt



(2.16)
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Combining this equation with (2.14) with (2.16), we obtain an ordinay differential equation for k: ˙ k(t)



= az(t)α k(t) − c(t) (1−α)/α (b2 + αt)−1 k(t) − b−1 (b2 + αt)(1−α)/α , 1 a



=



which can be solved explicitly. Since k(T ) = 0, the expression of k(t) (up to two scalar constants) is: k(t)



(1−α)/α = b−1 (b2 + αt)1/α ln 1 a







b2 + αT b2 + αt



1/α .



We can now determine the state variable y: ∗



y˙ (t)



1 = −z(t)k(t) = − ln ab1







b2 + αT b2 + αt



1/α .



Given the final constraint y(T ) = 0, we obtain the expression of y, up to two constants: 1/α Z T  1 b2 + αT ds. y(t) = ln ab1 t b2 + αs Finally, we determine the constants b1 and b2 by writing: k(0) = k0



and y(0) = y0 .



Chapter 3



Pontryagin maximum Principle 3.1



Lagrange formulation



In this chapter, we study a larger class of dynamic optimization problems. We consider a dynamic system whose evolution is governed by the differential equation: x(t) ˙ = f (t, x(t), u(t))



for t0 ≤ t ≤ t1 ,



(3.1)



called state equation. Here, u(.) is a map from [t0 , t1 ] to U ⊂ Rk which stands for the control variable of the system. For technical reasons, we assume that u lies in the set of admissible controls U



0 := Cpm ([t0 , t1 ], U )



of piecewise continuous functions from [t0 , t1 ] to U . Definition 3.1. A function u : [t0 , t1 ] −→ Rk is said to be piecewise continuous if - u has finite left and right limits at every point of the open interval (t0 , t1 ), a finite right limit at the left endpoint t0 , and a finite left limit at the right endpoint t1 , - the set of discontinuity points in (t0 , t1 ) is finite. In Section 3.3, we shall state conditions on the function f which ensure that for all control variale u ∈ U and all initial condition x(t0 ) = x0 , there exists a unique solution x(.) = xu (.) of the state equation (3.1), called controlled state of the system, or controlled trajectory of the system. 27
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Given a cost function F :[t0 , t1 ] × Rn × U −→ R, the minimization problem is defined by: Z t1 F (t, xu (t), u(t)) dt, (3.2) inf u∈U xu (t0 ) = x0



t0



where x0 ∈ Rn is a given initial condition. The dependence of the state variable xu on the control variable u will be frequently omitted. We will be simply writing x, except when there is a potential risk of confusion. Finally, we observe that the problem of calculus of variations studied in Chapter 2 falls in the general class of this chapter by setting f (t, ξ, u) = u.



3.2



Equivalent formulations



The optimization problem (3.2) is known under the name of Lagrange formulation. In this section, we present two alternative formulations which we prove to be equivalent to the Largrange one. The Mayer formulation. Here, the cost functional depends only on the final value of the terminal controlled state. Given a function G : Rn −→ R, the dynamic optimization problem is defined by: G (xu (t1 )) .



inf u∈U xu (t0 ) = x0



(3.3)



Assume G is C 1 , then: u



G (x (t1 ))



Z



u



t1



= G (x (t0 )) +



DG (xu (t)) · x˙ u (t) dt



t0



Z =



t1



G (x0 ) +



DG (xu (t)) · f (t, xu (t), u(t)) dt,



t0



where we used the ODE satisfied by the controlled state. Introducing F (t, ξ, ν)



:= DG(ξ) · f (t, ξ, ν),



we can reduce the above problem to the Lagrange formulation. Conversely, the Lagrange problem can be recasted under the Mayer formulation by augmenting the controlled state:   Z t xu (t) u with x (t) := F (s, xu (s), u(s)) ds. y u (t) := n+1 xun+1 (t) t0 The augmented state system is governed by the ordinary differential equation:   f (t, ξ, ν) y(t) ˙ = g (t, y(t), u(t)) with g(t, ξ, ζ, ν) := , F (t, ξ, ν)



29 so that the Lagrange problem can be written into inf u∈U y u (t0 ) = (x0 , 0)



u yn+1 (t1 ),



and is thus reduced to the Mayer formulation. The Boza Formulation. Let F : [t0 , t1 ] × Rn × U −→ R and G : Rn −→ R be two given functions, and consider the dynamic optimization problem: Z



t1



inf u∈U xu (t0 ) = x0



F (t, xu (t), u(t)) dt + G (xu (t1 )) .



(3.4)



t0



Both Lagrange and Mayer formulations are particular examples of the Bolza formulation. Conversely, introducing F˜ (t, ξ, ν)



:= F (t, ξ, ν) + DG(ξ) · f (t, ξ, ν),



allows to recast the Bolza problem into the Lagrange formulation.



3.3



Controlled differential equations: existence and uniqueness



For u ∈ U, we consider the differential equation (3.1) where f is a continuous function. To avoid problems of non-differentiability of x at the discontinuity points of the control u, we write (3.1) in the integral form Z x(t)



t



f (s, x(s), u(s)) ds, t0 ≤ t ≤ t1 .



= x0 +



(3.5)



t0



Definition 3.2. We say that x(.) is a solution of (3.1) with initial condition x(t0 ) = x0 if x satisfies (3.5). Notice that a solution x of (3.1) is necessarilly continuous. It also has left and right derivatives at every point in [t0 , t1 ] with x(t−) ˙ = f (t, x(t), u(t−))



et



x(t+) ˙ = f (t, x(t), u(t+)) ,



in particular, the state x is differentiable at every continuity point of the control u. The next theorem provides an existence and uniqueness result for the state equation (3.1).
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Theorem 3.3. Let f : [t0 , t1 ] × Rn × U −→ Rn be a continuous function satisfying the Lipschitz and linear growth conditions: there exists c > 0 such that |f (t, ξ1 , ν) − f (t, ξ2 , ν)| ≤ c |ξ1 − ξ2 | , ξ1 , ξ2 ∈ Rn , (t, ν) ∈ [t0 , t1 ] × U, |f (t, ξ, ν)| ≤ c (1 + |ξ| + |ν|) , (t, ξ, ν) ∈ [t0 , t1 ] × Rn × U. (3.6) Then for every integrable function u : [t0 , t1 ] −→ U , and every initial condition x(t0 ) = x0 , there is a unique absolutely continuous solution of (3.5). Proof. 1. We first prove the uniqueness statement. Let x and y be two absolutely continuous solutions of (3.5). Then, it follows from the Lipschitz condition on f that: Z t [f (s, x(s), u(s)) − f (s, y(s), u(s))] ds |x(t) − y(t)| = t0 Z t ≤ |f (s, x(s), u(s)) − f (s, y(s), u(s))| ds t0 t



Z ≤ c



|x(s) − y(s)| ds, t0



this implies that |x(t) − y(t)| = 0 for all t ∈ [t0 , t1 ] by the Gronwall Lemma 3.4 below. 2. We next prove a local existence result. More precisely, we prove the existence of a solution of (3.5) on the interval [t0 , t0 + α] for all α < min{c−1 , t1 − t0 }. To do this, we consider the operator T : (C([t0 , t0 + α], Rn ), k.k∞ ) −→



(C([t0 , t0 + α], Rn ), k.k∞ )



defined by: Z



t



T x(t) := x0 +



f (s, x(s), u(s)) ds ;



t0 ≤ t ≤ t0 + α,



t0



and we compute that: Z kT x − T yk∞



t



≤



|f (s, x(s), u(s)) − f (s, y(s), u(s))| ds t0



≤ Kαkx − yk∞ . Since α < K −1 , it follows that T is a contraction, and therefore has a unique fixed point. 3. Finally, we prove the existence of a maximal solution on the interval [t0 , t1 ] by using the linear growth of f . This is obtained by the same argument as in the case u is continuous, see e.g. Schwartz [?], Theorem 4.2.10. ♦ In the previous proof, we used the following result.



31 Lemma 3.4. (Gronwall) Let f : [a, b] −→ R be a piecewise continuous function satisfying Z t f (t) ≤ α + β f (s)ds for all t ∈ [a, b], (3.7) a



for some scalars α, β > 0 independent of t. Then f (t) ≤ αeβ(t−a)



for all t ∈ [a, b].



Proof. Multiplying (3.7) by e−β(t−a) , we see that:   Z t d f (s)ds ≤ αe−β(t−a) for all e−β(t−a) dt a Integrating by parts, this provides: Z t i αh 1 − e−β(t−a) e−β(t−a) f (s)ds ≤ β a



for all



t ∈ [a, b].



t ∈ [a, b].



The required estimate is obtained by plugging this inequality in (3.7).



3.4



♦



Statement of the Pontryagin maximum principle



We introduce the Hamiltonian corresponding the Lagrange optimization problem (3.2): H(t, ξ, ν, π)



:= F (t, ξ, ν) + π · f (t, ξ, ν)



(3.8)



defined on [t0 , t1 ] × Rn × U × R with values in R. Theorem 3.5. Let f and F be continuous and satisfy the conditions (3.6). Assume further that the partial gradients fx et Fx exist, are continuous, and for some α > 0, ξ 7−→ (fx , Fx )(t, ξ, ν) is α−H¨ older-continuous for all



(t, ν) ∈ [t0 , t1 ] × U.(3.9) ∗



Let u∗ be an optimal control for the problem (3.2), and x∗ := xu the corresponding controlled state. Then, there exists a C 1 −function p : [t0 , t1 ] −→ Rn such that for all t ∈ [t0 , t1 ]: (i) H (t, x∗ (t), u∗ (t), p(t)) = min H (t, x∗ (t), ν, p(t)), ν∈U



(ii) p(t) ˙ = −Hx (t, x∗ (t), u∗ (t), p(t)) and p(t1 ) = 0. Let us observe that Condition (3.9) in the above statement can be weakened, and is here assumed in order to simplify the presentation. We conclude this section with the terminology attached to the previous statement.
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- The function p introduced in the previous statement is called the adjoint state of the system. - The differential equation governing the dynamics of p is called the adjoint state equation. - The final condition on p is called transversality condition. - The state equation and the adjoint state equation are usually collected into the so-called Hamiltonien system: 



3.5



∗ ∗ x(t) ˙ = ∂H ∂p (t, x (t), u (t), p(t)) , ∂H ∗ p(t) ˙ = − ∂x (t, x (t), u∗ (t), p(t)) ,



x(t0 ) = x0 , p(t1 ) = 0.



(3.10)



Proof of the Pontryagin maximum principle



In this section, we consider the Mayer formulation G (xu (t1 )) .



inf u∈U xu (t0 ) = x0



(3.11)



Obviously, the statement of Theorem 3.5 can be immediately deduced by using the equivalence between the Lagrange, Mayer and Bolza formulations. Step 1: Perturbation of the control problem. Let ν ∈ U , 0 < ε < t1 − t0 and t0 + ε < τ ≤ t1 . Consider the control variable  ν sur (τ − ε, τ ] uε := u∗ sur [t0 , τ − ε] ∪ (τ, t1 ]. Clearly uε ∈ U. We denote xε := xuε



yε := xε − x∗



and zε :=



1 yε . ε



Step 2: Effect of the perturbation on the state system. Obviously: yε = 0



[0, τ − ε].



on



The following result shows that yε converges to 0 uniformly on [t0 , t1 ], with rate of convergence ε, thus preparing the analysis of zε . Lemma 3.6. Under Conditions (3.6) on f , there exists a constant c such that: sup



|yε (t)|



≤



ε ec(t1 −t0 ) .



t0 ≤t≤t1



Proof. (i) For t ∈ (τ − ε, τ ], we have y˙ ε (t)



= f (t, xε (t), ν) − f (t, x∗ (t), u∗ (t)) .



33 By (3.6), this implies that: |yε (t)|



Z = 



t



[f (s, xε (s), ν) − f (t, x∗ (s), ν)] ds



τ −ε



Z



t



+ Z



[f (s, x (s), ν) − f (t, x (s), u (s))] ds ∗



τ −ε t



∗



∗



|yε (s)|ds + εc (2 + |ν| + kx∗ k∞ + ku∗ k∞ )



≤ c τ −ε



≤ c0







Z



t



ε+



 |yε (s)|ds ,



τ −ε



where kϕk∞ = max[t0 ,t1 ] |ϕ| and c0 is a positive constant. The function yε is piecewise continuous as the difference of two piecewise continuous functions. Then, it follows from the Gronwall Lemma that 0



|yε (t)| ≤ c0 ε ec ε(t−τ +ε) ≤ 2K 0 ε for t ∈ (τ − ε, τ ]



(3.12)



and ε sufficiently small. (ii) For t ∈ (τ, t1 ], we have y˙ ε (t)



= f (t, xε (t), u∗ (t)) − f (t, x∗ (t), u∗ (t)) ,



and therefore, it follows from (3.6) that: |yε (t)|



Z t |yε (τ )| + c |yε (s)|ds τ   Z t ≤ c0 2ε + |yε (s)|ds , ≤



τ



by (3.12). We then obtain by the Gronwall Lemma: 0



|yε (t)| ≤ 2c0 ε ec (t−τ ) ≤ 2K 0 εeK



0



(t1 −t0 )



for t ∈ (τ, t1 ].



The required result follows from (3.12) and (3.13).



(3.13) ♦



We are now ready for the asymptotic analysis of zε . Lemma 3.7. Assume that f satisfies Conditions (3.6), the partial gradient fx exists, is continuous, and satisfies (3.9). Then, the function zε converges pointwise on [t0 , t1 ] towards the function z defined by: z(t) = 0 ; t ∈ [0, τ ) z(τ ) = f (τ, x∗ (τ ), ν) − f (τ, x∗ (τ ), u∗ (τ )) z(t) ˙ = fx (t, x∗ (t), u∗ (t)) z(t) ; t ∈ [τ, t1 ).



(3.14)



34



CHAPTER 3.



PONTRYAGIN MAXIMUM PRINCIPLE



Proof. (i) The convergence of z(t) towards zero for t < τ is obvious. We start by studying the convergence of zε (τ ). For t ∈ (τ − ε, τ ], we have y˙ ε (t)



= f (t, xε (t), ν) − f (t, x∗ , u∗ (t)) = f (t, x∗ (t), ν) − f (t, x∗ (t), u∗ (t)) + fx (t, x∗ (t), ν) y ε (t) + εηε (t),



where εηε (t) = ◦ (|y ε (t)|). Using Condition (3.9) on fx , we obtain a better estimate of ηε . Indeed, there exists a convex combination x ¯(t) of xε (t) and x∗ (t), such that: |εηε | = ≤



|fx (t, x ¯(t), u∗ (t)) − fx (t, x∗ (t), u∗ (t))| · |yε (t)| C |¯ x(t) − x∗ (t)|α |yε (t)| ≤ C |yε |1+α ≤ C 0 ε1+α ,



(3.15)



for τ − ε < t ≤ τ, by Lemma 3.6. To prove the convergence of zε (τ ) towards z(τ ) (defined in the statement of the lemma), we compute Z τ zε (τ ) = z˙ε (t)dt τ −ε Z τ 1 [f (t, x∗ (t), ν) − f (t, x∗ (t), u∗ (t))] dt = ε τ −ε Z τ Z τ + ηε (t)dt + fx (t, x∗ (t), ν) z ε (t)dt. τ −ε



τ −ε



By (3.15), we see that Z τ ηε (t)dt −→ 0



quand ε −→ 0.



τ −ε



Since z ε and t 7−→ fx (t, x∗ (t), ν) z ε (t) are bounded on [t0 , t1 ], we also see that Z τ fx (t, x∗ (t), ν) z ε (t)dt −→ 0 quand ε −→ 0. τ −ε



Finally, by the mean value theorem: Z 1 τ [f (t, x∗ (t), ν) − f (t, x∗ (t), u∗ (t))] dt −→ z(τ ) ε τ −ε



quand ε −→ 0.



(ii) For every point t ∈ (τ, t1 ] of continuity of u∗ , we have: y˙ ε (t)



= f (t, xε (t), u∗ (t)) − f (t, x∗ , u∗ (t)) = fx (t, x∗ (t), u∗ (t)) yε (t) + εηε (t),



where εηε (t) = ◦ (|y ε (t)|). Using Condition (3.9) as in the first step of this proof, we obtain the following estimate for ηε : |ηε (t)|



≤



C 0 εα , τ ≤ t ≤ t1 .



(3.16)



35 To prove the convergence of zε towards z on (τ, t1 ], we compute that at every point of continuity of u∗ : z˙ε (t) − z(t) ˙



=



fx (t, x∗ (t), u∗ (t)) [zε (t) − z(t)] + ηε (t).



Since the set of points of discontinuity of u∗ is finite, this implies that: Z t |zε (t) − z(t)| ≤ |zε (τ ) − z(τ )| + |ηε (s)|ds τ Z t + |fx (s, x∗ (s), u∗ (s))| · |zε (s) − z(s)| ds. τ



Since fx is continuous, it follows that fx (s, x∗ (s), u∗ (s)) is bounded on the interval [τ, t1 ]. Using (3.16), this shows the existence of a constant C such that   Z t |zε (t) − z(t)| ≤ |zε (τ ) − z(τ )| + C εα + |zε (s) − z(s)|ds . τ



By the Gronwall Lemma, this ensures that |zε (t) − z(t)| ≤ (|zε (τ ) − z(τ )| + Cεα ) eC(t−τ )



for t ∈ [τ, t1 ],



which proves the pointwise convergence of zε towards z, as a consequence of the convergence of zε (τ ) towards z(τ ) established in the first part of this proof. ♦ Step 3: Effect of the perturbation on the objective function. Since x∗ is a solution of the minimization problem (3.3), the function ε 7−→ G (xε (t1 )) defined on [0, τ − t0 ] is minimized by ε = 0. Since G is differentiable, the first order condition is given by: ∂ 0 ≤ = DG (x∗ (t1 )) · z(t1 ). (3.17) G (xε (t1 )) ∂ε ε=0 hence, for all ν ∈ U and τ ∈ (t0 , t1 ), inequality (3.17) holds true, where z(.) is the function depending on (ν, τ ) as defined in (3.14). This necessary condition is not convenient for practical use. We shall therefore express it equivalently in a more suitable form. Let p(.) be the function defined by: T



p(t) ˙ = −fx (t, x∗ (t), u∗ (t)) p(t) where



T



et



p(t1 ) = DG (x∗ (t1 )) ,



denotes transposition. Then, for all point t ∈ [τ, t0 ] of continuity of u∗ :



 d p(t) · z(t) = p(t) ˙ · z(t) + p(t) · z(t) ˙ dt T = −fx (t, x∗ (t), u∗ (t)) p(t) · z(t) + p(t) · fx (t, x∗ (t), u∗ (t)) z(t) =



0.
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Since p and z are continuous, this proves that the function t 7−→ p(t) · z(t) is constant on [τ, t1 ], and therefore p(t1 ) · z(t1 ) = p(τ ) · z(τ ). By the expression of z(τ ) in (3.14) together with Condition (3.17), this provides: p(τ ) · f (τ, x∗ (τ ), ν) ≥ p(τ ) · f (τ, x∗ (τ ), u∗ (τ )) for all τ ∈]t0 , t1 [ and ν ∈ U , completing the proof of Theorem 3.5.



♦



Step 4: Back to the Lagrange formulation. We now apply the result obtained in the previous step to the Mayer problem inf u∈U y u (t0 ) − y0 = 0



G (y(t1 )) ,



where y is the augmented state   Z t x n+1 y := with y (t) := F (t, xu (t), u(t)) dt. y n+1 t0 The dynamics of the controlled state y is governed by the differential equation   f y(t) ˙ = g (t, y(t), u(t)) where g(t, ξ, ζ, ν) := (t, ξ, ν) F for all (t, ξ, ζ, ν) ∈ [t0 , t1 ] × Rn × R × U . Finally, the objective function is defined by G(ξ, ζ) = ζ for all (ξ, ζ) ∈ Rn × R. (3.18)   p(t) Denote by q(t) := ∈ Rn × R the adjoint state of the system defined p0 (t) by the adjoint state equation and the transversality condition: q(t) ˙ = −gyT (t, y ∗ (t), u∗ (t)) ,



q(t1 ) = DG (y ∗ (t1 )) .



The Pontryagin maximum principle applied to the above Mayer problem says that q(t) · g (t, y ∗ (t), u∗ (t)) = min q(t) · g (t, y ∗ (t), ν) ν∈U



for



t ∈ [t0 , t1 ]. (3.19)



By the expression of g and G, this provides p˙0 (t) = 0, and therefore p0 (t) = 1



for all



t ∈ [t0 , t1 ],



and p(t) ˙ = Fx (t, x∗ (t), u∗ (t)) + p(t) · fxT (t, x∗ (t), u∗ (t)) ,



p(t1 ) = 0.



Finally, Condition (3.19) can be written as: H (t, x∗ (t), u∗ (t), p(t)) = min H (t, x∗ (t), ν, p(t)) ν∈U



for all



where H(t, ξ, ν, π)



:= F (t, ξ, ν) + π · f (t, ξ, ν).



t ∈ [t0 , t1 ],



37



3.6



Constrained final state



In this section, we consider optimal control problems with constraints on the final state of the system: Z t1 inf F (t, xu (t), u(t)) dt, (3.20) u∈U xu (t0 ) − x0 = 0 xu (t1 ) − x1 ∈ C(I, J, K)



t0



where x0 , x1 ∈ Rn are given, I, J, K are disjoint subsets of indices in {1, . . . , n}, and  C(I, J, K) := ξ ∈ Rn : ξ i ≤ 0, ξ j ≥ 0 and ξ k = 0 for (i, j, k) ∈ I × J × K . Among all inequality constraints, we isolate those which are binding by introducing for all x = xu (.) : n o  I(x) = i ∈ I : xi (t1 ) − xi1 = 0 and J(x) = j ∈ J : xj (t1 ) − xj1 = 0 . We also denote L(x)



:=



c



[I(x) ∪ J(x) ∪ K] .



In order to simplify the presentation, we use the Mayer formulation: inf u∈U y u (t0 ) − y0 = 0 y u (t1 ) − y1 ∈ D(I, J, K)



G (y(t1 )) ,



(3.21)



where y is the augmented state   Z t x n+1 y := with y (t) := F (s, xu (s), u(s)) ds, y n+1 t0 y0 := (xT0 , 0)T , y1 := (xT1 , 0)T , G(ξ, ζ) := ζ for all (ξ, ζ) ∈ Rn × R, and D(I, J, K)



:= C(I, J, K) × R.



The dynamics of the augmented system is governed by the differential equation   f y(t) ˙ = g (t, y(t), u(t)) where g(t, ξ, ζ, ν) := (t, ξ, ν) F for all (t, ξ, ζ, ν) ∈ [t0 , t1 ] × Rn × R × U . Let λ ∈ Rn be a vector of Lagrange multipliers associated to the constraints C(I, J, K). By the Kuhn and Tucker Theorem, the components of λ satisfy λi ≥ 0, λj ≤ 0, λ` = 0



for i ∈ I, j ∈ J, ` ∈ [I ∪ J ∪ K]c . (3.22)
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Then, assuming that G is convex, it follows that the problem (3.21) is reduced to the unconstrained Mayer problem inf u∈U y u (t0 ) − y0 = 0



L (y(t1 ), λ∗ ) , for some λ∗ satisfying



(3.22),



(3.23)



where L is the Lagrangian: L (ξ, λ) := G(ξ) + λ · ξ. for all



ξ ∈ Rn+1 .



Remark 3.8. In the context of a Lagrange formulation, the function G is given by (3.18), and is obviously convex. We are now in the context of application of Theorem 3.5: suppose that u∗ ∗ is an optimal control variable in U for the problem (3.23), Let x∗ := xu be the corresponding state, then there exists an adjoint state q : [t0 , t1 ] −→ Rn defined by the adjoint equation q(t) ˙



= −gyT (t, y ∗ (t), u∗ (t)) ,



(3.24)



together with the transversality condition: q(t1 )



=



Ly (y(t1 ), λ) ,



such that q(t) · g (t, y ∗ (t), u∗ (t))



=



min q(t) · g (t, y ∗ (t), ν) . ν∈U



(3.25)



Using the Kuhn and Tucker conditions (3.22) on the multiplier λ, we re-write the transversality condition as: q i (t1 ) ≥ Giy (y ∗ (t1 )) , pj (t1 ) ≤ Gjy (y ∗ (t1 )) , and p` (t1 ) = G`y (y ∗ (t1 )) for all (i, j, `) ∈ I(y ∗ ) × J(y ∗ ) × L(y ∗ ).



(3.26)



In conclusion, the Pontryagin maximum principle in the optimal control problem with constrained final state (3.21) states the existence of an adjoint state system defined by the adjoint equation (3.24) and the transversality condition (3.26), such that the triple (y ∗ , u∗ , q) satisfies (3.25). Returning back to the initial variables, we now state the Pontryagin maximum principle for the Largrange formulation (3.20) with constrained final state. Theorem 3.9. Let the conditions of theorem 3.5 hold true. Suppose that u∗ is ∗ an optimal control for the problem (3.20), and let x∗ := xu be the corresponding state. Then, there exists a C 1 −function p : [t0 , t1 ] −→ Rn such that for all t ∈ [t0 , t1 ]: (i) H (t, x∗ (t), u∗ (t), p(t)) = min H (t, x∗ (t), ν, p(t)), ν∈U



(ii) p(t) ˙ = −Hx (t, x∗ (t), u∗ (t), p(t)), (iii) p satisfies the transversality conditions: pi (t1 ) ≥ 0, pj (t1 ) ≤ 0, p` (t1 ) = 0 for all (i, j, `) ∈ I(x∗ ) × J(x∗ ) × L(x∗ ).



39 Remark 3.10. In the context of a maximization problem, i.e. supremum instead of infimum in (3.20). Then it is easily seen that the Hamiltonian is defined similarly with a supremum substituted to the infimum, and all inequalities in the transversality conditions are reversed.



3.7



Formal reduction to a calculus of variations problem



In this section, we consider a control problem in the Lagrange formulation: Z



t1



inf u∈U xu (t0 ) = x0



F (t, xu (t), u(t)) dt,



(3.27)



t0



with (unconstrained) state dynamics governed by the state equation: x(t) ˙ = f (t, x(t), u(t))



pour t0 ≤ t ≤ t1 .



Our main objective is to derive the Pontryagin maximum principle as a consequence of the Lagrange Theorem 1.13 and the local Euler equation of Theorem 2.2. The subsequent discussion relies on formal arguments, and it is only intended to strengthen the intuition of the reader. We also observe that our arguments extend with no further difficulties to the case where the final state is subject to constraints. In order the reduce the control problem (3.27) to a problem of calculus of variations, we consider the state equation as an equality constraint. We then introduce the corresponding Lagrange multiplier p(t) ∈ Rn for all t ∈ [t0 , t1 ], and we define the Lagrangian: Z L (x, x, ˙ u, p)



t1



[F (t, x(t), u(t)) − p(t) · x(t) ˙ + p(t) · f (t, x(t), u(t))] dt



:= t0 Z t1



[H (t, x(t), u(t), p(t)) − p(t) · x(t)] ˙ dt,



= t0



where H is the Hamiltonian of the system. Since x(t1 ) is not constrained we impose p(t1 )



=



0.



(3.28)



Given the Lagrange multiplier p(.), we minimize the Lagrangian with respect to the variables x, x, ˙ u, which are now unconstrained. The minimization with respect to the control variable u implies that the optimal control u∗ satisfies: H ∗ (t, x(t), p(t)) := H (t, x(t), u∗ (t), p(t))



=



min H (t, x(t), ν, p(t)) ν∈U
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for all t ∈ [t0 , t1 ]. We are then reduced to the problem of calculus of variations: t1



Z min



[H ∗ (t, x(t), p(t)) − p(t) · x(t)] ˙ dt.



t0



By Theorem 2.2, we have the first order condition: p(t) ˙



= −Hx∗ (t, x∗ (t), p(t)) ,



which together with (3.28) is exactly the adjoint equation.



3.8



A sufficient condition of optimality



In this section, we consider the optimal control problem with constrained final state Z t1 F (t, xu (t), u(t)) dt, (3.29) inf u∈U xu (t0 ) − x0 = 0 xu (t1 ) − x1 ∈ C(I, J, K)



t0



where we use the same notations as in Section 3.6. Theorem 3.11. Let u∗ ∈ U be such that the corresponding controlled state ∗ x∗ = xu satisfies the constraints of the problem (3.29). Assume further that (u∗ , x∗ ) satisfy the necessary conditions of Theorem 3.9 and that the function H ∗ (t, ξ, π)



:=



min H(t, ξ, ν, π) ν∈U



• is convex in ξ for all (t, π) ∈ [t0 , t1 ] × Rn ,  • and Hx∗ t, x∗ (t), u∗ (t) = Hx t, x∗ (t), u∗ (t), p(t) for all t ∈ [t0 , t1 ]. Then u∗ is an optimal control for the problem (3.29). Proof. Let u ∈ U be such that the corresponding state x, with initial condition x(t0 ) = x0 , satisfies the constraints x(t1 ) − x1 ∈ C(I, J, K). In order to prove the required result, we have to verify that Z



t1



δ :=



F (t, x∗ (t), u∗ (t)) dt −



t0



Z



t1



F (t, x(t), u(t)) dt



≤ 0.



t0



By definition of the Hamiltonian system, we have Z δ



t1



=



[H (t, x∗ (t), u∗ (t), p(t)) − H (t, x(t), u(t), p(t))] dt



t0



Z



t1



+ t0



p(t) · [f (t, x(t), u(t)) − f (t, x∗ (t), u∗ (t))] dt,



(3.30)



41 where p(t) is the adjoint state of the systeme. Since u∗ satisfies H (t, x∗ (t), u∗ (t), p(t))



=



min H (t, x∗ (t), ν, p(t)) = H ∗ (t, x∗ (t), p(t)) , ν∈U



we deduce from the state equation that: Z t1 δ = [H ∗ (t, x∗ (t), p(t)) − H (t, x(t), u(t), p(t))] dt t0



Z



t1



+



p(t) · [x(t) ˙ − x˙ ∗ (t)] dt



t0



Z



t1



≤



[H ∗ (t, x∗ (t), p(t)) − H ∗ (t, x(t), p(t))] dt



t0



Z



t1



+



p(t) · [x(t) ˙ − x˙ ∗ (t)] dt.



t0



By the convexity of H ∗ (t, ξ, π) in ξ, we have: H ∗ (t, x(t), p(t)) ≥ H ∗ (t, x∗ (t), p(t)) + Hx∗ (t, x∗ (t), p(t)) · [x(t) − x∗ (t)] . Using the adjoint equation governing the dynamics of the adjoint state, this provides: Z t1 Z t1 δ ≤ − Hx∗ (t, x∗ (t), p(t)) · [x(t) − x∗ (t)] dt + p(t) · [x(t) ˙ − x˙ ∗ (t)] dt Z



t0 t1



=



t0



[p(t) ˙ · (x(t) − x∗ (t)) + p(t) · (x(t) ˙ − x˙ ∗ (t))] dt



t0 t1



Z



d {p(t) · (x(t) − x∗ (t))} dt t0 dt = p(t1 ) · (x(t1 ) − x∗ (t1 )) =



since x(t0 ) = x∗ (t0 ) = x0 . We decompose the latter scalar product so as to distinguish between those constraints which are binding from the others: X  δ ≤ pi (t1 ) xi (t1 ) − xi1 i∈I(x∗ )



+



X



  pj (t1 ) xj (t1 ) − xj1



j∈J(x∗ )



+



X



  p` (t1 ) x` (t1 ) − x∗ ` (t1 ) ,



`∈L(x∗ )



where we used the fact that xk (t1 ) = x∗ k (t1 ) = xk1 for all k ∈ K. Finally, we observe that xi (t1 ) − xi1 ≤ 0 for i ∈ I(x∗ ) and xj (t1 ) − xj1 ≥ 0 for j ∈ J(x∗ ). Inequlity (3.30) follows from the transversality condition of Theorem 3.9: pi (t1 ) ≥ 0, pj (t1 ) ≤ 0 et p` (t1 ) = 0 for all (i, j, `) ∈ I(x∗ ) × J(x∗ ) × L(x∗ ). ♦
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Examples Linear quadratic regulator



In this classical example, the control variable u takes values in U = Rp and the state equation is linear in (x, u): x˙ = A(t)x(t) + B(t)u(t), where A and B are two functions defined on [t0 , t1 ] and taking values respectively in MR (n, n) and MR (n, p). We consider the optimal control problem in the Lagrange form: Z t1 inf F (t, xu (t), u(t)) dt, u∈U xu (t0 ) = x0



t0



where the instantaneous cost function F is linear in x and u: F (t, ξ, ν)



:= ξ · M (t)ξ + ν · N (t)ν,



and M , N are functions defined on [t0 , t1 ] with values respectively in SR++ (n) and SR++ (p) (set of symmetric semidefinite positive matrices of size n and p). We first write the Hamiltonian of the system: H(t, ξ, ν, π)



:= ξ · M (t)ξ + ν · N (t)ν + π · [A(t)ξ + B(t)ν] .



Notice that H is convex in ν, because N (t) is a positive matrix. The candidate optimal control is obtained by minimizing the Hamiltonian with respect to the control: 1 min H(t, ξ, ν, π) = H(t, ξ, u∗ (t), π) with u∗ (t) := − N (t)−1 B(t)T π. ν∈U 2 The state associated to this optimal control is then defined by: 1 x(t) ˙ = A(t)x(t) − B(t)N (t)−1 B(t)T p(t), 2



x(0) = x0 .



Finally, the adjoint state equation is: p(t) ˙



= A(t)T p(t) + 2M (t)x(t),



with transversality condition: p(t1 )



=



0.



The pair (x, p) is then defined by the first order linear system:      x(t) ˙ x(t) A(t) − 21 B(t)N (t)−1 B(t)T = , p(t) ˙ p(t) 2M (t) A(t)T with boundary conditions x(t0 ) = x0 ,



p(t1 ) = 0.
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3.9.2



A two-consumption goods model



Consider an agent facing two consumption goods. The main ingredients of the model are: - the relative price of the consumption good 2 with respect to the consumption good 1, denoted by y(t), - the external revenue of the agent expressed in terms of the consumption good 1, with instantaneous rate denoted by s(t), - the instantaneous interest rate r(t), - the total wealth of the agent expressed in terms of the consumption good 1, denoted by x(t). Assuming that the agent’s capital invested in the bank produces the return corresponding to the interest rate r, we see that the dynamics of the wealth is: x(t) ˙



= r(t)x(t) + s(t) − c1 (t) − y(t)c2 (t),



(3.31)



where ci (t) is the rate of consumption in the consumption good i at time t. Hence, the control variable is the pair (c1 , c2 ), a function from [0, T ] with values in U = R2+ . Let x0 > 0 be some given initial capital. The agent’s problem is defined by: Z sup (c1 , c2 ) ∈ U x(0) = x0 x(T ) ≥ 0



T



e−δt U (c1 (t), c2 (t)) dt ,



0



where δ > 0 is a discount facteur, and (σ1 , σ2 ) ∈ R2+



7−→



U (σ1 , σ2 )



is a C 1 −function concave in (σ1 , σ2 ), and increasing with respect to both arguments. To simplify the analysis, we assume that ∂U (σ1 , σ2 ) = +∞ for ∂σi



(σ1 , σ2 ) ∈ ∂R2+ .



(3.32)



1. We first write the first order conditions. The dynamics of the adjoint state is given by p(t) ˙



= −r(t)p(t)dt.



We also notice that terminal state constraint x(T ) ≥ 0 is necessarilly binding for the optimal trajectory, i.e. x∗ (T )



=



0.



(3.33)



Then, the transversality condition for our maximisation problem is pT := p(T ) ≥



0.
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Then, the adjoint state is given by: p(t) = pT e



RT t



r(s)ds



pour tout t ∈ [0, T ].



The Hamiltonian of the system is given by: := e−δt U (σ1 , σ2 ) + π [r(t)ξ + s(t) − σ1 − y(t)σ2 ] .



H (t, ξ, σ1 , σ2 , π)



Since H is concave with respect to the pair (c1 , c2 ), the maximization of the Hamiltonian is characterized by the first order condition:  ∂U ∗   e−δt (c (t), c∗2 (t)) = p(t) ∂σ1 1 (3.34) ∂U ∗   e−δt (c1 (t), c∗2 (t)) = p(t)y(t), ∂σ2 ignoring the positivity restriction on the consumption rates c1 et c2 , by virtue of (3.32). 2. We continue in the setting of U (σ1 , σ2 )



=



ln [V (σ1 , σ2 )],



where V is a concave function, homogeneous of degree 1, and increasing in both arguments. Then, the system (3.34) can be written in:   ∗   V (c∗1 (t), c∗2 (t)) − c∗2 (t)Vσ 1, c∗2 (t) = e+δt p(t)c∗1 (t)V (c∗1 (t), c∗2 (t)) 2 c1 (t)  ∗  (3.35)  c∗2 (t)Vσ 1, c2∗ (t) = e+δt p(t)y(t)c∗2 (t)V (c∗1 (t), c∗2 (t)) . 2 c (t) 1



Adding up the two equations, we get: cˆ(t)



−δt− := c∗1 (t) + y(t)c∗2 (t) = p−1 T e



RT t



r(s)ds



.



Returning to the state equation, we see that we can express it in terms of this variable: x˙ ∗ (t)



= r(t)x∗ (t) + s(t) − cˆ(t),



which provides the explicit solution in terms of the initial condition x∗ (0) = x0 : x∗ (t)



= x0 e



Rt 0



r(s)ds



−



1 − e−δt − R T r(s)ds e t + δpT



Z



t



s(u)e



Rt u



r(v)dv



du.



0



Finally, the value of the constant is determined by writing the condition (3.33):  1 − e−δt /δ R RT pT = , RT T x0 e 0 r(s)ds + 0 s(u)e u r(v)dv du



45 thus identifying completely the optimal state and adjoint state. The optimal consumption rates are obtained by solving the systeme (3.35). 3. In order to push further the explicit calculations, we now specify the function V as V (σ1 , σ2 )



:= σ1α σ21−α ,



where α is a parameter in the interval (0, 1). Direct calculation leads to the optimal controls: c∗1 (t) =



3.9.3



α −δt e p(t)



and c∗2 (t) = αy(t), t ∈ [0, T ].



Optimal growth with non-renewable resources



This example was already considered in Section 2.5.3 and solved as a problem of calculus of variations. We recall the optimal control problem: Z T sup ln c(t)dt (c, r) ∈ U x(0) = x0 x(T ) = 0



0



with controlled state variable x := (y, k) defined by the state equation: ˙ and k(t) = ak(t)1−α r(t)α − c(t).



y(t) ˙ = −r(t)



The Hamiltonian of the system is: H(y, k, c, r, π, µ)



:=



  ln c − πr + µ ak 1−α rα − c .



Notice that H is strictly concave in (c, r). Then the maximum is obtained by the first order condition: ( 1 c∗ (t) − q(t) = 0 (3.36) α−1 −p(t) + αaq(t)k ∗ (t)1−α r∗ (t) = 0. The dynamics of the adjoint state is governed by the adjoint equation:  ∗ α r (t) p(t) ˙ = 0 and q(t) ˙ = −a(1 − α) q(t). k ∗ (t)



(3.37)



We introduce the variable z(t) = r∗ (t)/k ∗ (t). From the first equation in (3.37), we see that p(t) = π for all t ∈ [0, T ]. Then, differentiating the second equation of (3.36) with respect to t, we get: (1 − α)



z(t) ˙ z(t)



=



q(t) ˙ , q(t)
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so that the second equation in (3.37) reduces to: z(t)−(1+α) z(t) ˙



= −a.



Then, there exists a constant b such that α  1 r(t) = az(t)α = . a k(t) b + αt We have then determined the expression of the adjoint variables up to two constants: p(t) = π



and q(t) =



1 π −1/α a (b + αt)1− α . α



This allows to determine the optimal consumption (up to two constants) by the first equation in (3.36): c∗ (t)



1 α 1/α a (b + αt)−1+ α , π



=



and the dynamics of the state variable k ∗ is then given by: k˙ ∗ (t)



= az(t)α k ∗ (t) − c∗ (t) 1 α = (b + αt)−1 k ∗ (t) − a1/α (b + αt)−1+ α . π



Given the boundary condition k ∗ (T ) = 0, this provides: ∗



k (t)



=



α 1/α a (b2 + αt)1/α ln π







b2 + αT b2 + αt



1/α ,



The state equation for the variable y is: y˙ ∗ (t)



= −z(t)k ∗ (t).



Together with the boundary condition y ∗ (T ) = 0, this provides: y(t)



=



α π



Z



T



 ln



t



b2 + αT b2 + αs



1/α ds.



Finally, we determine the constants π and b by writing: k ∗ (0) = k0



and y ∗ (0) = y0 .



Chapter 4



The dynamic programming approach As in the previous chapters, we are concerned with the optimal control problems Z



t1



F (t, x(t), u(t)) dt + G (x(t1 ))



inf



u∈U



(4.1)



t0



where the controlled state is defined by the dynamics x(t0 ) = x0 , and x(t) ˙ = f (t, x(t), u(t)) .



(4.2)



Here, U denotes the set of all piecewise continuous functions u : [t0 , t1 ] −→ U, a closed subset of Rk . The function f : [t0 , t1 ] × Rn × U −→ Rn satisfies the Lipschitz and linear growth conditions of Theorem 3.3, which ensure existence of a unique solution to the state equation (4.2) for every control variable u ∈ U. We assume that the function F : [t0 , t1 ] × Rn × U −→ R is continuous.



4.1



The dynamic value function



The dynamic programming approach to the control problem (4.1) exploits the dynamic feature of the system, and introduces the dynamic version of the problem by placing the time origin at any time t ∈ [t0 , t1 ]. Admissible controls : in order to define the evolution of the system on [t, t1 ], we only need the restriction of the control variable to [t, t1 ]. We then introduce Ut



:=



 u : u = u0 |[t,t1 ] for some u0 ∈ U



the set of piecewise continuous maps from [t, t1 ] to U . 47
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The state equation of the system is characterized by an initial condition at time t and a control variable u ∈ Ut : x(t) = ξ, and x(s) ˙ = f (s, x(s), u(s)) . The cost function relative to the remaining time period [t, t1 ]: t1



Z J (t, ξ, u)



:=



F (s, x(s), u(s)) ds + G (x(t1 )) , t



where the dependence of the state on the control variable has been omitted. The dynamic value function associated to the problem (4.1) is defined by: V (t, ξ)



:=



inf J(t, ξ, u),



u∈Ut



(4.3)



so that the problem (4.1) corresponding to the time origin t0 is given by V (t0 , x0 ). The dynamic programming approach solves the problem V (0, x0 ) by analyzing the dependence of V in the variables t and ξ.



4.2



The dynamic programming principle



Theorem 4.1. Let t ∈ [t0 , t1 [ and ξ ∈ Rn be given. Then, for all s ∈ [t, t1 ], we have: Z s  V (t, ξ) = inf F (r, x(r), u(r)) dr + V (s, x(s)) . u∈Ut



t



Proof. For t ∈ [t0 , t1 [, s ∈ [t, t1 ] and ξ ∈ Rn fixed, we denote Z s  W (t, ξ) := inf F (r, x(r), u(r)) dr + V (s, x(s)) . u∈Ut



t



1. To prove that V ≤ W , we consider two arbitrary control variables u ∈ Ut and v ∈ Us , and we observe that w



:= u1[t,s[ + v1[s,t1 [



(4.4)



defines a control variable in Ut . Then, by definition de V (t, ξ), we have: Z t1 V (t, ξ) ≤ J(t, ξ, w) = F (r, x(r), w(r)) dr + G (x(t1 )) t Z s Z t1 = F (r, x(r), u(r)) dr + F (r, x(r), v(r)) dr + G (x(t1 )) t s Z s = F (r, x(r), u(r)) dr + J (s, x(s), v) . t



By minimizing over u ∈ Ut and v ∈ Us , this provides the inequality V ≤ W .



49 2. We now prove the converse inequality V ≥ W . For ε > 0, let uε ∈ Ut be an ε−optimal control variable for the problem V (t, ξ): V (t, ξ) ≤ J(t, ξ, uε ) ≤ V (t, ξ) + ε. Notice that the function u ˜ε := uε |[s,t1 ] is a control variable in Us . Then it follows from the definition of J that: Z s W (t, ξ) ≤ F (r, x(r), uε (r)) dr + V (s, x(s)) Zt s F (r, x(r), uε (r)) dr + J (s, x(s), u ˜ε ) ≤ t



=



J (t, xt , uε )



≤



V (t, ξ) + ε,



and the required inequality follows from the arbitrariness of ε > 0.



♦



Remark 4.2. The main argument in the previous proof is the concatenation of control variable in(4.4). Here, the definition of the set of admissible controls is important. For instance if the controls choice was restricted to continuous maps from [t0 , t1 ] to U , then the concatenation property (4.4) is not true. Still, this does not mean that the dynamic programming principle would not be true in such a context, but one needs to involve some approximation argument... Remark 4.3. The dynamic programming principle says in particular that (i) the function Z s s 7−→ F (r, x(r), u(r)) dr + V (s, x(s)) t



is non-decreasing, for all control variable u ∈ Ut , (ii) If an optimal control u∗ ∈ Ut exists for the problem (4.3), i.e. V (t, ξ) = J(t, ξ, u∗ ), then the function Z s s 7−→ F (r, x∗ (r), u∗ (r)) dr + V (s, x∗ (s)) t ∗



is constant, where we denoted as usual x∗ := xu . Indeed, from the decrease property in (i) and the fact that V (t1 , xt1 ) = G(xt1 ), we see that: Z t1 V (t, ξ) ≤ F (r, x(r), u∗ (r)) dr + V (t1 , x∗ (t1 )) t Z t1 = F (r, x(r), u∗ (r)) dr + G (x∗ (t1 )) t



= J(t, ξ, u∗ ) = V (t, ξ). Remark 4.4. From the previous remark, it follows that if u∗ ∈ Ut is an optimal control for the problem V (t, ξ), then the restriction of u∗ to the interval [s, t1 ] is an optimal control for the problem V (s, x∗ (s)) for all s ∈ [t, t1 ].
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The dynamic programming equation



Recall the definition of the Hamiltonian of the system: H(t, ξ, ν, π)



:= F (t, ξ, ν) + π · f (t, ξ, ν)



for all (t, ξ, ν) ∈ [t0 , t1 ] × Rn × U . As in the Pontryagin maximum principle approach, the optimal control is related to the minimization of the Hamiltonian. We then define: H ∗ (t, ξ, π)



:=



inf H(t, ξ, ν, π).



ν∈U



Theorem 4.5. Suppose that the function V is C 1 ([t0 , t1 ] × Rn ). Then: (i) V is a supersolution of the dynamic programming equation: ∂V (t, ξ) + H ∗ (t, ξ, Dx V (t, ξ)) ≥ 0 ∂t



for (t, ξ) ∈ [t0 , t1 [×Rn .



(ii) Assume in addition that the function H ∗ is continuous, then V is a solution of the dynamic programming equation: ∂V (t, ξ) + H ∗ (t, ξ, Dx V (t, ξ)) = 0 ∂t



for (t, ξ) ∈ [t0 , t1 [×Rn .



Proof. (i) By the dynamic programming principle, Z V (t, ξ) ≤



t+h



F (r, x(r), u(r)) dr + V (t + h, x(t + h)) t



for all h ∈ ]0, t1 − t] et u ∈ Ut . Consider a constant control variable u(r) = ν for all r ∈ [t, t1 ] for some arbitrary ν ∈ U . Since V is C 1 , we can rewrite the previous inequality as:   Z 1 t+h ∂V (r, x(r)) + H (r, x(r), ν, Dx V (r, x(r))) dr. 0 ≤ h t ∂t We next observe that the function inside the integral is continuous in the time variable. By sending h to zero, we then deduce from the mean value theorem that 0



≤



∂V (t, ξ) + H (t, ξ, ν, Dx V (t, ξ)) , ∂t



and the required result follows from the arbitrariness of ν ∈ U . (ii) To prove the second part of the theorem, we assume to the contrary the existence of (t∗ , ξ ∗ ) ∈ [t0 , t1 [×Rn such that ∂V ∗ ∗ (t , ξ ) + H ∗ (t∗ , ξ ∗ , Dx V (t∗ , ξ ∗ )) ∂t



> 0,



51 and we work towards a contradiction. Let ϕ(t, ξ) := V (t, ξ) − |t − t∗ |2 − |ξ − ξ ∗ |2



for



(t, ξ) ∈ [t0 , t1 ] × Rn .



Since DV (t∗ , ξ ∗ ) = Dϕ(t∗ , ξ ∗ ), we see that ∂ϕ ∗ ∗ (t , ξ ) + H ∗ (t∗ , ξ ∗ , Dx ϕ(t∗ , ξ ∗ )) ∂t



> 0



and, by the continuity of H ∗ , there exists δ > 0 such that ∂ϕ (t, ξ) + H ∗ (t, ξ, Dx ϕ(t, ξ)) ≥ 0 ∂t for all (t, ξ) ∈ Qδ := [t∗ , t∗ + δ] × B δ (ξ ∗ )



(4.5) (4.6)



where B δ (ξ ∗ ) is the closed ball with radius δ centered at ξ ∗ . Since (t∗ , ξ ∗ ) is a point of strict minimum for the difference V − ϕ, we have: 2ε := min (V − ϕ) > ∂Qδ



0.



(4.7)



Finally, let uε ∈ Ut∗ be an ε−optimal control for the problem V (t∗ , ξ ∗ ), xε := xuε the corresponding state, and hε > 0 the time duration defined by t∗ + hε



:=



inf {t > t0 : (t, xε (t)) 6∈ Qδ } .



By continuity of xε , we have (t∗ + hε , xε (t∗ + hε )) ∈ ∂Qδ , and therefore: V (t∗ + hε , xε (t∗ + hε )) ≥ 2ε + ϕ (t∗ + hε , xε (t∗ + hε )) ,



(4.8)



by definition of ε in (4.7). Since uε is an ε−optimal control, this provides: V (t∗ , ξ ∗ ) + ε ≥ J(t∗ , ξ ∗ , uε ) Z t∗ +hε = F (r, xε (r), uε (r)) dr + J (t∗ + hε , xε (t∗ + hε ), u ˜ε ) t∗ t∗ +hε



Z ≥



F (r, xε (r), uε (r)) dr + V (t∗ + hε , xε (t∗ + hε )) ,



t∗



where u ˜ε := uε |[t∗ +hε ,t1 ] . Recalling that V (t∗ , ξ ∗ ) = ϕ(t∗ , ξ ∗ ) and using (4.8), we see that: Z t∗ +hε ∗ ∗ ϕ(t , ξ ) + ε ≥ F (r, xε (r), uε (r)) dr + 2ε + ϕ (t∗ + hε , xε (t∗ + hε )) , t∗



and therefore: Z −ε ≥



t∗ +hε







 ∂ϕ (r, xε (r)) + H (r, xε (r), uε (r), Dx ϕ(r, xε (r))) dr ∂t t∗  Z t∗ +hε  ∂ϕ ≥ (r, xε (r)) + H ∗ (r, xε (r), Dx ϕ(r, xε (r))) dr ∂t t∗ ≥ 0,
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since (r, xε (r)) ∈ Qδ for t∗ ≤ r ≤ t∗ + hε . Notice that this inequality is in contradiction with (4.7), thus completing the proof. ♦ Before closing this section, we observe that the C 1 regularity assumption on the value function is too strong. Indeed, it is easy to construct examples of control problems with nonsmooth value function (see example below). This is the main motivation to interprete the dynamic programming equation in some weak sense. There are two alternative routes which exist in the literature: - either, rewrite the proof of the theorem using the notion of generalized derivatives; this approach requires to prove that the value function has this weak regularity, see Fleming and Rishel [?], - or use the theory of viscosity solutions which only requires the value function to be locally bounded; this approach will be developed later in the more general context of stochastic control problems. Example (Optimal control problem with nonsmooth value function) Let f (t, ξ, ν) = ν, U = [−1, 1], and n = 1. The controlled state is defined by: Z



t



u(s)ds for t0 ≤ t ≤ t1 ,



x(t) = x + t0



and the control problem is: V (t, x)



:=



2



sup |x(t1 )| u∈U



It is easily seen that:  (x + t1 − t)2 V (t, x) = (x − t1 + t)2



 = sup



Z x+



u∈U



for x ≥ 0 for x ≤ 0



t1



2 u(s)ds .



t



with optimal control νˆ = 1, with optimal control νˆ = −1.



This function is continuous, but is not differentiable at the point x = 0.



4.4



The verification argument



In this section, we provide sufficient conditions so that a solution of the dynamic programming equation can be identified to the dynamic value function of the problem (4.1). Theorem 4.6. Let W : [t0 , t1 ] × Rn −→ R be a C 1 −function. (i) If W (t1 , ξ) ≤ G(ξ) and then W ≤ v.



−



∂W (t, ξ) − H ∗ (t, ξ, Dx W (t, ξ)) ≤ 0, ∂t



53 (ii) If −



W (t1 , ξ) = G(ξ),



∂W (t, ξ) − H ∗ (t, ξ, Dx W (t, ξ)) = 0, ∂t



and there exists a control variable u∗ ∈ Ut such that for all s ∈ [t, T ]: H ∗ (s, x∗ (s), Dx W (s, x∗ (s))) = H (s, x∗ (s), u∗ (s), Dx W (s, x∗ (s))) , then V = W . Proof. Let u be a control variable in Ut and x := xu the corresponding state with initial condition x(t) = ξ. Since W is C 1 , we have: Z W (t1 , x(t1 ))



t1







 ∂W (r, x(r)) + Dx W (r, x(r)) · x(r) ˙ dr ∂t



t1







 ∂W (r, x(r)) + Dx W (r, x(r)) · f (r, x(r), u(r)) dr ∂t



= W (t, ξ) + t



Z = W (t, ξ) + t



Z



t1



= W (t, ξ) − F (r, x(r), u(r))dr t  Z t1  ∂W + (r, x(r)) + H (r, x(r), u(r), Dx W (r, x(r))) dr. ∂t t By the definition of H ∗ together with the differential inequality satisfied by W , this provides: Z t1 W (t1 , x(t1 )) ≥ W (t, ξ) − F (r, x(r), u(r))dr t  Z t1  ∂W (r, x(r)) + H ∗ (r, x(r), Dx W (r, x(r))) dr + ∂t t Z t1 ≥ W (t, ξ) − F (r, x(r), u(r))dr. t



Finally, since W (t1 , .) ≤ G and the control variable u is arbitrary in Ut , this implies that: Z W (t, ξ) ≤



u∈Ut



F (r, x(r), u(r))dr + W (t1 , x(t1 )) t



Z ≤



t1



inf



inf



u∈Ut



t1



F (r, x(r), u(r))dr + G(x(t1 )) = V (t, ξ). t



(ii) We follow the above argument with the control variable u∗ introduced in Part (ii) of the theorem, and we observe that all inequalities turn into equalities. ♦
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Remark 4.7. The control variable u∗ introduced in Theorem 8.1 (ii) is obtained by minimizing the function H (t, x∗ (t), ν, Dx W (t, x∗ (t))). Consequently, u∗ (t) = νˆ [t, x∗ (t), Dx W (t, x∗ (t))] for some function νˆ, and the state equation is given by: x˙ ∗ (t)



= g (t, x∗ (t)) := f (t, x∗ (t), νˆ [t, x∗ (t), ν, Dx W (t, x∗ (t))]) .



In order to guarantee that u∗ is an admissible control, i.e. u∗ ∈ Ut , we have to check that the obove ordinary differential equation has a unique solution...



4.5



Examples



4.5.1



Linear quadratic regulator



We start by the example developed in Section 3.9.1. We recall that the control variable u takes values in U = Rp and the state equation is linear in (x, u): x˙ = A(t)x(t) + B(t)u(t), where A and B are two functions defined on [t0 , t1 ] with values in MR (n, n) and MR (n, p), respectively. The control problem is: Z t1 inf F (t, xu (t), u(t)) dt + G (xu (t1 )) , u∈U xu (t0 ) = x0



t0



where the instantaneous cost function F is quadratic in x and u: F (t, ξ, ν) := ξ · M (t)ξ + ν · N (t)ν



and G(ξ) := ξ · Qξ,



M , N are two functions defined on [t0 , t1 ] and valued respectively in SR++ (n) and SR++ (p), and Q ∈ SR+ (p). Since N (t) is a positive matrix, the Hamiltonian of the system H(t, ξ, ν, π)



:= ξ · M (t)ξ + ν · N (t)ν + π · [A(t)ξ + B(t)ν]



is a convex function of ν. The candidate optimal control is obtained by minimizing the Hamiltonian with respect to the control H ∗ (t, ξ, π) = H(t, ξ, u∗ (t), π)



1 with u∗ (t) := − N (t)−1 B(t)T π, 2



and 1 = ξ · M (t)ξ + π · A(t)ξ − π · B(t)N (t)−1 B(t)T π. 4 The dynamc programming equation is given by: H ∗ (t, ξ, π)



0



∂V (t, ξ) + H ∗ (t, ξ, Dx V (t, ξ)) ∂t ∂V = (t, ξ) + ξ · M (t)ξ + Dx V (t, ξ) · A(t)ξ ∂t 1 − Dx V (t, ξ) · B(t)N (t)−1 B(t)T Dx V (t, ξ). 4



=



55 We search for a solution of the form V (t, ξ) = ξ · K(t)ξ, for t0 ≤ t ≤ t1 ,



(4.9)



for some function K : [t0 , t1 ] −→ §+ R (n). Notice that the boundary condition V (t1 , ξ) = ξ · Qξ is compatible with this form and imposes K(t1 )



= Q.



Injecting this form in the dynamic programming equation, it follows from arbitrariness of ξ ∈ Rn that: ˙ K(t)



= K(t) · B(t)N (t)−1 B(t)T K(t) − 2K(t) · A(t) − M (t).



The latter is a Riccati equation which can be solved explicitly in some cases. Finally, the solution of the problem is completely characterized by verifying that the candidate value function V (t, ξ) satisfies the conditions of the verification theorem.



4.5.2



An optimal consumption model



The state variable is governed by the dynamics x(t) ˙ = −c(t)



and x(0) = x0 ,



where c(t) is the consumption rate at time t. The preferences of the agent are defined by the utility function: Z T U (c) = e−βt u (c(t)) dt + e−βT u (x(T )) 0



where u(ξ)



:=



ξγ , γ



and 0 < γ < 1 is a given parameter. we recall that the positivity constraint on the consumption can be ignored. The problem of optimal consumption is defined by: sup U (c), c∈U



where U is the set of piecewise continuous functions from [t0 , t1 ] to R+ . In the context of this example, the Hamiltonian is given by H(t, ξ, σ, π)



:= e−βt u(σ) − πσ.



Since H is concave with respect to the control σ, we directly calculate that H ∗ (t, ξ, π) = H(t, ξ, σ ∗ (t), π)



with σ ∗ (t) :=



πeβt



−1/(1−γ)



,
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which leads to: H ∗ (t, ξ, π)



−γ/(1−γ) 1 − γ −βt e πeβt . γ



=



The dynamic programming equation is: 0



= =



∂V (t, ξ) + H ∗ (t, ξ, Dx V (t, ξ)) ∂t −γ/(1−γ) ∂V 1 − γ −βt βt (t, ξ) + e e Dx V (t, ξ) . ∂t γ



Let us seak for a solution of the form V (t, ξ) = e−βt A(t)u(ξ), for t0 ≤ t ≤ t1 . Since V (T, ξ) = e−βT u(ξ), the function A must satisfy the boundary condition A(T )



=



1.



Substituting in the dynamic programming equation, we see that A(.) must satisfy the ordinary differential equation: ˙ + (1 − γ)A(t)−γ/(1−γ) − βA(t) A(t)



=



0,



or equivalent: o d n A(t)1/(1−γ) = dt



β A(t)1/(1−γ) − 1. 1−γ



In view of the boundary condition A(T ) = 1, this provides the unique solution  A(t)



=



β 1−γ  1 − γ  − 1−γ (T −t) + 1− e β β



1−γ .



To conclude that the candidate function V (t, ξ) found above coincides with the dynamic value function, it only remains to check that V satisfies the conditions of the verification theorem...



4.5.3



Nonsmooth value function at isolated points



Reviewing the proof of Theorem 8.1, we see that the statement of the theorem remains true if the candidate value function W is C 1 except at a set of isolated points. To illustrate this, we consider the example of Section 4.3 where the value function V is defined by V (t, x)



:=



sup |x(t1 )|2 , u∈U



57 with state equation x(t) ˙ = u(t)dt and x(t0 ) = x, and controls u taking values in U = [−1, 1]. Then the value function is given by  (x + T − t)2 V (t, x) = (x − T + t)2



pour x ≥ 0 pour x ≤ 0.



Notice that V is C 1 on R+ × (R \ {0}). Despite the nonsmoothness on the axis x = 0, we now verify that V solves the dynamic programming equation at any point of smoothness. The Hamiltonian of the problem is: H(t, ξ, ν, π)



:= νπ,



and can be maximized explicitly: H ∗ (t, ξ, π)



:=



sup H(t, ξ, ν, π) = |π|. |ν|≤1



By direct calculation, we verify that V solves the dynamic programming equation ∂V + |Dx V | = ∂t



0



at any point (t, x) ∈ [t0 , t1 ] × (R \ {0}).



4.6



Pontryaging maximum principle and dynamic programming



Recall that the Pontryagin maximum principle leads to a system of ordinary differential equations for the optimal state (subject to an initial condition) and the corresponding adjoint state (subject to a final condition). The dynamic programming approach leads instead to a partial differential equation on the value function with given boundary condition at the final date. In this section, we show the connection between the two approaches. The following arguments are purely formal and ignore all difficulties related to the regularity of the value function. Given the dynamic value function V (t, x), we introduce the function p(t) := Dx V (t, x∗ (t)) ;



t0 ≤ t ≤ t1 .



Since V (t1 , .) = G, the function p satisfies the transversality condition p(t1 )



= Dx G (x(t1 )) .



(4.10)
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We now verify that p satisfies the adjoint state equation: p(t) ˙



= −Hx∗ (t, x∗ (t), p(t)) ,



(4.11)



so that p is indeed the adjoint state introduced in the Pontryagin maximum principle. To obtain (4.11), we differentiate (4.10) with respect to t: p(t) ˙



= =



d {Dx V (t, x∗ (t))} dt   ∂ ∂V ∗ (t, x (t)) + Dxx V (t, x∗ (t)) x˙ ∗ (t). ∂x ∂t



Since x˙ ∗ (t) = f (t, x∗ (t), u∗ (t)) = (∂H ∗ /∂p) (t, x∗ (t), Dx V (t, x∗ (t))), we see that:   ∂ ∂V (t, x∗ (t)) p(t) ˙ = ∂x ∂t ∂H ∗ (t, x∗ (t), Dx V (t, x∗ (t))) . (4.12) +Dxx V (t, x∗ (t)) ∂p Finally, using the dynamic programming equation, we obtain:   ∂ ∂V ∂ ∗ (t, x (t)) = − {H ∗ (t, x∗ (t), Dx V (t, x∗ (t)))} ∂x ∂t ∂x ∂H ∗ = − (t, x∗ (t), Dx V (t, x∗ (t))) ∂x ∂H ∗ −Dxx V (t, x∗ (t)) (t, x∗ (t), Dx V (t, x∗ (t))) , ∂p and (4.11) follows by substitution in (4.12).



Chapter 5



Conditional Expectation and Linear Parabolic PDEs Throughout this chapter, (Ω, F, F, P ) is a filtered probability space with filtration F = {Ft , t ≥ 0} satisfying the usual conditions. Let W = {Wt , t ≥ 0} be a Brownian motion valued in Rd , defined on (Ω, F, F, P ). Throughout this chapter, a maturity T > 0 will be fixed. By H2 , we denote the collection of all progressively measurble processes φ with appropriate (finite) hR i T dimension such that E 0 |φt |2 dt < ∞.



5.1



Stochastic differential equations with random coefficients



In this section, we recall the basic tools from stochastic differential equations dXt



= bt (Xt )dt + σt (Xt )dWt , t ∈ [0, T ],



(5.1)



where T > 0 is a given maturity date. Here, b and σ are F⊗B(Rn )-progressively measurable functions from [0, T ] × Ω × Rn to Rn and MR (n, d), respectively. In particular, for every fixed x ∈ Rn , the processes {bt (x), σt (x), t ∈ [0, T ]} are F−progressively measurable. Definition 5.1. A strong solution of (5.1) is an F−progressively measurable RT process X such that 0 (|bt (Xt )| + |σt (Xt )|2 )dt < ∞, a.s. and Z Xt



= X0 +



t



Z



0



0
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t



σs (Xs )dWs , t ∈ [0, T ].



bs (Xs )ds +
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Let us mention that there is a notion of weak solutions which relaxes some conditions from the above definition in order to allow for more general stochastic differential equations. Weak solutions, as opposed to strong solutions, are defined on some probabilistic structure (which becomes part of the solution), and not necessarily on (Ω, F, F, P, W ). Thus, for a weak solution we search for a ˜ P, ˜ W ˜ F, ˜ F, ˜ ) and a process X ˜ such that the requirement probability structure (Ω, of the above definition holds true. Obviously, any strong solution is a weak solution, but the opposite claim is false. The main existence and uniqueness result is the following. Theorem 5.2. Let X0 ∈ L2 be a r.v. independent of W . Assume that the processes b. (0) and σ. (0) are in H2 , and that for some K > 0: |bt (x) − bt (y)| + |σt (x) − σt (y)| ≤ K|x − y| for all t ∈ [0, T ], x, y ∈ Rn . Then, for all T > 0, there exists a unique strong solution of (5.1) in H2 . Moreover,    E sup |Xt |2 ≤ C 1 + E|X0 |2 eCT , (5.2) t≤T



for some constant C = C(T, K) depending on T and K. Proof. We first establish the existence and uniqueness result, then we prove the estimate (5.2). Step 1 For a constant c > 0, to be fixed later, we introduce the norm "Z kφkH2c := E



#1/2



T



e



−ct



2



for every φ ∈ H2 .



|φt | dt



0



Clearly , the norms k.kH2 and k.kH2c on the Hilbert space H2 are equivalent. Consider the map U on H2 by: Z t Z t U (X)t := X0 + bs (Xs )ds + σs (Xs )dWs , 0 ≤ t ≤ T. 0



0



By the Lipschitz property of b and σ in the x−variable and the fact that b. (0), σ. (0) ∈ H2 , it follows that this map is well defined on H2 . In order to prove existence and uniqueness of a solution for (5.1), we shall prove that U (X) ∈ H2 for all X ∈ H2 and that U is a contracting mapping with respect to the norm k.kH2c for a convenient choice of the constant c > 0. 1- We first prove that U (X) ∈ H2 for all X ∈ H2 . To see this, we decompose: " Z Z 2 # T t 2 2 kU (X)kH2 ≤ 3T kX0 kL2 + 3T E bs (Xs )ds dt 0 0 " Z Z 2 # T t +3E σs (Xs )dWs dt 0



0
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By the Lipschitz-continuity of b and σ in x, uniformly in t, we have |bt (x)|2 ≤ K(1 + |bt (0)|2 + |x|2 ) for some constant K. We then estimate the second term by: "Z



T



E 0



2 # Z t bs (Xs )ds dt 



"Z



#



T 2



2



(1 + |bt (0)| + |Xs | )ds < ∞,



≤ KT E 0



0



since X ∈ H2 , and b(., 0) ∈ L2 ([0, T ]). As, for the third term, we use the Doob maximal inequality together with the fact that |σt (x)|2 ≤ K(1 + |σt (0)|2 + |x|2 ), a consequence of the Lipschitz property on σ: "Z E 0



T



Z t 2 # σs (Xs )dWs dt 



Z t 2 # T E max σs (Xs )dWs dt t≤T 0 "Z # "



≤



0



T



≤



|σs (Xs )|2 ds



4T E 0



"Z ≤



#



T 2



2



(1 + |σs (0)| + |Xs | )ds < ∞.



4T KE 0



2- To see that U is a contracting mapping for the norm k.kH2c , for some convenient choice of c > 0, we consider two process X, Y ∈ H2 with X0 = Y0 , and we estimate that: 2



E |U (X)t − U (Y )t | Z t Z t 2 2 (σs (Xs ) − σs (Ys )) dWs ≤ 2E (bs (Xs ) − bs (Ys )) ds + 2E 0



0



Z t 2 Z t 2 = 2E (bs (Xs ) − bs (Ys )) ds + 2E |σs (Xs ) − σs (Ys )| ds 0 0 Z t Z t 2 2 = 2tE |bs (Xs ) − bs (Ys )| ds + 2E |σs (Xs ) − σs (Ys )| ds 0 0 Z t 2 ≤ 2(T + 1)K E |Xs − Ys | ds. 0



2K(T + 1) kX − Y kc , and therefore U is a contractHence, kU (X) − U (Y )kc ≤ c ing mapping for sufficiently large c. Step 2 We next prove the estimate (5.2). We shall alleviate the notation writ-
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ing bs := bs (Xs ) and σs := σs (Xs ). We directly estimate: " 2 #   Z u Z u 2 σs dWs bs ds + E sup |Xu | = E sup X0 + u≤t u≤t 0 0 " 2 #! Z u Z t  2 2 σs dWs ≤ 3 E|X0 | + tE |bs | ds + E sup u≤t 0 0  Z t  Z t  ≤ 3 E|X0 |2 + tE |bs |2 ds + 4E |σs |2 ds 0



0



where we used the Doob’s maximal inequality. Since b and σ are Lipschitzcontinuous in x, uniformly in t and ω, this provides:   2 E sup |Xu |







2



Z



≤ C(K, T ) 1 + E|X0 | +



u≤t



0



t



   2 E sup |Xu | ds u≤s



♦



and we conclude by using the Gronwall lemma.



The following exercise shows that the Lipschitz-continuity condition on the coefficients b and σ can be relaxed. We observe that further relaxation of this assumption is possible in the one-dimensional case, see e.g. Karatzas and Shreve [?]. Exercise 5.3. In the context of this section, assume that the coefficients µ and σ are locally Lipschitz and linearly growing in x, uniformly in (t, ω). By a localization argument, prove that strong existence and uniqueness holds for the stochastic differential equation (5.1). In addition to the estimate (5.2) of Theorem 5.2, we have the following flow continuity results of the solution of the SDE. Theorem 5.4. Let the conditions of Theorem 5.2 hold true, and consider some (t, x) ∈ [0, T ) × Rn with t ≤ t0 ≤ T . (i) There is a constant C such that:   t,x 0 t,x0 2 E sup Xs − Xs | ≤ CeCt |x − x0 |2 . (5.3) t≤s≤t0



 R t0 (ii) Assume further that B := supt t : |Xst,x − x| ≥ 1}. By the law of iterated expectation together with the Markov property of the process X, it follows that  t,x  v(t, x) = E v s ∧ τ1 , Xs∧τ . 1 Since v ∈ C 1,2 ([0, T ), Rn ), we may apply Itˆo’s formula, and we obtain by taking expectations:   Z s∧τ1  ∂v t,x + Av (u, Xu )du 0 = E ∂t t Z s∧τ1  ∂v t,x t,x +E (u, Xs ) · σ(u, Xu )dWu ∂x t   Z s∧τ1  ∂v t,x + Av (u, Xu )du , = E ∂t t where the last equality follows from the boundedness of (u, Xut,x ) on [t, s∧τ1 ]. We now send s & t, and the required result follows from the dominated convergence theorem. ♦



5.3.2



Cauchy problem and the Feynman-Kac representation



In this section, we consider the following linear partial differential equation ∂v ∂t



+ Av − k(t, x)v + f (t, x) = 0, (t, x) ∈ [0, T ) × Rd v(T, .) = g



(5.8)



where A is the generator (5.7), g is a given function from Rd to R, k and f are functions from [0, T ] × Rd to R, b and σ are functions from [0, T ] × Rd to Rd and and MR (d, d), respectively. This is the so-called Cauchy problem. For example, when k = f ≡ 0, b ≡ 0, and σ is the identity matrix, the above partial differential equation reduces to the heat equation. Our objective is to provide a representation of this purely deterministic problem by means of stochastic differential equations. We then assume that µ and
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σ satisfy the conditions of Theorem 5.2, namely that Z T  µ, σ Lipschitz in x uniformly in t, |µ(t, 0)|2 + |σ(t, 0)|2 dt < ∞.(5.9) 0



Theorem 5.7. Let the coefficients µ, σ be continuous and satisfy (5.9). Assume further that the function k is uniformly bounded from below,  and f has quadratic growth in x uniformly in t. Let v be a C 1,2 [0, T ), Rd solution of (5.8) with quadratic growth in x uniformly in t. Then "Z # T t,x t,x  t,x t,x βs f (s, Xs )ds + βT g XT v(t, x) = E , t ≤ T, x ∈ Rd , t



where Xst,x := x+ for t ≤ s ≤ T .



Rs t



µ(u, Xut,x )du+



Rs t



σ(u, Xut,x )dWu and βst,x := e−



Rs t



t,x k(u,Xu )du



Proof. We first introduce the sequence of stopping times  τn := T ∧ inf s > t : Xst,x − x ≥ n , and we oberve that τn −→ T P−a.s. Since v is smooth, it follows from Itˆo’s formula that for t ≤ s < T :     ∂v t,x t,x t,x d βs v s, Xs = βs −kv + + Av s, Xst,x ds ∂t   ∂v +βst,x s, Xst,x · σ s, Xst,x dWs ∂x     ∂v = βst,x −f (s, Xst,x )ds + s, Xst,x · σ s, Xst,x dWs , ∂x by the PDE satisfied by v in (5.8). Then:   E βτt,x v τn , Xτt,x − v(t, x) n n Z τn     ∂v t,x t,x t,x s, Xs · σ s, Xs dWs . = E βs −f (s, Xs )ds + ∂x t Now observe that the integrands in the stochastic integral is bounded by definition of the stopping time τn , the smoothness of v, and the continuity of σ. Then the stochastic integral has zero mean, and we deduce that Z τn    t,x v(t, x) = E βst,x f s, Xst,x ds + βτt,x v τ , X . (5.10) n τn n t



Since τn −→ T and the Brownian motion has continuous sample paths P−a.s. it follows from the continuity of v that, P−a.s. Z τn   βst,x f s, Xst,x ds + βτt,x v τn , Xτt,x n n t Z T   n→∞ (5.11) −→ βst,x f s, Xst,x ds + βTt,x v T, XTt,x t Z T   = βst,x f s, Xst,x ds + βTt,x g XTt,x t
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by the terminal condition satisfied by v in (5.8). Moreover, since k is bounded from below and the functions f and v have quadratic growth in x uniformly in t, we have Z τn     t,x t,x t,x t,x 2 β ≤ C 1 + max |X | f s, X ds + β v τ , X . t n s s τn τn t≤T



t



By the estimate stated in the existence and uniqueness theorem 5.2, the latter bound is integrable, and we deduce from the dominated convergence theorem that the convergence in (5.11) holds in L1 (P), proving the required result by taking limits in (5.10). ♦ The above Feynman-Kac representation formula has an important numerical implication. Indeed it opens the door to the use of Monte Carlo methods in order to obtain a numerical approximation of the solution of the partial differential equation (5.8). For sake of simplicity, we provide the main idea in the case  f = k = 0. Let X (1) , . . . , X (k) be an iid sample drawn in the distribution of XTt,x , and compute the mean: vˆk (t, x)



:=



k 1 X  (i)  g X . k i=1



By the Law of Large Numbers, it follows that vˆk (t, x) −→ v(t, x) P−a.s. Moreover the error estimate is provided by the Central Limit Theorem: √



  k→∞ k (ˆ vk (t, x) − v(t, x)) −→ N 0, Var g XTt,x



in distribution,



and is remarkably independent of the dimension d of the variable X !



5.3.3



Representation of the Dirichlet problem



Let D be an open subset of Rd . The Dirichlet problem is to find a function u solving: Au − ku + f = 0 on D



and u = g on ∂D,



(5.12)



where ∂D denotes the boundary of D, and A is the generator of the process X 0,X0 defined as the unique strong solution of the stochastic differential equation Xt0,X0 = X0 +



Z 0



t



µ(s, Xs0,X0 )ds +



Z



t



σ(s, Xs0,X0 )dWs , t ≥ 0.



0



Similarly to the the representation result of the Cauchy problem obtained in Theorem 5.7, we have the following representation result for the Dirichlet problem.
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Theorem 5.8. Let u be a C 2 −solution of the Dirichlet problem (5.12). Assume that k is nonnegative, and n o x x E[τD ] < ∞, x ∈ Rd , where τD := inf t ≥ 0 : Xt0,x 6∈ D . Then, we have the representation: " Z  R τDx  0,x − 0 k(Xs )ds u(x) = E g Xτ x e + D



x τD



f







Xt0,x







# e−



Rt 0



k(Xs )ds



dt .



0



Exercise 5.9. Provide a proof of Theorem 5.8 by imitating the arguments in the proof of Theorem 5.7.



5.4 5.4.1



The stochastic control approach to the BlackScholes model The continuous-time financial market



Let T be a finite horizon, and (Ω, F, P) be a complete probability space supporting a Brownian motion W = {(Wt1 , . . . , Wtd ), 0 ≤ t ≤ T } with values in Rd . We denote by F = FW = {Ft , 0 ≤ t ≤ T } the canonical augmented filtration of W , i.e. the canonical filtration augmented by zero measure sets of FT . We consider a financial market consisting of d + 1 assets : (i) The first asset S 0 is non-risky, and is defined by Z t  St0 = exp ru du , 0 ≤ t ≤ T, 0



RT where {rt , t ∈ [0, T ]} is a non-negative adapted processes with 0 rt dt < ∞ a.s., and represents the instantaneous interest rate. (ii) The d remaining assets S i , i = 1, . . . , d, are risky assets with price processes defined by the dynamics dSti Sti



= µit dt +



d X



σti,j dWtj , t ∈ [0, T ],



j=1



RT RT for 1 ≤ i ≤ d, where µ, σ are F−adapted processes with 0 |µit |dt+ 0 |σti,j |2 dt < ∞ for all i, j = 1, . . . , d. It is convenient to use the matrix notations to represent the dynamics of the price vector S = (S 1 , . . . , S d ): dSt



= St ? (µt dt + σt dWt ) , t ∈ [0, T ],



where, for two vectors x, y ∈ Rd , we denote x ? y the vector of Rd with components (x ? y)i = xi yi , i = 1, . . . , d, and µ, σ are the Rd −vector with components µi ’s, and the MR (d, d)−matrix with entries σ i,j .
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We assume that the MR (d, d)−matrix σt is invertible for every t ∈ [0, T ] a.s., and we introduce the process λt := σt−1 (µt − rt 1) ,



0 ≤ t ≤ T,



called the risk premium process. Here 1 is the vector of ones in Rd . We shall frequently make use of the discounted processes St S˜t := 0 St



  Z t ru du , = St exp − 0



Using the above matrix notations, the dynamics of the process S˜ are given by  dS˜t = S˜t ? (µt − rt 1)dt + σt dWt = S˜t ? σt (λt dt + dWt ) .



5.4.2



Portfolio and wealth process



A portfolio strategy is an F−adapted process π = {πt , 0 ≤ t ≤ T } with values in Rd . For 1 ≤ i ≤ n and 0 ≤ t ≤ T , πti is the amount (in Euros) invested in the risky asset S i . We next recall the self-financing condition in the present framework. Let Xtπ denote the portfolio value, or wealth, process at time t induced by the portfolio Pn strategy π. Then, the amount invested in the non-risky asset is Xtπ − i=1 πti = Xtπ − πt · 1. Under the self-financing condition, the dynamics of the wealth process is given by dXtπ



=



n X πti Xtπ − πt · 1 i dS + dSt0 . t 0 i S S t t i=1



˜ π be the discounted wealth process Let X  Z t  π π ˜ Xt := Xt exp − r(u)du ,



0 ≤ t ≤ T.



0



Then, by an immediate application of Itˆo’s formula, we see that ˜t dX



=



π ˜t · σt (λt dt + dWt ) , 0 ≤ t ≤ T,



(5.13)



where π ˜t := e−rt πt . We still need to place further technical conditions on π, at least in order for the above wealth process to be well-defined as a stochastic integral. Before this, let us observe that, assuming that the risk premium process satisfies the Novikov condition: h 1 RT 2 i E e 2 0 |λt | dt < ∞,
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it follows from the Girsanov theorem that the process Z Bt := Wt +



t



0≤t≤T,



λu du ,



(5.14)



0



is a Brownian motion under the equivalent probability measure Z Q := ZT · P on FT



ZT := exp −



where



0



T



1 λu · dWu − 2



Z



!



T



|λu |2 du .



0



In terms of the Q Brownian motion B, the discounted price process satisfies dS˜t



S˜t ? σt dBt , t ∈ [0, T ],



=



and the discounted wealth process induced by an initial capital X0 and a portfolio strategy π can be written in ˜ tπ = X ˜0 + X



Z



t



π ˜u · σu dBu , for



0 ≤ t ≤ T.



(5.15)



0



Definition 5.10. An admissible portfolio process π = {θt , t ∈ [0, T ]} is an RT F−progressively measurable process such that 0 |σtT πt |2 dt < ∞, a.s. and the corresponding discounted wealth process is bounded from below by a Q−martingale ˜ tπ ≥ Mtπ , 0 ≤ t ≤ T, X



for some Q−martingale M π .



The collection of all admissible portfolio processes will be denoted by A. The lower bound M π , which may depend on the portfolio π, has the interpretation of a finite credit line imposed on the investor. This natural generalization of the more usual constant credit line corresponds to the situation where the total credit available to an investor is indexed by some financial holding, such as the physical assets of the company or the personal home of the investor, used as collateral. From the mathematical viewpoint, this condition is needed in order to exclude any arbitrage opportunity, and will be justified in the subsequent subsection.



5.4.3



Admissible portfolios and no-arbitrage



We first define precisely the notion of no-arbitrage. Definition 5.11. We say that the financial market contains no arbitrage opportunities if for any admissible portfolio process θ ∈ A, X0 = 0 and XTθ ≥ 0 P − a.s.



implies XTθ = 0 P − a.s.



The purpose of this section is to show that the financial market described above contains no arbitrage opportunities. Our first observation is that, by the
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very definition of the probability measure Q, the discounted price process S˜ satisfies: n o the process S˜t , 0 ≤ t ≤ T is a Q − local martingale. (5.16) For this reason, Q is called a risk neutral measure, or an equivalent local martingale measure, for the price process S. We also observe that the discounted wealth process satisfies: ˜π X



is a Q−local martingale for every π ∈ A,



(5.17)



as a stochastic integral with respect to the Q−Brownian motion B. Theorem 5.12. The continuous-time financial market described above contains no arbitrage opportunities, i.e. for every π ∈ A: X0 = 0 and XTπ ≥ 0 P − a.s. =⇒ XTπ = 0 P − a.s. ˜ π is a Q−local martingale Proof. For π ∈ A, the discounted wealth process X π ˜ bounded from below h by i a Q−martingale. Then X is a Q−super-martingale. Q ˜π ˜ 0 = X0 . Recall that Q is equivalent to P and S 0 In particular, E XT ≤ X is strictly positive. Then, this inequality shows that, whenever X0π = 0 and ˜ π = 0 Q−a.s. and therefore XTπ ≥ 0 P−a.s. (or equivalently Q−a.s.), we have X T π XT = 0 P−a.s. ♦



5.4.4



Super-hedging and no-arbitrage bounds



Let G be an FT −measurable random variable representing the payoff of a derivative security with given maturity T > 0. The super-hedging problem consists in finding the minimal initial cost so as to be able to face the payment G without risk at the maturity of the contract T : V (G)



:=



inf {X0 ∈ R : XTπ ≥ G P − a.s. for some π ∈ A} .



Remark 5.13. Notice that V (G) depends on the reference measure P only by means of the corresponding null sets. Therefore, the super-hedging problem is not changed if P is replaced by any equivalent probability measure. We now show that, under the no-arbitrage condition, the super-hedging problem provides no-arbitrage bounds on the market price of the derivative security. Assume that the buyer of the contingent claim G has the same access to the financial market than the seller. Then V (G) is the maximal amount that the buyer of the contingent claim contract is willing to pay. Indeed, if the seller requires a premium of V (G) + 2ε, for some ε > 0, then the buyer would not accept to pay this amount as he can obtain at least G by trading on the financial market with initial capital V (G) + ε. Now, since selling of the contingent claim G is the same as buying the contingent claim −G, we deduce from the previous argument that −V (−G) ≤ market price of G ≤ V (G).



(5.18)
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The no-arbitrage valuation formula



We denote by p(G) the market price of a derivative security G. Theorem 5.14. Let G be an FT −measurabel random variable representing the payoff of a derivative security at the maturity T > 0, and recall the notation R ˜ := G exp − T rt dt . Assume that EQ [|G|] ˜ < ∞. Then G 0 p(G) = V (G)



˜ = EQ [G]. ∗



∗



Moreover, there exists a portfolio π ∗ ∈ A such that X0π = p(G) and XTπ = G, a.s., that is π ∗ is a perfect replication strategy. ˜ Let X0 and π ∈ A be such that Proof. 1- We first prove that V (G) ≥ EQ [G]. π π ˜ ˜ ˜ π is a Q−superXT ≥ G, a.s. or, equivalently, XT ≥ G a.s. Notice that X martingale, as a Q−local martingale bounded from below by a Q−martingale. ˜ ˜ 0 ≥ EQ [X ˜ π ] ≥ EQ [G]. Then X0 = X T Q ˜ ˜ t] 2- We next prove that V (G) ≤ E [G]. Define the Q−martingale Yt := EQ [G|F W B and observe that F = F . Then, it follows from the martingale representaRT tion theorem that Yt = Y0 + 0 φt · dBt for some F−adapted process φ with RT |φt |2 dt < ∞ a.s. Setting π ˜ ∗ := (σ T )−1 φ, we see that 0 Z T ∗ ˜ P − a.s. π ∈ A and Y0 + π ˜ ∗ · σt dBt = G 0



which implies that Y0 ≥ V (G) and π ∗ is a perfect hedging stratgey for G, starting from the initial capital Y0 . ˜ Applying this result to −G, 3- From the previous steps, we have V (G) = EQ [G]. we see that V (−G) = −V (G), so that the no-arbitrage bounds (5.18) imply that the no-arbitrage market price of G is given by V (G). ♦



5.4.6



PDE characterization of the Black-Scholes price



In this subsection, we specialize further the model to the case where the risky securities price processes are Markov diffusions defined by the stochastic differential equations:  dSt = St ? r(t, St )dt + σ(t, St )dBt . Here (t, s) 7−→ s ? r(t, s) and (t, s) 7−→ s ? σ(t, s) are Lipschitz-continuous functions from R+ × [0, ∞)d to Rd and Sd , successively. We also consider a Vanilla derivative security defined by the payoff G = g(ST ), where g : [0, ∞)d → R is a measurable function bounded from below. From the previous subsection, the no-arbitrage price at time t of this derivative security is given by h RT i h RT i V (t, St ) = EQ e− t r(u,Su )du g(ST )|Ft = EQ e− t r(u,Su )du g(ST )|St ,
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where the last equality follows from the Markov property of the process S. Assuming further that g has linear growth, it follows that V has linear growth in s uniformly in t. Since V is defined by a conditional expectation, it is expected to satisfy the linear PDE:  1  −∂t V − rs ? DV − Tr (s ? σ)2 D2 V − rV 2



=



0.



(5.19)



More precisely, if V ∈ C 1,2 (R+ , Rd ), the V is a classical solution of (5.19) and satisfies the final condition V (T, .) = g. Coversely, if the PDE (5.19) combined with the final condition v(T, .) = g has a classical solution v with linear growth, then v coincides with the derivative security price V .
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CHAPTER 5.



CONDITIONAL EXPECTATION AND LINEAR PDEs



Chapter 6



Stochastic Control and Dynamic Programming In this chapter, we assume that the filtration F is the P−augmentation of the canonical filtration of the Brownian motion W . This restriction is only needed in order to simplify the presentation of the proof of the dynamic programming principle. We will also denote by S := [0, T ) × Rn



where



T ∈ [0, ∞].



The set S is called the parabolic interior of the state space. We will denote by ¯ := cl(S) its closure, i.e. S ¯ = [0, T ] × Rn for finite T , and S ¯ = S for T = ∞. S



6.1



Stochastic control problems in standard form



Control processes. Given a subset U of Rk , we denote by U the set of all progressively measurable processes ν = {νt , t < T } valued in U . The elements of U are called control processes. Controlled Process. Let b : (t, x, u) ∈ S × U



−→



b(t, x, u) ∈ Rn



and σ : (t, x, u) ∈ S × U



−→



σ(t, x, u) ∈ MR (n, d)



be two continuous functions satisfying the conditions |b(t, x, u) − b(t, y, u)| + |σ(t, x, u) − σ(t, y, u)| |b(t, x, u)| + |σ(t, x, u)| 75



≤ K |x − y|,



(6.1)



≤ K (1 + |x| + |u|). (6.2)



76 CHAPTER 6.



STOCHASTIC CONTROL, DYNAMIC PROGRAMMING



for some constant K independent of (t, x, y, u). For each control process ν ∈ U, we consider the controlled stochastic differential equation : dXt



= b(t, Xt , νt )dt + σ(t, Xt , νt )dWt .



(6.3)



If the above equation has a unique solution X, for a given initial data, then the process X is called the controlled process, as its dynamics is driven by the action of the control process ν. We shall be working with the following subclass of control processes : U0



:= U ∩ H2 ,



(6.4)



where H2 is the collection of all progressively measurable processes with finite L2 (Ω × [0, T ))−norm. Then, for every finite maturity T 0 ≤ T , it follows from the above uniform Lipschitz condition on the coefficients b and σ that "Z 0 # T  2 E |b| + |σ| (s, x, νs )ds < ∞ for all ν ∈ U0 , x ∈ Rn , 0



which guarantees the existence of a controlled process on the time interval [0, T 0 ] for each given initial condition and control. The following result is an immediate consequence of Theorem 5.2. Theorem 6.1. Let ν ∈ U0 be a control process, and ξ ∈ L2 (P) be an F0 −measurable random variable. Then, there exists a unique F−adapted process X ν satisfying (6.3) together with the initial condition X0ν = ξ. Moreover for every T > 0, there is a constant C > 0 such that   E sup |Xsν |2 < C(1 + E[|ξ|2 ])eCt for all t ∈ cl([0, T )). (6.5) 0≤s≤t



Cost functional. Let f, k : [0, T ) × Rn × U −→ R



and g : Rn −→ R



be given functions. We assume that f, k are continuous and kk − k∞ < ∞ (i.e. max(−k, 0) is uniformly bounded). Moreover, we assume that f and g satisfy the quadratic growth condition : |f (t, x, u)| + |g(x)|



≤ K(1 + |u| + |x|2 ),



for some constant K independent of (t, x, u). We define the cost function J on [0, T ] × Rn × U by : "Z # T



J(t, x, ν)



:= E t



β ν (t, s)f (s, Xst,x,ν , νs )ds + β ν (t, T )g(XTt,x,ν )1T 0 be fixed, and consider an ε−optimal control ν ε for the problem V (θ, Xθ ), i.e. J(θ, Xθ , ν ε ) ≥



V (θ, Xθ ) − ε.



Clearly, one can choose ν ε = µ on the stochastic interval [t, θ]. Then "Z



#



θ



ε



V (t, x) ≥ J(t, x, ν ) = Et,x



ε



β(t, s)f (s, Xs , µs )ds + β(t, θ)J(θ, Xθ , ν ) t



"Z ≥ Et,x



θ



# β(t, s)f (s, Xs , µs )ds + β(t, θ)V (θ, Xθ ) − ε Et,x [β(t, θ)] .



t



This provides the required inequality by the arbitrariness of µ ∈ U and ε > 0. ♦ Exercise. Where is the gap in the above sketch of the proof ?



6.2.2



Dynamic programming without measurable selection



In this section, we provide a rigorous proof of Theorem 6.3. Notice that, we have no information on whether V is measurable or not. Because of this, the



6.2. Dynamic programming principle
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right-hand side of the classical dynamic programming principle (6.9) is not even known to be well-defined. The formulation of Theorem 6.3 avoids this measurability problem since V∗ and V ∗ are lower- and upper-semicontinuous, respectively, and therefore measurable. In addition, it allows to avoid the typically heavy technicalities related to measurable selection arguments needed for the proof of the classical (6.9) after a convenient relaxation of the control problem, see e.g. El Karoui and Jeanblanc [?]. Proof of Theorem 6.3 For simplicity, we consider the finite horizon case T < ∞, so that, without loss of generality, we assume f = k = 0, See Remark 6.2 (iii). The extension to the infinite horizon framework is immediate. 1. Let ν ∈ Ut be arbitrary and set θ := θν . Then:    E g XTt,x,ν |Fθ (ω) = J(θ(ω), Xθt,x,ν (ω); ν˜ω ), where ν˜ω is obtained from ν by freezing its trajectory up to the stopping time θ. Since, by definition, J(θ(ω), Xθt,x,ν (ω); ν˜ω ) ≤ V ∗ (θ(ω), Xθt,x,ν (ω)), it follows from the tower property of conditional expectations that         = E E g XTt,x,ν |Fθ ≤ E V ∗ θ, Xθt,x,ν , E g XTt,x,ν which provides the second inequality of Theorem 6.3 by the arbitrariness of ν ∈ Ut . 2. Let ε > 0 be given, and consider an arbitrary function ϕ : S −→ R 2.a.



such that



ϕ upper-semicontinuous and V ≥ ϕ.



There is a family (ν (s,y),ε )(s,y)∈S ⊂ U0 such that: ν (s,y),ε ∈ Us and J(s, y; ν (s,y),ε ) ≥ V (s, y) − ε, for every



(s, y) ∈ S.(6.10)



Since g is lower-semicontinuous and has quadratic growth, it follows from Theorem 6.1 that the function (t0 , x0 ) 7→ J(t0 , x0 ; ν (s,y),ε ) is lower-semicontinuous, for fixed (s, y) ∈ S. Together with the upper-semicontinuity of ϕ, this implies that we may find a family (r(s,y) )(s,y)∈S of positive scalars so that, for any (s, y) ∈ S, ϕ(s, y) − ϕ(t0 , x0 ) ≥ −ε and J(s, y; ν (s,y),ε ) − J(t0 , x0 ; ν (s,y),ε ) ≤ ε for (t0 , x0 ) ∈ B(s, y; r(s,y) ),



(6.11)



where, for r > 0 and (s, y) ∈ S, B(s, y; r) := {(t0 , x0 ) ∈ S : t0 ∈ (s − r, s), |x0 − y| < r} .  Clearly, B(s, y; r) : (s, y) ∈ S, 0 < r ≤ r(s,y) forms an open covering of [0, T ) × Rd . It then follows from the Lindel¨of covering Theorem, see e.g. [?] Theorem 6.3 Chap. VIII, that we can find a countable sequence (ti , xi , ri )i≥1 of elements of S × R, with 0 < ri ≤ r(ti ,xi ) for all i ≥ 1, such that S ⊂
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{T } × Rd ∪ (∪i≥1 B(ti , xi ; ri )). Set A0 := {T } × Rd , C−1 := ∅, and define the sequence Ai+1 := B(ti+1 , xi+1 ; ri+1 ) \ Ci



where



Ci := Ci−1 ∪ Ai , i ≥ 0.



With this construction, it follows from (6.10), (6.11), together with the fact that V ≥ ϕ, that the countable family (Ai )i≥0 satisfies (θ, Xθt,x,ν ) ∈ ∪i≥0 Ai P − a.s., Ai ∩ Aj = ∅ for i 6= j ∈ N, and J(·; ν i,ε ) ≥ ϕ − 3ε on Ai for i ≥ 1,



(6.12)



where ν i,ε := ν (ti ,xi ),ε for i ≥ 1. 2.b. We now prove the first inequality in Theorem 6.3. We fix ν ∈ Ut and t n θ ∈ T[t,T ] . Set A := ∪0≤i≤n Ai , n ≥ 1. Given ν ∈ Ut , we define for s ∈ [t, T ]: νsε,n



n   X t,x,ν := 1[t,θ] (s)νs + 1(θ,T ] (s) νs 1(An )c (θ, Xθ ) + 1Ai (θ, Xθt,x,ν )νsi,ε . i=1



{(θ, Xθt,x,ν )



Notice that ∈ Ai } ∈ Fθt . Then, it follows that ν ε,n ∈ Ut . Then, it follows from (6.12) that: h   i     ε,n ε,n E g XTt,x,ν |Fθ 1An θ, Xθt,x,ν = V T, XTt,x,ν 1A0 θ, Xθt,x,ν +



n X



J(θ, Xθt,x,ν , ν i,ε )1Ai θ, Xθt,x,ν







i=1



≥



n X



  ϕ(θ, Xθt,x,ν − 3ε 1Ai θ, Xθt,x,ν



i=0



=



  ϕ(θ, Xθt,x,ν ) − 3ε 1An θ, Xθt,x,ν ,



which, by definition of V and the tower property of conditional expectations, implies V (t, x) ≥ J(t, x, ν ε,n ) h h   ii ε,n = E E g XTt,x,ν |Fθ     ≥ E ϕ θ, Xθt,x,ν − 3ε 1An θ, Xθt,x,ν    +E g XTt,x,ν 1(An )c θ, Xθt,x,ν .  Since g XTt,x,ν ∈ L1 , it follows from the dominated convergence theorem that:   V (t, x) ≥ −3ε + lim inf E ϕ(θ, Xθt,x,ν )1An θ, Xθt,x,ν n→∞   = −3ε + lim E ϕ(θ, Xθt,x,ν )+ 1An θ, Xθt,x,ν n→∞   − lim E ϕ(θ, Xθt,x,ν )− 1An θ, Xθt,x,ν n→∞   = −3ε + E ϕ(θ, Xθt,x,ν ) ,
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where the last equality follows from the left-hand side of (6.12)  and from the monotone convergence theorem, due to the fact that either E ϕ(θ, Xθt,x,ν )+ <   ∞ or E ϕ(θ, Xθt,x,ν )− < ∞. By the arbitrariness of ν ∈ Ut and ε > 0, this shows that:   V (t, x) ≥ sup E ϕ(θ, Xθt,x,ν ) . (6.13) ν∈Ut



3. It remains to deduce the first inequality of Theorem 6.3 from (6.13). Fix r > 0. It follows from standard arguments, see e.g. Lemma 3.5 in [?], that we can find a sequence of continuous functions (ϕn )n such that ϕn ≤ V∗ ≤ V for all n ≥ 1 and such that ϕn converges pointwise to V∗ on [0, T ] × Br (0). Set φN := minn≥N ϕn for N ≥ 1 and observe that the sequence (φN )N is nondecreasing and converges pointwise to V∗ on [0, T ] × Br (0). By (6.13) and the monotone convergence Theorem, we then obtain:     ν ν V (t, x) ≥ lim E φN (θν , Xt,x (θν )) = E V∗ (θν , Xt,x (θν )) . N →∞



♦



6.3



The dynamic programming equation



The dynamic programming equation is the infinitesimal counterpart of the dynamic programming principle. It is also widely called the Hamilton-JacobiBellman equation. In this section, we shall derive it under strong smoothness assumptions on the value function. Let S d be the set of all d × d symmetric matrices with real coefficients, and define the map H : S × R × Rn × S d by :  := sup u∈U



H(t, x, r, p, γ)  1 −k(t, x, u)r + b(t, x, u) · p + Tr[σσ T (t, x, u)γ] + f (t, x, u) . 2



We also need to introduce the linear second order operator Lu associated to the controlled process {β(0, t)Xtu , t ≥ 0} controlled by the constant control process u: Lu ϕ(t, x)



:= −k(t, x, u)ϕ(t, x) + b(t, x, u) · Dϕ(t, x)  1  + Tr σσ T (t, x, u)D2 ϕ(t, x) , 2



where D and D2 denote the gradient and the Hessian operators with respect to the x variable. With this notation, we have by Itˆo’s formula: Z s ν ν ν ν β (0, s)ϕ(s, Xs ) − β (0, t)ϕ(t, Xt ) = β ν (0, r) (∂t + Lνr ) ϕ(r, Xrν )dr t Z s + β ν (0, r)Dϕ(r, Xrν ) · σ(r, Xrν , νr )dWr t



for every s ≥ t and smooth function ϕ ∈ C 1,2 ([t, s], Rn ) and each admissible control process ν ∈ U0 .
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Proposition 6.4. Assume the value function V ∈ C 1,2 ([0, T ), Rn ), and let the coefficients k(·, ·, u) and f (·, ·, u) be continuous in (t, x) for all fixed u ∈ U . Then, for all (t, x) ∈ S:  −∂t V (t, x) − H t, x, V (t, x), DV (t, x), D2 V (t, x) ≥ 0. (6.14) Proof. Let (t, x) ∈ S and u ∈ U be fixed and consider the constant control process ν = u, together with the associated state process X with initial data Xt = x. For all h > 0, Define the stopping time : θh



:=



inf {s > t : (s − t, Xs − x) 6∈ [0, h) × αB} ,



where α > 0 is some given constant, and B denotes the unit ball of Rn . Notice ¯ that θh −→ t, P−a.s. when h & 0, and θh = h for h ≤ h(ω) sufficiently small. 1. From the first inequality of the dynamic programming principle, it follows that : " # Z θh



0



≤ Et,x β(0, t)V (t, x) − β(0, θh )V (θh , Xθh ) −



β(0, r)f (r, Xr , u)dr t



"Z



#



θh



= −Et,x



·



β(0, r)(∂t V + L V + f )(r, Xr , u)dr t



"Z −Et,x



#



θh



β(0, r)DV (r, Xr ) · σ(r, Xr , u)dWr , t



the last equality follows from Itˆo’s formula and uses the crucial smoothness assumption on V . 2. Observe that β(0, r)DV (r, Xr ) · σ(r, Xr , u) is bounded on the stochastic interval [t, θh ]. Therefore, the second expectation on the right hand-side of the last inequality vanishes, and we obtain : # " Z 1 θh · β(0, r)(∂t V + L V + f )(r, Xr , u)dr ≥ 0 −Et,x h t We now send h to zero. The a.s. convergence of the random value inside the expectation is easily obtained by the mean value Theorem; recall that θh = h Rθ for sufficiently small h > 0. Since the random variable h−1 t h β(0, r)(L· V + f )(r, Xr , u)dr is essentially bounded, uniformly in h, on the stochastic interval [t, θh ], it follows from the dominated convergence theorem that : −∂t V (t, x) − Lu V (t, x) − f (t, x, u) ≥ 0. By the arbitrariness of u ∈ U , this provides the required claim.



♦



We next wish to show that V satisfies the nonlinear partial differential equation (6.15) with equality. This is a more technical result which can be proved by different methods. We shall report a proof, based on a contradiction argument, which provides more intuition on this result, although it might be slightly longer than the usual proof reported in standard textbooks.



6.3. Dynamic programming equation
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Proposition 6.5. Assume the value function V ∈ C 1,2 ([0, T ), Rn ), and let the function H be continuous, and kk + k∞ < ∞. Then, for all (t, x) ∈ S:  −∂t V (t, x) − H t, x, V (t, x), DV (t, x), D2 V (t, x) ≤ 0. (6.15) Proof. Let (t0 , x0 ) ∈ [0, T ) × Rn be fixed, assume to the contrary that  ∂t V (t0 , x0 ) + H t0 , x0 , V (t0 , x0 ), DV (t0 , x0 ), D2 V (t0 , x0 ) < 0, (6.16) and let us work towards a contradiction. 1. For a given parameter ε > 0, define the smooth function ϕ ≥ V by  ϕ(t, x) := V (t, x) + ε |t − t0 |2 + |x − x0 |4 . Then (V − ϕ)(t0 , x0 ) = 0, (DV − Dϕ)(t0 , x0 ) = 0, (∂t V − ∂t ϕ)(t0 , x0 ) = 0, and (D2 V − D2 ϕ)(t0 , x0 ) = 0, and (6.16) says that:  h(t0 , x0 ) := ∂t ϕ(t0 , x0 ) + H t0 , x0 , ϕ(t0 , x0 ), Dϕ(t0 , x0 ), D2 ϕ(t0 , x0 )




 0. 2. By continuity of H, we have: h(t, x) < 0 on Nη := (−η, η) × ηB



for η > 0 sufficiently small,



where B denotes the unit balla centered at x0 . We next observe that the parmeter γ defined by the following is positive: −2γeηkk



+



k∞



:=



max (V − ϕ) < 0. ∂Nη



(6.17)



Next, let ν˜ be a γ−optimal control for the problem V (t0 , x0 ), i.e. J(t0 , x0 , ν˜) ≥



V (t0 , x0 ) − γ.



(6.18)



˜ and β˜ the controlled process and the discount factor We shall denote by X ˜ t = x0 . defined by ν˜ and the initial data X 0 3. Consider the stopping time n o ˜ s ) 6∈ Nη , θ := inf s > t : (s, X ˜ θ ) ∈ ∂Nη , so that : and observe that, by continuity of the state process, (θ, X ˜θ ) ≤ (V − ϕ)(θ, X



−2γeηkk



+



k∞
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˜ 0 , t0 ) = 1, we now compute that: by (6.17). Recalling that β(t Z



˜ 0 , θ)V (θ, X ˜ θ ) − V (t0 , x0 ) ≤ β(t



θ



˜ 0 , r)ϕ(r, X ˜ 0 , θ) ˜ r )] − 2γeηkk+ k∞ β(t d[β(t



t0



Z



θ



≤



˜ 0 , r)ϕ(r, X ˜ r )] − 2γ. d[β(t



t0



By Itˆ o’s formula, this provides : " V (t0 , x0 ) ≥



˜ 0 , θ)V (θ, X ˜θ ) − Et0 ,x0 β(t



Z



#



θ



˜ r )dr + 2γ , (∂t ϕ + Lν˜r ϕ)(r, X



t0



where the ”dW ” integral term has zero mean, as its integrand is bounded on the ˜ r ) + f (r, X ˜ r , ν˜r ) stochastic interval [t0 , θ]. Observe also that (∂t ϕ + Lν˜r ϕ)(r, X ˜ ≤ h(r, Xr ) ≤ 0 on the stochastic interval [t0 , θ]. We therefore deduce that : "Z



#



θ



V (t0 , x0 ) ≥ 2γ + Et0 ,x0



˜ 0 , r)f (r, X ˜ 0 , θ)V (θ, X ˜ r , ν˜r )dr + β(t ˜θ ) β(t



t0



≥ 2γ + J(t0 , x0 , ν˜) ≥ V (t0 , x0 ) + γ, where the last inequality follows by (6.18). This completes the proof.



♦



As a consequence of Propositions 6.4 and 6.5, we have the main result of this section : Theorem 6.6. Let the conditions of Propositions 6.5 and 6.4 hold. Then, the value function V solves the Hamilton-Jacobi-Bellman equation −∂t V − H ., V, DV, D2 V



6.4







= 0 on



S.



(6.19)



On the regularity of the value function



The purpose of this paragraph is to show that the value function should not be expected to be smooth in general. We start by proving the continuity of the value function under strong conditions; in particular, we require the set U in which the controls take values to be bounded. We then give a simple example in the deterministic framework where the value function is not smooth. Since it is well known that stochastic problems are “more regular” than deterministic ones, we also give an example of stochastic control problem whose value function is not smooth.



6.4. Regularity of the value function



6.4.1
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Continuity of the value function for bounded controls



For notational simplicity, we reduce the stochastic control problem to the case f = k ≡ 0, see Remark 6.2 (iii). Our main concern, in this section, is to show the standard argument for proving the continuity of the value function. Therefore, the following results assume strong conditions on the coefficients of the model in order to simplify the proofs. We first start by examining the value function V (t, ·) for fixed t ∈ [0, T ]. Proposition 6.7. Let f = k ≡ 0, T < ∞, and assume that g is Lipschitz continuous. Then: (i) V is Lipschitz in x, uniformly in t. older-continuous in t, (ii) Assume further that U is bounded. Then V is 21 −H¨ and there is a constant C > 0 such that: p V (t, x) − V (t0 , x) ≤ C(1 + |x|) |t − t0 |; t, t0 ∈ [0, T ], x ∈ Rn . Proof. (i) For x, x0 ∈ Rn and t ∈ [0, T ), we first estimate that:    0 |V (t, x) − V (t, x0 )| ≤ sup E g XTt,x,ν − g XTt,x ,ν ν∈U0 0 ≤ Const sup E XTt,x,ν − XTt,x ,ν ν∈U0



≤



Const |x − x0 |,



where we used the Lipschitz-continuity of g together with the flow estimates of Theorem 5.4, and the fact that the coefficients b and σ are Lipschitz in x uniformly in (t, u). This compltes the proof of the Lipschitz property of the value function V . (ii) To prove the H¨ older continuity in t, we shall use the dynamic programming principle. (ii-1) We first make the following important observation. A careful review of the proof of Theorem 6.3 reveals that, whenever the stopping times θν are constant (i.e. deterministic), the dynamic programming principle holds true with the semicontinuous envelopes taken only with respect to the x−variable. Since V was shown to be continuous in the first part of this proof, we deduce that:   V (t, x) = sup E V t0 , Xtt,x,ν (6.20) 0 ν∈U0



n



0



for all x ∈ R , t < t ∈ [0, T ]. (ii-2) Fix x ∈ Rn , t < t0 ∈ [0, T ]. By the dynamic programming principle (6.20), we have :   |V (t, x) − V (t0 , x)| = sup E V t0 , Xtt,x,ν − V (t0 , x) 0 ν∈U0



≤



 − V (t0 , x) . sup E V t0 , Xtt,x,ν 0



ν∈U0
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By the Lipschitz-continuity of V (s, ·) established in the first part of this proof, we see that : (6.21) |V (t, x) − V (t0 , x)| ≤ Const sup E Xtt,x,ν − x . 0 ν∈U0



We shall now prove that sup E Xtt,x,ν − x 0



≤ Const (1 + |x|)|t − t0 |1/2 ,



(6.22)



ν∈U



which provides the required (1/2)−H¨older continuity in view of (6.21). By definition of the process X, and assuming t < t0 , we have 2 Z 0 Z t0 t 2 t,x,ν σ(r, Xr , νr )dWr b(r, Xr , νr )dr + = E −x E Xt0 t t "Z 0 # t 2 ≤ Const E |h(r, Xr , νr )| dr t



where h := [b2 + σ 2 ]1/2 . Since h is Lipschitz-continuous in (t, x, u) and has quadratic growth in x and u, this provides: ! Z t0 Z t0 t,x,ν 2 2 E Xt0 − x ≤ Const (1 + |x|2 + |νr |2 )dr + E Xrt,x,ν − x dr . t



t



Since the control process ν is uniformly bounded, we obtain by the Gronwall lemma the estimate: 2 (6.23) E Xtt,x,ν − x ≤ Const (1 + |x|)|t0 − t|, 0 where the constant does not depend on the control ν.



♦



Remark 6.8. When f and/or k are non-zero, the conditions required on f and k in order to obtain the (1/2)−H¨older continuity of the value function can be deduced from the reduction of Remark 6.2 (iii). Remark 6.9. Further regularity results can be proved for the value function under convenient conditions. Typically, one can prove that Lu V exists in the generalized sense, for all u ∈ U . This implies immediately that the result of Proposition 6.5 holds in the generalized sense. More technicalities are needed in order to derive the result of Proposition 6.4 in the generalized sense. We refer to [?], §IV.10, for a discussion of this issue.



6.4.2



A deterministic control problem with non-smooth value function



Let σ ≡ 0, b(x, u) = u, U = [−1, 1], and n = 1. The controlled state is then the one-dimensional deterministic process defined by : Z s Xs = Xt + νt dt for 0 ≤ t ≤ s ≤ T . t
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Consider the deterministic control problem V (t, x)



:=



sup (XT )2 . ν∈U



The value function of this problem is easily seen to be given by :  (x + T − t)2 for x ≥ 0 with optimal control u ˆ=1, V (t, x) = (x − T + t)2 for x ≤ 0 with optimal control u ˆ = −1 . This function is continuous. However, a direct computation shows that it is not differentiable at x = 0.



6.4.3



A stochastic control problem with non-smooth value function



Let U = R, and the controlled process X be the scalar process defined by the dynamics: dXt



=



νt dWt ,



where W is a scalar Brownian motion. Let g be a bounded lower semicontinuous mapping on R, and consider the stochastic control problem V (t, x)



:=



sup Et,x [g(XTν )] .



ν∈U0



Let us assume that V is smooth, and work towards a contradiction. 1. If V is C 1,2 ([0, T ), R), then it follows from Proposition 6.4 that V satisfies 1 −∂t V − u2 D2 V ≥ 0 2



for all



u ∈ R,



and all (t, x) ∈ [0, T ) × R. By sending u to infinity, it follows that V (t, ·)



is concave for all t ∈ [0, T ). (6.24)   2. Notice that V (t, x) ≥ Et,x g(XT0 ) = g(x). Then, it follows from (6.24) that: V (t, x) ≥ g conc (x)



for all



(t, x) ∈ [0, T ) × R,



(6.25)



where g conc is the concave envelope of g, i.e. the smallest concave majorant of g. 3. Since g ≤ g conc , we see that V (t, x) := sup Et,x [g(XTν )] ≤ sup Et,x [g conc (XTν )] . ν∈U0



ν∈U0



Now, observe that X ν is a local martingale for every ν ∈ U0 . Since g conc is concave, the process g conc (X ν ) is a local supermartingale. Moreover g conc
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inherits the boundedness of g. Then the process g conc (X ν ) is a supermartingale. In particular, Et,x [g conc (XTν )] ≤ g conc (x), and V (t, x) ≤ g conc (x). In view of (6.25), we have then proved that V ∈ C 1,2 ([0, T ), R) =⇒ V (t, x) = g conc (x) for all (t, x) ∈ [0, T ) × R. Now recall that this implication holds for any arbitrary non-negative lower semicontinuous function g. We then obtain a contradiction whenever the function g conc is not C 2 (R). Hence g conc 6∈ C 2 (R)



=⇒ V 6∈ C 1,2 ([0, T ), R2 ).



Chapter 7



Optimal Stopping and Dynamic Programming As in the previous chapter, we assume here that the filtration F is defined as the P−augmentation of the canonical filtration of the Brownian motion W defined on the probability space (Ω, F, P). Our objective is to derive similar results, as those obtained in the previous chapter for standard stochastic control problems, in the context of optimal stopping problems. We will then first start by the formulation of optimal stopping problems, then the corresponding dynamic programming principle, and dynamic programming equation.



7.1



Optimal stopping problems



For 0 ≤ t ≤ T ≤ ∞, we denote by T[t,T ] the collection of all F−stopping times with values in [t, T ]. We also recall the notation S := [0, T ) × Rn for the parabolic state space of the underlying state process X defined by the stochastic differential equation: dXt



= µ(t, Xt )dt + σ(t, Xt )dWt ,



(7.1)



¯ and take values in R and Sn , respectively. We where µ and σ are defined on S assume that µ and σ satisfies the usual Lipschitz and linear growth conditions so that the above SDE has a unique strong solution satisfying the integrability proved in Theorem 5.2. The infinitesimal generator of the Markov diffusion process X is denoted by  1  Aϕ := µ · Dϕ + Tr σσ T D2 ϕ . 2 Let g be a measurable function from Rn to R, and assume that:   E sup |g(Xt )| < ∞. (7.2) n



0≤t 0 such that ξ 0 σσ 0 (t, x, u) ξ ≥ c|ξ|2 for all (t, x, u) ∈ [0, T ] × Rd × U .



(8.2)



In the following statement, we denote by Cbk (Rd ) the space of bounded functions whose partial derivatives of orders ≤ k exist and are bounded continuous. We similarly denote by Cbp,k ([0, T ], Rd ) the space of bounded functions whose partial derivatives with respect to t, of orders ≤ p, and with respect to x, of order ≤ k, exist and are bounded continuous. Theorem 8.3. Let Condition 8.2 hold, and assume further that : • U is compact; • b, σ and f are in Cb1,2 ([0, T ], Rd ); • g ∈ Cb3 (Rd ). Then the DPE (6.19) with the terminal data V (T, ·) = g has a unique solution V ∈ Cb1,2 ([0, T ] × Rd ).



8.2 8.2.1



Examples of control problems with explicit solution Optimal portfolio allocation



We now apply the verification theorem to a classical example in finance, which was introduced by Merton [?, ?], and generated a huge literature since then. Consider a financial market consisting of a non-risky asset S 0 and a risky one S. The dynamics of the price processes are given by dSt0 = St0 rdt and dSt = St [µdt + σdWt ] . Here, r, µ and σ are some given positive constants, and W is a one-dimensional Brownian motion. The investment policy is defined by an F−adapted process π = {πt , t ∈ [0, T ]}, where πt represents the amount invested in the risky asset at time t; The remaining wealth (Xt − πt ) is invested in the risky asset. Therefore, the
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wealth process satisfies dXtπ



dSt dS 0 + (Xtπ − πt ) 0t St St π (rXt + (µ − r)πt ) dt + σπt dWt .



=



πt



=



(8.3)



Such a process π is said to be admissible if "Z # T



|πt |2 dt



E



< ∞.



0



We denote by U0 the set of all admissible portfolios. Observe that, in view of the particular form of our controlled process X π , this definition agrees with (6.4). Let γ be an arbitrary parameter in (0, 1) and define the power utility function : U (x) := xγ



for



x≥0.



The parameter γ is called the relative risk aversion coefficient. The objective of the investor is to choose an allocation of his wealth so as to maximize the expected utility of his terminal wealth, i.e.   V (t, x) := sup E U (XTt,x ) , π∈U0



where X t,x is the solution of (8.3) with initial condition Xtt,x = x. The dynamic programming equation corresponding to this problem is : ∂w (t, x) + sup Au w(t, x) ∂t u∈R



=



0,



(8.4)



where Au is the second order linear operator : Au w(t, x)



:=



(rx + (µ − r)u)



∂w 1 ∂2w (t, x) + σ 2 u2 (t, x). ∂x 2 ∂x2



We next search for a solution of the dynamic programming equation of the form w(t, x) = xγ h(t). Plugging this form of solution into the PDE (8.4), we get the following ordinary differential equation on h :   u2 u 1 (8.5) 0 = h0 + γh sup r + (µ − r) + (γ − 1)σ 2 2 x 2 x u∈R   1 0 2 2 = h + γh sup r + (µ − r)δ + (γ − 1)σ δ (8.6) 2 δ∈R   1 (µ − r)2 = h0 + γh r + , (8.7) 2 (1 − γ)σ 2 where the maximizer is : u ˆ :=



µ−r x. (1 − γ)σ 2
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Since V (T, ·) = U (x), we seek for a function h satisfying the above ordinary differential equation together with the boundary condition h(T ) = 1. This induces the unique candidate:   1 (µ − r)2 a(T −t) . h(t) := e with a := γ r + 2 (1 − γ)σ 2 Hence, the function (t, x) 7−→ xγ h(t) is a classical solution of the HJB equation (8.4). It is easily checked that the conditions of Theorem 8.1 are all satisfied in this context. Then V (t, x) = xγ h(t), and the optimal portfolio allocation policy is given by the linear control process: π ˆt



8.2.2



=



µ−r X πˆ . (1 − γ)σ 2 t



Law of iterated logarithm for double stochastic integrals



The main object of this paragraph is Theorem 8.5 below, reported from [?], which describes the local behavior of double stochastic integrals near the starting point zero. This result will be needed in the problem of hedging under gamma constraints which will be discussed later in these notes. An interesting feature of the proof of Theorem 8.5 is that it relies on a verification argument. However, the problem does not fit exactly in the setting of Theorem 8.1. Therefore, this is an interesting exercise on the verification concept. Given a bounded predictable process b, we define the processes Z t Z t b b Yt := Y0 + br dWr and Zt := Z0 + Yrb dWr , t ≥ 0 , 0



0



where Y0 and Z0 are some given initial data in R. Lemma 8.4. Let λ and T be two positive parameters with 2λT < 1. Then : h i h i b 1 E e2λZT ≤ E e2λZT for each predictable process b with kbk∞ ≤ 1 . Proof. We split the argument into three steps. 1. We first directly compute that i h 1 E e2λZT Ft = v(t, Yt1 , Zt1 ) , where, for t ∈ [0, T ], and y, z ∈ R, the function v is given by : " ( )!# Z T v(t, y, z) := E exp 2λ z + (y + Wu − Wt ) dWu t



= =



2λz



  e E exp λ{2yWT −t + WT2 −t − (T − t)}   µ exp 2λz − λ(T − t) + 2µ2 λ2 (T − t)y 2 ,



8.2. Examples



109



where µ := [1 − 2λ(T − t)]−1/2 . Observe that the function v is strictly convex in y,



(8.8)



and 2 yDyz v(t, y, z)



=



8µ2 λ3 (T − t) v(t, y, z) y 2 ≥ 0 .



(8.9)



β 2. For an arbitrary real parameter  β, we denote by L the Dynkin operator b b associated to the process Y , Z :



Lβ



1 1 2 2 2 + y 2 Dzz + βyDyz := Dt + β 2 Dyy . 2 2



In this step, we intend to prove that for all t ∈ [0, T ] and y, z ∈ R : max Lβ v(t, y, z) = L1 v(t, y, z)



|β|≤1



=



0.



(8.10)



The second equality follows from the fact that {v(t, Yt1 , Zt1 ), t ≤ T } is a martingale . As for the first equality, we see from (8.8) and (8.9) that 1 is a maximizer 2 2 v(t, y, z) on [−1, 1]. v(t, y, z) and β 7−→ βyDyz of both functions β 7−→ β 2 Dyy 3. Let b be some given predictable process valued in [−1, 1], and define the sequence of stopping times  τk := T ∧ inf t ≥ 0 : (|Ytb | + |Ztb | ≥ k , k ∈ N . By Itˆ o’s lemma and (8.10), it follows that : Z τk   v(0, Y0 , Z0 ) = v τk , Yτbk , Zτbk − [bDy v + yDz v] t, Ytb , Ztb dWt 0 Z τk  − Lbt v t, Ytb , Ztb dt 0 Z τk   b b ≥ v τk , Yτk , Zτk − [bDy v + yDz v] t, Ytb , Ztb dWt . 0



Taking expected values and sending k to infinity, we get by Fatou’s lemma :   v(0, Y0 , Z0 ) ≥ lim inf E v τk , Yτbk , Zτbk k→∞ h i   b ≥ E v T, YTb , ZTb = E e2λZT , ♦



which proves the lemma.



We are now able to prove the law of the iterated logarithm for double stochastic integrals by a direct adaptation of the case of the Brownian motion. Set h(t) := 2t log log



1 t



for t > 0 .
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Theorem 8.5. Let b be a predictable process valued in a bounded interval [β0 , β1 ] RtRu for some real parameters 0 ≤ β0 < β1 , and Xtb := 0 0 bv dWv dWu . Then : β0 ≤ lim sup t&0



2Xtb ≤ β1 h(t)



a.s.



Proof. We first show that the first inequality is an easy consequence of the second one. Set β¯ := (β0 + β1 )/2 ≥ 0, and set δ := (β1 − β0 )/2. By the law of the iterated logarithm for the Brownian motion, we have ¯



2Xtβ β¯ = lim sup h(t) t&0



˜



≤



δ lim sup t&0



2Xtb 2Xtb + lim sup , h(t) h(t) t&0



where ˜b := δ −1 (β¯ − b) is valued in [−1, 1]. It then follows from the second inequality that : lim sup t&0



2Xtb h(t)



≥ β¯ − δ = β0 .



We now prove the second inequality. Clearly, we can assume with no loss of generality that kbk∞ ≤ 1. Let T > 0 and λ > 0 be such that 2λT < 1. It follows from Doob’s maximal inequality for submartingales that for all α ≥ 0,     P max 2Xtb ≥ α = P max exp(2λXtb ) ≥ exp(λα) 0≤t≤T 0≤t≤T h i b ≤ e−λα E e2λXT . In view of Lemma 8.4, this provides :   h i 1 b P max 2Xt ≥ α ≤ e−λα E e2λXT 0≤t≤T



1



= e−λ(α+T ) (1 − 2λT )− 2 .



(8.11)



We have then reduced the problem to the case of the Brownian motion, and the rest of this proof is identical to the first half of the proof of the law of the iterated logarithm for the Brownian motion. Take θ, η ∈ (0, 1), and set for all k ∈ N, αk := (1 + η)2 h(θk )



and λk := [2θk (1 + η)]−1 .



Applying (8.11), we see that for all k ∈ N,   1 b 2 k P max 2Xt ≥ (1 + η) h(θ ) ≤ e−1/2(1+η) 1 + η −1 2 (−k log θ)−(1+η) . 0≤t≤θ k



P Since k≥0 k −(1+η) < ∞, it follows from the Borel-Cantelli lemma that, for almost all ω ∈ Ω, there exists a natural number K θ,η (ω) such that for all k ≥ K θ,η (ω), max 2Xtb (ω) < (1 + η)2 h(θk ) .



0≤t≤θ k
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In particular, for all t ∈ (θk+1 , θk ], 2Xtb (ω) 
 0 together with the closed ball B x ¯. Of course, we may choose |xn − x ¯| < r for all n ≥ 0. Let x ¯n be a minimizer ¯ We claim that of uεn − ϕ on B. x ¯n −→ x ¯ and uεn (¯ xn ) −→ u∗ (¯ x)



as



n → ∞.



(9.1)



Before verifying this, let us complete the proof. We first deduce that x ¯n is an ¯ for large n, so that x interior point of B ¯n is a local minimizer of the difference uεn − ϕ. Then :  Fε n x ¯n , uεn (¯ xn ), Dϕ(¯ xn ), D2 ϕ(¯ xn ) ≥ 0 , and the required result follows by taking limits and using the definition of F ∗ . It remains to prove Claim (9.1). Recall that (¯ xn )n is valued in the compact ¯ Then, there is a subsequence, still named (¯ set B. xn )n , which converges to some ¯ We now prove that x x ˜ ∈ B. ˜ = x ¯ and obtain the second claim in (9.1) as a ¯ together by-product. Using the fact that x ¯n is a minimizer of uεn − ϕ on B, with the definition of u∗ , we see that 0 = (u∗ − ϕ)(¯ x)



=



lim (uεn − ϕ) (xn )



n→∞



≥



lim sup (uεn − ϕ) (¯ xn )



≥



lim inf (uεn − ϕ) (¯ xn )



≥



(u∗ − ϕ)(˜ x) .



n→∞



n→∞



We now obtain (9.1) from the fact that x ¯ is a strict minimizer of the difference (u∗ − ϕ). ♦ Remark 9.9. The nonlinear operator F ∗ in the statement of Theorem 9.8 is not known to be continuous. Therefore the notion of viscosity solution is beyond the scope of our definition 9.3, and needs a further relaxation which we do not want to discuss in these notes. Observe that the passage to the limit in partial differential equations written in the classical or the generalized sense usually requires much more technicalities,
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as one has to ensure convergence of all the partial derivatives involved in the equation. The above stability result provides a general method to pass to the limit when the equation is written in the viscosity sense, and its proof turns out to be remarkably simple. A possible application of the stability result is to establish the convergence of numerical schemes. In view of the simplicity of the above statement, the notion of viscosity solutions provides a nice framework for such a numerical issue. We refer to Barles and Souganidis [?] who introduced the notion of monotonic schemes. The main difficulty in the theory of viscosity solutions is the interpretation of the equation in the viscosity sense. First, by weakening the notion of solution to the second order nonlinear PDE (E), we are enlarging the set of solutions, and one has to guarantee that uniqueness still holds (in some convenient class of functions). This issue will be discussed in the subsequent Section 9.4. We conclude this section by the following result whose proof is trivial in the classical case, but needs some technicalities when stated in the viscosity sense. Proposition 9.10. Let A ⊂ Rd1 and B ⊂ Rd2 be two open subsets, and let u : A × B −→ R be a lower semicontinuous viscosity supersolution of the equation :  F x, y, u(x, y), Dy u(x, y), Dy2 u(x, y) ≥ 0 on A × B , where F is a continuous elliptic operator. Assume further that r 7−→ F (x, y, r, p, A)



is non-increasing.



(9.2)



Then, for all fixed x0 ∈ A, the function v(y) := u(x0 , y) is a viscosity supersolution of the equation :  F x0 , y, v(y), Dv(y), D2 v(y) ≥ 0 on B . If u is continuous, the above statement holds without Condition (9.2). A similar statement holds for the subsolution property. Proof. Fix x0 ∈ A, set v(y) := u(x0 , y), and let y0 ∈ B and f ∈ C 2 (B) be such that (v − f )(y0 ) < (v − f )(y)



for all



y ∈ J \ {y0 } ,



(9.3)



where J is an arbitrary compact subset of B containing y0 in its interior. For each integer n, define ϕn (x, y) := f (y) − n|x − x0 |2



for



(x, y) ∈ A × B ,



and let (xn , yn ) be defined by (u − ϕn )(xn , yn ) = min(u − ϕn ) , I×J
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where I is a compact subset of A containing x0 in its interior. We claim that (xn , yn ) −→ (x0 , y0 )



as



n −→ ∞ .



(9.4)



Before proving this, let us complete the proof. Since (x0 , y0 ) is an interior point of A × B, it follows from the viscosity property of u that  0 ≤ F xn , yn , u(xn , yn ), Dy ϕn (xn , yn ), Dy2 ϕn (xn , yn )  = F xn , yn , u(xn , yn ), Df (yn ), D2 f (yn ) , and the required result follows by sending n to infinity. We now turn to the proof of (9.4). Since the sequence (xn , yn )n is valued in the compact subset A × B, we have (xn , yn ) −→ (¯ x, y¯) ∈ A × B, after passing to a subsequence. Observe that u(xn , yn ) − f (yn ) ≤ u(xn , yn ) − f (yn ) + n|xn − x0 |2 =



(u − ϕn )(xn , yn )



≤ (u − ϕn )(x0 , y0 ) = u(x0 , y0 ) − f (y0 ) . Taking the limits, it follows from the lower semicontinuity of u that u(¯ x, y¯) − f (¯ y ) ≤ u(¯ x, y¯) − f (¯ y ) + lim inf n|xn − x0 |2 n→∞



≤



u(x0 , y0 ) − f (y0 ) .



Then, we must have x ¯ = x0 , and (v − f )(¯ y ) = u(x0 , y¯) − f (¯ y) ≤



(v − f )(y0 ) ,



which concludes the proof of (9.4) in view of (9.3).



9.4



♦



Comparison result and uniqueness



In this section, we show that the notion of viscosity solutions is consistent with the maximum principle for a wide class of equations. We recall that the maximum principle is a stronger statement than uniqueness. Once we will have such a result, the reader must be convinced that the notion of viscosity solutions is a good weakening of the notion of classical solution. In the viscosity solutions literature, the maximum principle is rather called comparison principle.



9.4.1



Comparison of classical solutions in a bounded domain



Let us first review the maxium principle in the simplest classical sense. Proposition 9.11. Assume that O is an open bounded subset of Rd , and the nonlinearity  F (x, r, p, A) is elliptic and strictly increasing in r. Let u, v ∈ C 2 cl(O) be classical subsolution and supersolution of (E), respectively, with u ≤ v on ∂O. Then u ≤ v on cl(O).
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Proof. Our objective is to prove that M



sup (u − v) ≤ 0.



:=



cl(O)



Assume to the contrary that M > 0. Then since cl(O) is a compact subset of Rd , and u − v ≤ 0 on ∂O, it follows that M = (u − v)(x0 ) for some x0 ∈ O with D(u − v)(x0 ) = 0, D2 (u − v)(x0 ) ≤ 0. (9.5) Then, it follows from the viscosity properties of u and v that:   F x0 , u(x0 ), Du(x0 ), D2 u(x0 ) ≤ 0 ≤ F x0 , v(x0 ), Dv(x0 ), D2 v(x0 )  ≤ F x0 , u(x0 ) − M, Du(x0 ), D2 u(x0 ) , where the last inequality follows crucially from the ellipticity of F . This provides the desired contradiction, under our condition that F is strictly increasing in r. ♦ The objective of this section is to mimic the latter proof in the sense of viscosity solutions.



9.4.2



Semijets definition of viscosity solutions



We first need to develop a convenient alternative definition of viscosity solutions. For v ∈ LSC(O), let (x0 , ϕ) ∈ O ×C 2 (O) be such that x0 is a local minimizer of the difference (v − ϕ) in O. Then, defining p := Dϕ(x0 ) and A := D2 ϕ(x0 ), it follows from a second order Taylor expansion that:  1 v(x) ≥ v(x0 ) + p · (x − x0 ) + A(x − x0 ) · (x − x0 ) + ◦ |x − x0 |2 . 2 − Motivated by this observation, we introduce the subjet JO v(x0 ) by n o − JO v(x0 ) := (p, A) ∈ Rd × Sd : (x0 , p, A) satisfies (9.6) .



(9.6)



(9.7)



+ Similarly, we define the superjet JO u(x0 ) of a function u ∈ USC(O) at the point x0 ∈ O by n + JO u(x0 ) := (p, A) ∈ Rd × Sd : u(x) ≤ u(x0 ) + p · (x − x0 ) (9.8) o 1 + A(x − x0 ) · (x − x0 ) + ◦ |x − x0 |2 2



Then, one can prove that a function v ∈ LSC(O) is a viscosity supersolution of the equation (E) if and only if F (x, v(x), p, A) ≥ 0



for all



− (p, A) ∈ JO v(x).



The nontrivial implication of the latter statement requires to construct, for every − (p, A) ∈ JO v(x0 ), a smooth test function ϕ such that the difference (v − ϕ) has a local minimum at x0 . We refer to Fleming and Soner [?], Lemma V.4.1 p211.
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A symmetric statement holds for viscosity subsolutions. By continuity con± siderations, we can even enlarge the semijets JO w(x0 ) to the folowing closure ± J¯O w(x)



:=



n (p, A) ∈ Rd × Sd : (xn , w(xn ), pn , An ) −→ (x, w(x), p, A) o ± for some sequence (xn , pn , An )n ⊂ Graph(JO w) ,



± ± where (xn , pn , An ) ∈ Graph(JO w) means that (pn , An ) ∈ JO w(xn ). The following result is obvious, and provides an equivalent definition of viscosity solutions.



Proposition 9.12. Consider an elliptic nonlinearity F , and let u ∈ USC(O), v ∈ LSC(O). (i) Assume that F is lower-semicontinuous. Then, u is a viscosity subsolution of (E) if and only if: F (x, u(x), p, A) ≤ 0



+ for all (p, A) ∈ J¯O u(x),



(ii) Assume that F is upper-semicontinuous. Then, v is a viscosity supersolution of (E) if and only if: F (x, v(x), p, A) ≥ 0



9.4.3



− for all (p, A) ∈ J¯O v(x).



The Crandal-Ishii’s lemma



The major difficulty in mimicking the proof of Proposition 9.11 is to derive an analogous statement to (9.5) without involving the smoothness of u and v, as these functions are only known to be upper- and lower-semicontinuous in the context of viscosity solutions. This is provided by the following result due to M. Crandal and I. Ishii. For a symmetric matrix, we denote by |A| := sup{(Aξ) · ξ : |ξ| ≤ 1}. Lemma 9.13. Let O be an open locally compact subset of Rd . Given u ∈ USC(O) and v ∈ LSC(O), we assume for some (x0 , y0 ) ∈ O2 , ϕ ∈ C 2 cl(O)2 that: u(x0 ) − v(y0 ) − ϕ(x0 , y0 )



=



max (u − v − ϕ). 2 O



(9.9)



Then, for each ε > 0, there exist A, B ∈ Sd such that 2,+ (Dx ϕ(x0 , y0 ), A) ∈ J¯O u(x0 ),



2,− (−Dy ϕ(x0 , y0 ), B) ∈ J¯O v(y0 ),



and the following inequality holds in the sense of symmetric matrices in S2d :    A 0 − ε−1 + D2 ϕ(x0 , y0 ) I2d ≤ ≤ D2 ϕ(x0 , y0 ) + εD2 ϕ(x0 , y0 )2 . 0 −B
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Proof. See Appendix. We will be applying Lemma 9.13 in the particular case ϕ(x, y) :=



α |x − y|2 2



for x, y ∈ O.



(9.10)



Intuitively, sending α to ∞, we expect that the maximization of (u(x) − v(y) − ϕ(x, y) on O2 reduces to the maximization of (u − v) on O as in (9.5). Then, taking ε−1 = α, we directly compute that the conclusions of Lemma 9.13 reduce to 2,+ (α(x0 − y0 ), A) ∈ J¯O u(x0 ),



2,− (α(x0 − y0 ), B) ∈ J¯O v(y0 ),



(9.11)



and  −3α



Id 0



0 Id







 ≤



A 0



0 −B







 ≤ 3α



Id −Id



−Id Id



 .



(9.12)



Remark 9.14. If u and v were C 2 functions in Lemma 9.13, the first and second order condition for the maximization problem (9.9) with the test function (9.10) is Du(x0 ) = α(x0 − y0 ), −Dv(x0 ) = α(x0 − y0 ), and  2    D u(x0 ) 0 Id −Id ≤ α . 0 −D2 v(y0 ) −Id Id Hence, the right-hand side inequality in (9.12) is worsening the latter second order condition by replacing the coefficient α by 3α. ♦ Remark 9.15. The right-hand side inequality of (9.12) implies that A



≤ B.



(9.13)



To see this, take an arbitrary ξ ∈ Rd , and denote by ξ T its transpose. From right-hand side inequality of (9.12), it follows that    A 0 ξ T T 0 ≥ (ξ , ξ ) = (Aξ) · ξ − (Bξ) · ξ. 0 −B ξ ♦



9.4.4



Comparison of viscosity solutions in a bounded domain



We now prove a comparison result for viscosity sub- and supersolutions by using Lemma 9.13 to mimic the proof of Proposition 9.11. The statement will be proved under the following conditions on the nonlinearity F which will be used at the final Step 3 of the subsequent proof.
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There exists γ > 0 such that



F (x, r, p, A) − F (x, r0 , p, A) ≥ γ(r − r0 ) for all r ≥ r0 , (x, p, A) ∈ O × Rd × Sd . (ii)



There is a function $ : R+ −→ R+ with $(0+) = 0, such that  F (y, r, α(x − y), B) − F (x, r, α(x − y), A) ≤ $ α|x − y|2 + |x − y| for all x, y ∈ O, r ∈ R, α ∈ R+ and A, B satisfying (9.12).



Remark 9.17. Assumption 9.16 (ii) implies that the nonlinearity F is elliptic. To see this, notice that for A ≤ B, ξ, η ∈ Rd , and ε > 0, we have Aξ · ξ − (B + εId )η · η



≤ Bξ · ξ − (B + εId )η · η =



2η · B(ξ − η) + B(ξ − η) · (ξ − η) − ε|η|2



≤ ε−1 |B(ξ − η)|2 + B(ξ − η) · (ξ − η)  ≤ |B| 1 + ε−1 |B| |ξ − η|2 . For 3α ≥ (1 + ε−1 |B|)|B|, the latter inequality implies the right-hand side of (9.12) holds true with (A, B + εId ). For ε sufficiently small, the left-hand side of (9.12) is also true with (A, B + εId ) if in addition α > |A| ∨ |B|. Then  F (x − α−1 p, r, p, B + εI) − F (x, r, p, A) ≤ $ α−1 (|p|2 + |p|) , which provides the ellipticity of F by sending α → ∞ and ε → 0.



♦



d



Theorem 9.18. Let O be an open bounded subset of R and let F be an elliptic operator satisfying Assumption 9.16. Let u ∈ USC(O) and v ∈ LSC(O) be viscosity subsolution and supersolution of the equation (E), respectively. Then u ≤ v on ∂O



=⇒



¯ := cl(O). u ≤ v on O



Proof. As in the proof of Proposition 9.11, we assume to the contrary that δ := (u − v)(z) > 0



for some



z ∈ O.



(9.14)



Step 1: For every α > 0, it follows from the upper-semicontinuity of the differ¯ that ence (u − v) and the compactness of O o n α Mα := sup u(x) − v(y) − |x − y|2 2 O×O α = u(xα ) − v(yα ) − |xα − yα |2 (9.15) 2 ¯ × O. ¯ Since O ¯ is compact, there is a subsequence for some (xα , yα ) ∈ O ¯ × O. ¯ We (xn , yn ) := (xαn , yαn ), n ≥ 1, which converges to some (ˆ x, yˆ) ∈ O shall prove in Step 4 below that x ˆ = yˆ, αn |xn − yn |2 −→ 0, and Mαn −→ (u − v)(ˆ x) = sup(u − v). O



(9.16)



9.4. Comparison results
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Then, since u ≤ v on ∂O and δ ≤ Mαn = u(xn ) − v(yn ) −



αn |xn − yn |2 2



(9.17)



by (9.14), it follows from the first claim in (9.16) that (xn , yn ) ∈ O × O. Step 2: Since the maximizer (xn , yn ) of Mαn defined in (9.15) is an interior point to O × O, it follows from Lemma 9.13 that there exist two symmetric matrices 2,+ An , Bn ∈ Sn satisfying (9.12) such that (xn , αn (xn − yn ), An ) ∈ J¯O u(xn ) and 2,− (yn , αn (xn − yn ), Bn ) ∈ J¯O v(yn ). Then, since u and v are viscosity subsolution and supersolution, respectively, it follows from the alternative definition of viscosity solutions in Proposition 9.12 that: F (xn , u(xn ), αn (xn − yn ), An ) ≤ 0 ≤ F (yn , v(xn ), αn (xn − yn ), Bn ) . (9.18) Step 3: We first use the strict monotonicity Assumption 9.16 (i) to obtain:  γδ ≤ γ u(xn ) − v(xn ) ≤ F (xn , u(xn ), αn (xn − yn ), An ) −F (xn , v(xn ), αn (xn − yn ), An ) . By (9.18), this provides: γδ



≤ F (yn , v(xn ), αn (xn − yn ), Bn ) − F (xn , v(xn ), αn (xn − yn ), An ) .



Finally, in view of Assumption 9.16 (ii) this implies that:  γδ ≤ $ αn |xn − yn |2 + |xn − yn | . Sending n to infinity, this leads to the desired contradiction of (9.14) and (9.16). Step 4: It remains to prove the claims (9.16). By the upper-semicontinuity of ¯ there exists a maximizer x∗ of the difference (u − v) and the compactness of O, the difference (u − v). Then (u − v)(x∗ ) ≤ Mαn = u(xn ) − v(yn ) −



αn |xn − yn |2 . 2



Sending n → ∞, this provides 1 `¯ := lim sup αn |xn − yn |2 2 n→∞



≤ lim sup u(xαn ) − v(yαn ) − (u − v)(x∗ ) n→∞



≤



u(ˆ x) − v(ˆ y ) − (u − v)(x∗ );



in particular, `¯ < ∞ and x ˆ = yˆ. Moreover, denoting 2` := lim inf n αn |xn − yn |2 , and using the definition of x∗ as a maximizer of (u − v), we see that: 0 ≤ ` ≤ `¯ ≤ (u − v)(ˆ x) − (u − v)(x∗ ) ≤ 0. Then x ˆ is a maximizer of the difference (u − v) and Mαn −→ supO (u − v).



♦



We list below two interesting examples of operators F which satisfy the conditions of the above theorem:
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Example 9.19. Assumption 9.16 is satisfied by the nonlinearity F (x, r, p, A)



=



γr + H(p)



for any continuous function H : Rd −→ R, and γ > 0. In this example, the condition γ > 0 is not needed when H is a convex and H(Dϕ(x)) ≤ α < 0 for some ϕ ∈ C 1 (O). This result can be found in [?]. Example 9.20. Assumption 9.16 is satisfied by F (x, r, p, A)



=



−Tr (σσ 0 (x)A) + γr,



where σ : Rd −→ Sd is a Lipschitz function, and γ > 0. Condition (i) of Assumption 9.16 is obvious. To see that Condition (ii) is satisfied, we consider (A, B, α) ∈ Sd × Sd × R∗+ satisfying (9.12). We claim that Tr[M M T A − N N T B] ≤ 3α|M − N |2 = 3α



d X



(M − N )2ij .



i,j=1



To see this, observe that the matrix C



:=



NNT MNT



NMT MMT



!



is a non-negative matrix in Sd . From the right hand-side inequality of (9.12), this implies that    A 0 Tr[M M T A − N N T B] = Tr C 0 −B    Id −Id ≤ 3αTr C −Id Id h i = 3αTr (M − N )(M − N )T = 3α|M − N |2 .



9.5



Comparison in unbounded domains



When the domain O is unbounded, a growth condition on the functions u and v is needed. Then, by using the growth at infinity, we can build on the proof of Theorem 9.18 to obtain a comparison principle. The following result shows how to handle this question in the case of a sub-quadratic growth. We emphasize that the present argument can be adapted to alternative growth conditions. The following condition differs from Assumption 9.16 only in its part (ii) where the constant 3 in (9.12) is replaced by 4 in (9.19). Thus the following Assumption 9.21 (ii) is slightly stronger than Assumption 9.16 (ii). Assumption 9.21. (i)



There exists γ > 0 such that



F (x, r, p, A) − F (x, r0 , p, A) ≥ γ(r − r0 ) for all r ≥ r0 , (x, p, A) ∈ O × Rd × Sd .



9.4. Comparison results (ii)
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There is a function $ : R+ −→ R+ with $(0+) = 0, such that F (y, r, α(x − y), B) − F (x, r, α(x − y), A) ≤ $ α|x − y|2 + |x − y|  −4α



for all x, y ∈ O, r ∈ R and A, B satisfying      Id 0 A 0 Id −Id ≤ ≤ 4α . 0 Id 0 −B −Id Id







(9.19) .



Theorem 9.22. Let F be a uniformly continuous elliptic operator satisfying Assumption 9.21. Let u ∈ USC(O) and v ∈ LSC(O) be viscosity subsolution and supersolution of the equation (E), respectively, with |u(x)| + |v(x)| = ◦(|x|2 ) as |x| → ∞. Then u ≤ v on ∂O



u ≤ v on cl(O).



=⇒



Proof. We assume to the contrary that δ := (u − v)(z) > 0



for some



z ∈ Rd ,



(9.20)



and we work towards a contradiction. Let Mα



:=



sup u(x) − v(y) − φ(x, y), x,y∈Rd



where φ(x, y)



:=



 1 α|x − y|2 + ε|x|2 + ε|y|2 . 2



1. Since u(x) = ◦(|x|2 ) and v(y) = ◦(|y|2 ) at infinity, there is a maximizer (xα , yα ) for the previous problem: Mα



=



u(xα ) − v(yα ) − φ(xα , yα ).



Moreover, there is a sequence αn → ∞ such that (xn , yn ) := (xαn , yαn ) −→



(ˆ x, yˆ),



and, similar to Step 4 of the proof of Theorem 9.18, we can prove that x ˆ = yˆ, αn |xn − yn |2 −→ 0, and Mαn −→ M∞ := sup (u − v)(x) − ε|x|2 . x∈Rn



Notice that lim sup Mαn



=



lim sup {u(xn ) − v(yn ) − φ(xn , yn )}



≤



lim sup {u(xn ) − v(yn ))}



≤



lim sup u(xn ) − lim inf v(yn )



≤



(u − v)(ˆ x).



n→∞



n→∞ n→∞ n→∞



n→∞



(9.21)
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Since u ≤ v on ∂O, and Mα n



≥ δ − ε|z|2 > 0,



by (9.20), we deduce that x ˆ 6∈ ∂O and therefore (xn , yn ) is a local maximizer of u − v − φ. 2. By the Crandal-Ishii Lemma 9.13, there exist An , Bn ∈ Sn , such that (Dx φ(xn , yn ), An ) ∈ (−Dy φ(xn , yn ), Bn ) ∈



J¯O2,+ u(tn , xn ), J¯2,− v(tn , yn ),



(9.22)



O



and −(α + |D2 φ(x0 , y0 )|)I2d ≤







An 0



0 −Bn







≤ D2 φ(xn , yn ) +



1 2 D φ(xn , yn )2 . α (9.23)



In the present situation, we immediately calculate that Dx φ(xn , yn ) = α(xn − yn ) + εxn , − Dy φ(xn , yn ) = α(xn − yn ) − εyn and 2



D φ(xn , yn )



 = α



Id −Id



which reduces the right hand-side of (9.23) to    An 0 Id ≤ (3α + 2ε) 0 −Bn −Id while the left land-side of (9.23) implies:  An −3αI2d ≤ 0 3.



−Id Id







−Id Id



0 −Bn



+ ε I2d ,







  ε2 I2d , (9.24) + ε+ α



 (9.25)



By (9.22) and the viscosity properties of u and v, we have F (xn , u(xn ), αn (xn − yn ) + εxn , An ) ≤ 0, F (yn , v(yn ), αn (xn − yn ) − εyn , Bn ) ≥ 0.



Using Assumption 9.21 (i) together with the uniform continuity of H, this implies that:   ˜n γ u(xn ) − v(xn ) ≤ F yn , u(xn ), αn (xn − yn ), B  −F xn , u(xn ), αn (xn − yn ), A˜n + c(ε) ˜n := where c(.) is a modulus of continuity of F , and A˜n := An − 2εIn , B Bn + 2εIn . By (9.24), we have     A˜n 0 In −In −4αI2d ≤ ≤ 4α , ˜n −In In 0 −B



9.6. Applications
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for small ε. Then, it follows from Assumption 9.21 (ii) that   γ u(xn ) − v(xn ) ≤ $ αn |xn − yn |2 + |xn − yn | + c(ε). By sending n to infinity, it follows from (9.21) that:   c(ε) ≥ γ M∞ + |ˆ x|2 ≥ γM∞ ≥ γ u(z) − v(z) − ε|z|2 , and we get a contradiction of (9.20) by sending ε to zero.



9.6



♦



Useful applications



We conclude this section by two consequences of the above comparison results, which are trivial properties in the context of classical solutions. Lemma 9.23. Let O be an open interval of R, and U : O −→ R be a lower semicontinuous viscosity supersolution of the equation DU ≥ 0 on O. Then U is nondecreasing on O. Proof. For each ε > 0, define W (x) := U (x) + εx, x ∈ O. Then W satisfies in the viscosity sense DW ≥ ε in O, i.e. for all (x0 , ϕ) ∈ O × C 1 (O) such that (W − ϕ)(x0 )



=



min(W − ϕ)(x), x∈O



(9.26)



we have Dϕ(x0 ) ≥ ε. This proves that ϕ is strictly increasing in a neighborhood V of x0 . Let (x1 , x2 ) ⊂ V be an open interval containing x0 . We intend to prove that W (x1 ) 
 contradicting (9.26).



(W − ϕ)(x2 ), ♦
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Lemma 9.24. Let O be an open interval of R, and U : O −→ R be a lower semicontinuous viscosity supersolution of the equation −D2 U ≥ 0 on O. Then U is concave on O. Proof. Let a < b be two arbitrary elements in O, and consider some ε > 0 together with the function   √   √ U (a) e ε(b−s) − 1 + U (b) e ε(s−a) − 1 √ v(s) := for a ≤ s ≤ b. e ε(b−a) − 1 Clearly, v solves the equation (εv − D2 v)(t, s) = 0



on



(a, b).



Since U is lower semicontinuous it is bounded from below on the interval [a, b]. Therefore, by possibly adding a constant to U , we can assume that U ≥ 0, so that U is a lower semicontinuous viscosity supersolution of the above equation. It then follows from the comparison theorem 10.6 that : sup (v − U )



=



max {(v − U )(a), (v − U )(b)} ≤ 0.



[a,b]



Hence,   √   √ U (a) e ε(b−s) − 1 + U (b) e ε(s−a) − 1 U (s) ≥ v(s) =



e



√



ε(b−a)



−1



and by sending ε to zero, we see that U (s) ≥ (U (b) − U (a))



s−a + U (a) b−a



for all s ∈ [a, b]. Let λ be an arbitrary element of the interval [0,1], and set s := λa + (1 − λ)b. The last inequality takes the form :  U λa + (1 − λ)b ≥ λU (a) + (1 − λ)U (b) , proving the concavity of U .



9.7



♦



Appendix: proof of the Crandal-Ishii’s lemma
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Dynamic Programming Equation in Viscosity Sense 10.1



DPE for stochastic control problems



We now turn to the stochastic control problem introduced in Section 6.1. The chief goal of this paragraph is to use the notion of viscosity solutions in order to relax the smoothness condition on the value function V in the statement of Propositions 6.5 and 6.4. Notice that the following proofs are obtained by slight modification of the corresponding proofs in the smooth case. Remark 10.1. Recall that the general theory of viscosity solutions applies for nonlinear partial differential equations on an open domain O. This indeed ensures that the optimizer in the definition of viscosity solutions is an interior point. In the setting of control problems with finite horizon, the time variable moves forward so that the zero boundary is not relevant. We shall then write the DPE on the domain [0, T ) × Rn . Although this is not an open domain, the general theory of viscosity solutions is still valid. Proposition 10.2. Assume that V is locally bounded on [0, T ) × Rn , and let the coefficients k(·, ·, u) and f (·, ·, u) be continuous in (t, x) for all fixed u ∈ U . Then, the value function V is a (discontinuous) viscosity supersolution of the equation  −∂t V (t, x) − H t, x, V (t, x), DV (t, x), D2 V (t, x) ≥ 0 (10.1) on [0, T ) × Rn . Proof. Let (t, x) ∈ Q := [0, T ) × Rn and ϕ ∈ C 2 (Q) be such that 0 = (V∗ − ϕ)(t, x)



=
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max (V∗ − ϕ). Q



(10.2)
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Let (tn , xn )n be a sequence in Q such that (tn , xn ) −→ (t, x)



and V (tn , xn ) −→ V∗ (t, x).



Since ϕ is smooth, notice that ηn := V (tn , xn ) − ϕ(tn , xn ) −→



0.



Next, let u ∈ U be fixed, and consider the constant control process ν = u. We shall denote by X n := X tn ,xn ,u the associated state process with initial data Xtnn = xn . Finally, for all n > 0, we define the stopping time : θn



inf {s > tn : (s − tn , Xsn − xn ) 6∈ [0, hn ) × αB} ,



:=



where α > 0 is some given constant, B denotes the unit ball of Rn , and √ ηn 1{ηn 6=0} + n−1 1{ηn =0} . hn := Notice that θn −→ t as n −→ ∞. 1. From the dynamic programming principle, it follows that: " # Z θn n n 0 ≤ E V (tn , xn ) − β(tn , θn )V∗ (θn , Xθn ) − β(tn , r)f (r, Xr , νr )dr . tn



Now, in contrast with the proof of Proposition 6.4, the value function is not known to be smooth, and therefore we can not apply Itˆo’s formula to V . The main trick of this proof is to use the inequality V ∗ ≤ ϕ on Q, implied by (10.2), so that we can apply Itˆo’s formula to the smooth test function ϕ: " # Z θn



0



≤ ηn + E ϕ(tn , xn ) − β(tn , θn )ϕ(θhn , Xθnn ) − "Z



θn



= ηn − E



β(tn , r)f (r, Xrn , νr )dr



tn



# ·



β(tn , r)(∂t ϕ + L ϕ −



f )(r, Xrn , u)dr



tn



"Z



#



θn



−E



β(tn , r)Dϕ(r, Xrn )σ(r, Xrn , u)dWr



,



tn



where ∂t ϕ denotes the partial derivative with respect to t. 2. We now continue exactly along the lines of the proof of Proposition 6.5. Observe that β(tn , r)Dϕ(r, Xrn )σ(r, Xrn , u) is bounded on the stochastic interval [tn , θn ]. Therefore, the second expectation on the right hand-side of the last inequality vanishes, and : " # Z θn ηn 1 · −E β(tn , r)(∂t ϕ + L ϕ − f )(r, Xr , u)dr ≥ 0. hn hn tn We now send n to infinity. The a.s. convergence of the random value inside the expectation is easily obtained by the mean value Theorem; recall



10.1.
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that for n ≥ N (ω) sufficiently large, θn (ω) = hn . Since the random variR θn β(tn , r)(L· ϕ − f )(r, Xrn , u)dr is essentially bounded, uniformly in able h−1 n t n, on the stochastic interval [tn , θn ], it follows from the dominated convergence theorem that : −∂t ϕ(t, x) − Lu ϕ(t, x) − f (t, x, u) ≥ 0, which is the required result, since u ∈ U is arbitrary.



♦



We next wish to show that V satisfies the nonlinear partial differential equation (10.1) with equality, in the viscosity sense. This is also obtained by a slight modification of the proof of Proposition 6.5. Proposition 10.3. Assume that the value function V is locally bounded on [0, T ) × Rn . Let the function H be continuous, and kk + k∞ < ∞. Then, V is a (discontinuous) viscosity subsolution of the equation  −∂t V (t, x) − H t, x, V (t, x), DV (t, x), D2 V (t, x) ≤ 0 (10.3) on [0, T ) × Rn . Proof. Let (t0 , x0 ) ∈ Q := [0, T ) × Rn and ϕ ∈ C 2 (Q) be such that 0 = (V ∗ − ϕ)(t0 , x0 ) > (V ∗ − ϕ)(t, x)



for



(t, x) ∈ Q \ {(t0 , x0 )}.(10.4)



In order to prove the required result, we assume to the contrary that h(t0 , x0 ) := ∂t ϕ(t0 , x0 ) + H t0 , x0 , ϕ(t0 , x0 ), Dϕ(t0 , x0 ), D2 ϕ(t0 , x0 )







> 0,



and work towards a contradiction. 1. Since H is continuous, there exists an open neighborhood of (t0 , x0 ) : Nη



:= {(t, x) : (t − t0 , x − x0 ) ∈ (−η, η) × ηB and h(t, x) > 0} ,



for some η > 0. From (10.4), it follows that −3γeηkk



+



k∞



:=



max (V ∗ − ϕ) < 0 . ∂Nη



(10.5)



Next, let (tn , xn )n be a sequence in Nh such that (tn , xn ) −→ (t0 , x0 )



and V (tn , xn ) −→ V∗ (t0 , x0 ) .



Since (V − ϕ)(tn , xn ) −→ 0, we can assume that the sequence (tn , xn ) also satisfies : |(V − ϕ)(tn , xn )| ≤ γ



for all



n≥1.



(10.6)



Finally, we introduce a γ−optimal control ν˜n for the problem V (tn , xn ), i.e. J(tn , xn , ν˜n ) ≥ V (tn , xn ) − γ.



(10.7)
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˜ n and β˜n the controlled process and the discount factor We shall denote by X ˜ n = xn . defined by the control ν˜n and the initial data X tn 3. Consider the stopping time n o ˜ n ) 6∈ Nη , θn := inf s > tn : (s, X s ˜ n ) ∈ ∂Nη , so that : and observe that, by continuity of the state process, (θn , X θn ˜ θn ) ≥ 3γe−ηkk+ k∞ (V ∗ − ϕ)(θn , X n



(10.8)



by (10.5). Then, it follows from (10.8) and (10.6) that : ˜ n ) − V (tn , xn ) β˜n (tn , θn )V ∗ (θn , X θn ˜ n ) − ϕ(tn , xn ) − 3γeηkk+ k∞ β˜n (tn , θn ) + γ ≤ β˜n (tn , θn )ϕ∗ (θn , X θn Z θn ˜ n )]. ≤ −2γ + d[β˜n (tn , r)ϕ(r, X r tn



By Itˆ o’s formula, this provides : " Z n ∗ n ˜ ˜ V (tn , xn ) ≥ 2γ + Etn ,xn β (tn , θn )V (θn , Xθn ) −



θn



# ν ˜rn



˜ rn )dr , (∂t ϕ + L ϕ)(r, X



tn



where the stochastic term has zero mean, as its integrand is bounded on the ˜ rn , ν˜rn ) ˜ rn ) + f (r, X stochastic interval [tn , θn ]. Observe also that (∂t ϕ + Lν˜r ϕ)(r, X n ˜ ≥ h(r, Xr ) ≥ 0 on the stochastic interval [tn , θn ]. We therefore deduce that : "Z # θn n n ∗ n ˜ r , ν˜r ) + β˜ (tn , θn )V (θn , X ˜θ ) . V (tn , xn ) ≤ 2γ + Et ,x β˜ (tn , r)f (r, X n



n



tn



n



˜ n ) ≥ V (θn , X ˜ n ) ≥ J(θn , X ˜ n , ν˜n ), this provides: Since V ∗ (θn , X θn θn θn V (tn , xn ) ≤ 2γ + J(tn , xn , ν˜) ≤ γ + V (tn , xn ), where the last inequality follows by (10.7). This completes the proof.



♦



As a consequence of Propositions 10.3 and 10.2, we have the main result of this section : Theorem 10.4. Let the conditions of Propositions 10.3 and 10.2 hold. Then, the value function V is a (discontinuous) viscosity solution of the HamiltonJacobi-Bellman equation  −∂t V (t, x) − H t, x, V (t, x), DV (t, x), D2 V (t, x) = 0 (10.9) on [0, T ) × Rn .
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The partial differential equation (10.9) has a very simple and specific dependence in the time-derivative term. Because of this, it is usually referred to as a parabolic equation. In order to a obtain a characterization of the value function by means of the dynamic programming equation, the latter viscosity property needs to be complemented by a uniqueness result. This is usually obtained as a consequence of a comparison result. In the present situation, one may verify the conditions of Theorem 9.22. For completeness, we report a comparison result which is adapted for the class of equations corresponding to stochastic control problems. Consider the parabolic equation:  ∂t u + G t, x, Du(t, x), D2 u(t, x) = 0 on Q := [0, T ) × Rn ,(10.10) where G is elliptic and continuous. For γ > 0, set G+γ (t, x, p, A) −γ



G



(t, x, p, A)



:=



sup {G(s, y, p, A) : (s, y) ∈ BQ (t, x; γ)} ,



:=



inf {G(s, y, p, A) : (s, y) ∈ BQ (t, x; γ)} ,



where BQ (t, x; γ) is the collection of elements (s, y) in Q such that |t−s|2 +|x−y|2 ≤ γ 2 . We report, without proof, the following result from [?] (Theorem V.8.1 and Remark V.8.1). Assumption 10.5. The above operators satisfy: lim supε&0 {G+γε (tε , xε , pε , Aε ) − G−γε (sε , yε , pε , Bε )} ≤ Const (|t0 − s0 | + |x0 − y0 |) [1 + |p0 | + α (|t0 − s0 | + |x0 − y0 |)]



(10.11)



for all sequences (tε , xε ), (sε , yε ) ∈ [0, T ) × Rn , pε ∈ Rn , and γε ≥ 0 with : ((tε , xε ), (sε , yε ), pε , γε ) −→ ((t0 , x0 ), (s0 , y0 ), p0 , 0) as and symmetric matrices (Aε , Bε ) with   Aε 0 −KI2n ≤ 0 −Bε



 ≤ 2α



In −In



−In In



ε & 0,







for some α independent of ε. Theorem 10.6. Let Assumption 10.5 hold true, and let u ∈ USC([0, T ] × Rn ), v ∈ LSC([0, T ] × Rn ) be viscosity subsolution and supersolution of (10.10), respectively. Then sup(u − v) ¯ Q



=



sup(u − v)(T, ·). Rn



A sufficient condition for (10.11) to hold is that f (·, ·, u), k(·, ·, u), b(·, ·, u), ¯ with and σ(·, ·, u) ∈ C 1 (Q) kbt k∞ + kbx k∞ + kσt k∞ + kσx k∞ < ∞ |b(t, x, u)| + |σ(t, x, u)| ≤ Const(1 + |x| + |u|) ; see [?], Lemma V.8.1.
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DPE for optimal stopping problems



We first recall the optimal stopping problem considered in Section 7.1. For 0 ≤ t ≤ T ≤ ∞, the set T[t,T ] denotes the collection of all F−stopping times with values in [t, T ]. The state process X is defined by the SDE: dXt



=



µ(t, Xt )dt + σ(t, Xt )dWt ,



(10.12)



¯ := [0, T ) × Rn , take values in Rn and Sn , where µ and σ are defined on S respectively, and satisfy the usual Lipschitz and linear growth conditions so that the above SDE has a unique strong solution satisfying the integrability of Theorem 5.2.   For a measurable function g : Rn −→ R, satisfying E sup0≤t tn : (t, Xttn ,xn ) 6∈ [t0 − hn , t0 + hn ] × B . t Then θhn ∈ T[t,T ] for sufficiently small h, and it follows from (7.10)that:   V (tn , xn ) ≥ E V∗ θhn , Xθhn .
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Since V∗ ≥ ϕ, and denoting ηn := (V − ϕ)(tn , xn ), this provides   ηn + ϕ(tn , xn ) ≥ E ϕ θhn , Xθhn where ηn −→ 0. We continue by fixing hn



:=



√



ηn 1{ηn 6=0} + n−1 1{ηn =0} ,



as in the proof of Proposition 10.2. Then, the rest of the proof follows exactly the line of argument of the proof of Theorem 7.4 combined with that of Proposition 10.2. (ii) We next prove that V ∗ is a viscosity subsolution of of the equation (10.15). Let (t0 , x0 ) ∈ S and ϕ ∈ C 2 (S) be such that 0



=



(V ∗ − ϕ)(t0 , x0 ) = strict max (V ∗ − ϕ), S



assume to the contrary that (V ∗ − g)(t0 , x0 ) > 0



and −(∂t + A)ϕ(t0 , x0 ) > 0,



and let us work towards a contradiction of the weak dynamic programming principle. Since g is continuous, and V ∗ (t0 , x0 ) = $(t0 , x0 ), we may finds constants h > 0 and δ > 0 so that ϕ ≥ g + δ and − (∂t + A)ϕ ≥ 0



on Nh := [t0 , t0 + h] × hB, (10.16)



where B is the unit ball centered at x0 . Moreover, since (t0 , x0 ) is a strict maximizer of the difference V ∗ − ϕ: −γ



:=



max(V ∗ − ϕ) < 0.



(10.17)



∂Nh



let (tn , xn ) be a sequence in S such that (tn , xn ) −→ (t0 , x0 )



and V (tn , xn ) −→ V ∗ (t0 , x0 ).



We next define the stopping times:  θn := inf t > tn :



 t, Xttn ,xn ∈ 6 Nh ,



and we continue as in Step 2 of the proof of Theorem 7.4. We denote ηn := V (tn , xn ) − ϕ(tn , xn ), and we compute by Itˆo’s formula that for an arbitrary t stopping rule τ ∈ T[t,T ]: V (tn , xn )



= =



ηn + ϕ(tn , xn ) "



Z



τ ∧θn



ηn + E ϕ (τ ∧ θn , Xτ ∧θn ) −



# (∂t + A)ϕ(t, Xt )dt ,



tn
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where diffusion term has zero expectation because the process (t, Xttn ,xn ) is confined to the compact subset Nh on the stochastic interval [tn , τ ∧ θn ]. Since −(∂t + A)ϕ ≥ 0 on Nh by (10.16), this provides:   V (tn , xn ) ≥ ηn + E ϕ (τ, Xτ ) 1{τ 
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