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Data “People use statistics as the drunken man uses lamp posts - for support rather than illumination”, Andrew Lang or not see also Chris Anderson The End of Theory: The Data Deluge Makes the Scientific Method Obsolete, 2008 1. An Overview on (Big) Data 2. Big Data & Statistical/Machine Learning 3. Classification Models 4. Small Data & Bayesian Philosophy 5. Data, Models & Actuarial Science
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Part 1. An Overview on (Big) Data
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Historical Aspects of Data



Storing Data: Tally sticks, used starting in the Paleolithic area



A tally (or tally stick) was an ancient memory aid device used to record and document numbers, quantities, or even messages. @freakonometrics
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Historical Aspects of Data



Collecting Data: John Graunt conducted a statistical analysis to curb the spread of the plage, in Europe, in 1663 @freakonometrics
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Historical Aspects of Data Data Manipulation: Herman Hollerith created a Tabulating Machine that uses punch carts to reduce the workload of US Census, in 1881, see 1880 Census, n =50 million Americans.
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Historical Aspects of Data Survey and Polls: 1936 US elections Literary Digest Poll based on 2.4 million readers A. Landon: 57% vs. F.D. Roosevelt: 43% George Gallup sample of about 50,000 people A. Landon: 44% vs. F.D. Roosevelt: 56% Actual results A. Landon: 38% vs. F.D. Roosevelt: 62% Sampling techniques, polls, predictions based on small samples
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Historical Aspects of Data



Data Center: The US Government plans the world’s first data center to store 742 million tax returns and 175 million sets of fingerprints, in 1965. @freakonometrics
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Historical Aspects of Data



@freakonometrics
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Historical Aspects of Data Data Manipulation: Relational Database model developed by Edgar F. Codd See Relational Model of Data for Large Shared Data Banks, Codd (1970) Considered as a major breakthrough for users and machine designers Data or tables are thought as a matrix composted of intersecting rows and columns, each columns being attributes. Tables are related to each other through a common attribute. Concept of relational diagrams
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The Two Cultures ‘The Two Cultures’, see Breiman (2001) • Data Modeling (statistics, econometrics) • Algorithmic Modeling (computational & algorithmics) ‘Big Data Dynamic Factor Models for Macroeconomic Measurementand Forecasting’, Diebold (2000)
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And the XIXth Century... Nature’s special issue on Big Data, Nature (2008) and many of business journals
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And the XIXth Century... Techology changed, HDFS (Hadoop Distribution File System), MapReduce
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And the XIXth Century... Data changed, because of the digital/numeric revolution, see Gartner’s 3V (Volume, Variety, Velocity), see Gartner.
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And the XIXth Century... Business Intelligence, transversal approach



@freakonometrics



16



http://www.ub.edu/riskcenter



Big Data & (Health) Insurance



Example: popular application, Google Flu Trend



See also Lazer et al. (2014) But much more can be done on an individual level.
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Big Data & Computational Issues parallel computing is a necessity? CPU Central Processing Unit, the heart of the computer RAM Random Access Memory non-persistent memory HD Hard Drive persistent memory Practical issues: CPU can be fast, but finite speed; RAM is non persistent, fast but slow vs. HD is persistent, slow but big How could we measure speed: Latency and performance Latency is a time interval between the stimulation and response (e.g. 10ms to read the first bit) Performance is the number of operations per second (e.g. 100Mb/sec) Example Read one file of 100Mb ∼ 1.01sec. Example Read 150 files of 1b ∼ 0.9sec. ?



thanks to David Sibaï for this section.
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Big Data & Computational Issues Standard PC : CPU : 4 core, 1ns latenty RAM : 32 or 64 Gb, 100ns latency, 20Gb/sec HD : 1 Tb, 10ms latency, 100Mo/sec How long does it take ? e.g. count spaces in a 2Tb text file about 2.1012 operations (comparaison) File on the HD, 100Mb/sec ∼ 2.104 sec ∼ 6 hours
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Big Data & Computational Issues Why not parallelize ? between machines Spread data on 10 blocks of 200Gb, each machine count spaces, then sum the 10 totals... should be 10 times faster. Many machines connected, in a datacenter Alternative: use more cores in the CPU (2, 4, 16 cores, e.g.) A CPU is multi-tasks, and it could be possible to vectorize. E.g. summing n numbers takes O(n) operations, Example a1 + b1 , a2 + b2 , · · · , an + bn takes n nsec. But it is possible to use SIMD (single instruction multiple data) Example a + b = (a1 , · · · , an ) + (b1 , · · · , bn ) take 1 nsec.
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Big Data & Computational Issues Alternatives to standard PC material Games from the 90s, more and more 3d viz, based on more and more computations GPU Graphical Processing Unit that became GPGPU General Purpose GPU Hundreds of small processors, slow, high specialized (and dedicated to simple computations) Difficult to use (needs of computational skills) but more and more libraries Complex and slow communication CPU - RAM - GPU Sequential code is extremely slow, but highly parallelized Interesting for Monte Carlo computations E.g. pricing of Variable Annuities @freakonometrics
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Big Data & Computational Issues A parallel algorithm is a computational strategy which divide a target computation into independent part, and assemble them so as to obtain the target computation. E.g. Couting words with MapReduce
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Data, (deep) Learning & AI
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What can we do with those data?
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Part 2. Big Data and Statistical/Machine Learning
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Statistical Learning and Philosophical Issues From Machine Learning and Econometrics, by Hal Varian : “Machine learning use data to predict some variable as a function of other covariables, • may, or may not, care about insight, importance, patterns • may, or may not, care about inference (how y changes as some x change) Econometrics use statistical methodes for prediction, inference and causal modeling of economic relationships • hope for some sort of insight (inference is a goal) • in particular, causal inference is goal for decision making.” → machine learning, ‘new tricks for econometrics’ @freakonometrics



26



http://www.ub.edu/riskcenter



Statistical Learning and Philosophical Issues Remark machine learning can also learn from econometrics, especially with non i.i.d. data (time series and panel data) Remark machine learning can help to get better predictive models, given good datasets. No use on several data science issues (e.g. selection bias).



non-supervised vs. supervised techniques
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Non-Supervised and Supervised Techniques Just xi ’s, here, no yi : unsupervised. Use principal components to reduce dimension: we want d vectors z 1 , · · · , z d such that 4
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Second Compoment is z 2 = Xω 2 where   (1) (1) 2 f f ω 2 = argmax kX · ωk where X = X − Xω 1 ω T | {z } 1 kωk=1 z1
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where Ω is a k × d matrix, with d < k. First Compoment is z 1 = Xω 1 where n o  T 2 T ω 1 = argmax kX · ωk = argmax ω X Xω
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Unsupervised Techniques: Cluster Analysis Data : {xi = (x1,i , x2,i ), i = 1, · · · , n} Distance matrix Di,j = D(xci , xcj ) the distance is between clusters, not (only) individuals,



D(xc1 , xc2 ) =



        



min {d(xi , xj )}



i∈c1 ,j∈c2



d(xc1 , xc2 ) max {d(xi , xj )}



i∈c1 ,j∈c2



for some (standard) distance d, e.g. Euclidean (`2 ), Manhattan (`1 ), Jaccard, etc. See also Bertin (1967).
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Unsupervised Techniques: Cluster Analysis Data : {xi = (x1,i , x2,i ), i = 1, · · · , n} Distance matrix Di,j = D(xci , xcj ) The standard output is usually a dendrogram. 1.0
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Unsupervised Techniques Data : {xi = (x1,i , x2,i ), i = 1, · · · , n} xi ’s are observations from i.i.d random variables X i with distribution Fp,θ , Fp,θ (x) = p1 · Fθ1 (x) + p2 · Fθ2 (x) + · · · | {z } | {z } Cluster 1



Cluster 2



E.g. Fθk is the c.d.f. of a N (µk , Σk ) distribution.
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Unsupervised Techniques Data : {xi = (x1,i , x2,i ), i = 1, · · · , n} iterative procedure: 1. start with k points z 1 , · · · z k 2. cluster cj are {d(xi , z j ) ≤ d(xi , z j 0 ), j 0 6= j} 3. z j = xcj See Steinhaus (1957)) or Lloyd (1957)) But curse of dimensionality, unhelpful in high dimension
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Datamining, Explantory Analysis, Regression, Statistical Learning, Predictive Modeling, etc In statistical learning, data are approched with little priori information. In regression analysis, see Cook & Weisberg (1999)



i.e. we would like to get the distribution of the response variable Y conditioning on one (or more) predictors X. Consider a regression model, yi = m(xi ) + εi , where εi ’s are i.i.d. N (0, σ 2 ), possibly linear yi = xT i β + εi , where εi ’s are (somehow) unpredictible.
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Machine Learning and ‘Statistics’ Machine learning and statistics seem to be very similar, they share the same goals—they both focus on data modeling—but their methods are affected by their cultural differences. “The goal for a statistician is to predict an interaction between variables with some degree of certainty (we are never 100% certain about anything). Machine learners, on the other hand, want to build algorithms that predict, classify, and cluster with the most accuracy, see Why a Mathematician, Statistician & Machine Learner Solve the Same Problem Differently Machine learning methods are about algorithms, more than about asymptotic statistical properties. Validation is not based on mathematical properties, but on properties out of sample: we must use a training sample to train (estimate) model, and a testing sample to compare algorithms (hold out technique).
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Goldilock Principle: the Mean-Variance Tradeoff In statistics and in machine learning, there will be parameters and meta-parameters (or tunning parameters. The first ones are estimated, the second ones should be chosen. See Hill estimator in extreme value theory. X has a Pareto distribution - with index ξ - above some threshold u if  u  ξ1 for x > u. P[X > x|X > u] = x Given a sample x, consider the Pareto-QQ plot, i.e. the scatterplot     i − log 1 − , log xi:n n+1 i=n−k,··· ,n for points exceeding Xn−k:n . The slope is ξ, i.e.  log Xn−i+1:n ≈ log Xn−k:n + ξ − log
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Goldilock Principle: the Mean-Variance Tradeoff Hence, consider estimator k−1 X 1 ξbk = log xn−i:n − log xn−k:n . k i=0



k is the number of large observations, in the upper tail. Standard mean-variance tradeoff, • k large: bias too large, variance too small • k small: variance too large, bias too small
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Goldilock Principle: the Mean-Variance Tradeoff Same holds in kernel regression, with bandwidth h (length of neighborhood)



Pn Kh (x − xi )yi m b h (x) = Pi=1 n i=1 Kh (x − xi ) since Z E(Y |X = x) =



f (x, y) · y dy f (x)



Standard mean-variance tradeoff, • h large: bias too large, variance too small • h small: variance too large, bias too small
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Goldilock Principle: the Mean-Variance Tradeoff bh or m More generally, we estimate θ b h (·) bh Use the mean squared error for θ  2  bh E θ−θ or mean integrated squared error m b h (·), Z  2 E (m(x) − m b h (x)) dx In statistics, derive an asymptotic expression for these quantities, and find h? that minimizes those.
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Goldilock Principle: the Mean-Variance Tradeoff For kernel regression, the MISE can be approximated by 4
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where f is the density of x’s. Thus the optimal h is 
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(hard to get a simple rule of thumb... up to a constant, h? ∼ n− 5 ) Use bootstrap, or cross-validation to get an optimal h
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Randomization is too important to be left to chance! Bootstrap (resampling) algorithm is very important (nonparametric monte carlo)



→ data (and not model) driven algorithm @freakonometrics
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Randomization is too important to be left to chance! b Set θbn = θ(x) b Consider some sample x = (x1 , · · · , xn ) and some statistics θ. n X 1 b (−i) ), and θ˜ = θb(−i) Jackknife used to reduce bias: set θb(−i) = θ(x n i=1 If E(θbn ) = θ + O(n−1 ) then E(θ˜n ) = θ + O(n−2 ). See also leave-one-out cross validation, for m(·) b n



1X mse = [yi − m b (−i) (xi )]2 n i=1 b (b) ), and Boostrap estimate is based on bootstrap samples: set θb(b) = θ(x n X 1 θ˜ = θb(b) , where x(b) is a vector of size n, where values are drawn from n i=1 {x1 , · · · , xn }, with replacement. And then use the law of large numbers... See Efron (1979). @freakonometrics



41



http://www.ub.edu/riskcenter



Hold-Out, Cross Validation, Bootstrap Hold-out: Split {1, · · · , n} into T (training) and V (validation) Train the model on {(yi , xi ), i ∈ T } and compute X 1 b= R `(yi , m(x b i) #(V ) i∈V



k-fold cross validation: Split {1, · · · , n} into I1 , · · · , Ik . Set Ij = {1, · · · , n}\Ij Train model on Ij and compute 1X kX b R= Rj where Rj = `(yi , m b j (xi )) k j n i∈Ij
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Hold-Out, Cross Validation, Bootstrap Leave-one-out bootstrap: generate I1 , · · · , IB bootstrapped samples from {1, · · · , n} set ni = 1i∈I / 1 + · · · + 1i∈I / B n X 1 X 1 b `(yi , m b b (xi ) R= n i=1 ni b:i∈I / b



Remark Probability that ith raw is not selection (1 − n−1 )n → e−1 ∼ 36.8%, cf training / validation samples (2/3-1/3)
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Statistical Learning and Philosophical Issues From (yi , xi ), there are different stories behind, see Freedman (2005) • the causal story : xj,i is usually considered as independent of the other covariates xk,i . For all possible x, that value is mapped to m(x) and a noise is atatched, ε. The goal is to recover m(·), and the residuals are just the difference between the response value and m(x). • the conditional distribution story : for a linear model, we usually say that Y given X = x is a N (m(x), σ 2 ) distribution. m(x) is then the conditional mean. Here m(·) is assumed to really exist, but no causal assumption is made, only a conditional one. • the explanatory data story : there is no model, just data. We simply want to summarize information contained in x’s to get an accurate summary, close to the response (i.e. min{`(y i , m(xi ))}) for some loss function `.
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Machine Learning vs. Statistical Modeling In machine learning, given some dataset (xi , yi ), solve ( n ) X m(·) b = argmin `(yi , m(xi )) m(·)∈F



i=1



for some loss functions `(·, ·). In statistical modeling, given some probability space (Ω, A, P), assume that yi are realization of i.i.d. variables Yi (given X i = xi ) with distribution Fi . Then solve ( n ) X m(·) b = argmax {log L(m(x); y)} = argmax log f (yi ; m(xi )) m(·)∈F



m(·)∈F



i=1



where log L denotes the log-likelihood.
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Computational Aspects: Optimization Econometrics, Statistics and Machine Learning rely on the same object: optimization routines. A gradient descent/ascent algorithm
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Loss Functions Fitting criteria are based on loss functions (also called cost functions). For a quantitative response, a popular one is the quadratic loss, `(y, m(x)) = [y − m(x)]2 . Recall that   2 2   E(Y ) = argmin{kY − mk`2 } = argmin{E [Y − m] } m∈R m∈R   2 2   Var(Y ) = min {E [Y − m] } = E [Y − E(Y )] m∈R



The empirical version is  n X 1  2  [y − m] } y = argmin {  i  n m∈R i=1 n n X X  1 1  2 2  s = min { [y − m] } = [yi − y]2  i m∈R n n i=1 i=1
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Loss Functions ( n ) X1 Remark median(y) = argmin |yi − m| n m∈R i=1 Quadratic loss function `(a, b)2 = (a − b)2 , ● ● ●



(yi − xT β)2 = kY − Xβk2`2



i=1
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Absolute loss function `(a, b) = |a − b| n X
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Loss Functions Quadratic loss function `2 (x, y)2 = (x − y)2 , Absolute loss function `1 (x, y) = |x − y| Quantile loss function `τ (x, y) = |(x − y)(τ − 1x≤y )| Huber loss function   1 (x − x)2 for |x − y| ≤ τ, `τ (x, y) = 2 τ |x − y| − 1 τ 2 otherwise. 2



i.e. quadratic when |x − y| ≤ τ and linear otherwise.
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Loss Functions For classification: misclassification loss function `(x, y) = 1x6=y or `(x, y) = 1sign(x)6=sign(y)



`τ (x, y) = τ 1sign(x)0 + [1 − τ ]1sign(x)>0,sign(y) 0) where yi? = xT i β + εi is a nonobservable score. In the logistic regression, we model the odds ratio, P(Y = 1|X = x) = exp[xT β] P(Y 6= 1|X = x) P(Y = 1|X = x) = H(xT β) where H(·) =



exp[·] 1 + exp[·]



which is the c.d.f. of the logistic variable, see Verhulst (1845) @freakonometrics
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Predictive Classifier To go from a score to a class: if s(x) > s, then Yb (x) = 1 and s(x) ≤ s, then Yb (x) = 0 Plot T P (s) = P[Yb = 1|Y = 1] against F P (s) = P[Yb = 1|Y = 0]
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Comparing Classifiers: Accuracy and Kappa Kappa statistic κ compares an Observed Accuracy with an Expected Accuracy (random chance), see Landis & Koch (1977). b Y = 0 b Y = 1
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b Y = 0 b Y = 1
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TP + TN total accuracy = ∼ 90.14% n [T N + F P ] · [T P + F N ] + [T P + F P ] · [T N + F N ] random accuracy = ∼ 51.93% n2 total accuracy − random accuracy κ= ∼ 79.48% 1 − random accuracy @freakonometrics



70



http://www.ub.edu/riskcenter



On Model Selection Consider predictions obtained from a linear model and a nonlinear model, either on the training sample, or on a validation sample,
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Penalization and Support Vector Machines SVMs were developed in the 90’s based on previous work, from Vapnik & Lerner (1963), see also Vailant (1984). Assume that points are linearly separable, i.e. there is ω and b such that   +1 if ω T x + b > 0 Y =  −1 if ω T x + b < 0 Problem: infinite number of solutions, need a good one, that separate the data, (somehow) far from the data. maximize the distance s.t. Hω,b separates ±1 points, i.e.  min
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s.t. Yi (ω T xi + b) ≥ 1, ∀i.
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Penalization and Support Vector Machines Define support vectors as observations such that |ω T xi + b| = 1 The margin is the distance between hyperplanes defined by support vectors. The distance from support vectors to Hω,b is kωk−1 Now, what about the non-separable case? Here, we cannot have yi (ω T xi + b) ≥ 1 ∀i.
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Penalization and Support Vector Machines Thus, introduce slack variables,   ω T x + b ≥ +1 − ξ when y = +1 i i i  ω T xi + b ≤ −1 + ξi when yi = −1 where ξi ≥ 0 ∀i. There is a classification error when ξi > 1. The idea is then to solve     1 T 1 T min ω ω + C1T 1ξ>1 , instead of min ω ω 2 2
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Support Vector Machines, with a Linear Kernel So far, d(x0 , Hω,b ) = min {kx0 − xk`2 } x∈Hω,b



where k · k`2 is the Euclidean (`2 ) norm, kx0 − xk`2



p √ = (x0 − x) · (x0 − x) = x0 ·x0 − 2x0 ·x + x·x



More generally, d(x0 , Hω,b ) = min {kx0 − xkk } x∈Hω,b



where k · kk is some kernel-based norm, p kx0 − xkk = k(x0 ,x0 ) − 2k(x0 ,x) + k(x·x)
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Support Vector Machines, with a Non Linear Kernel ●
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Heuristics on SVMs An interpretation is that data aren’t linearly seperable in the original space, but might be separare by some kernel transformation,
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Penalization and Mean Square Error ˆ = (θ − θ) ˆ 2 , the risk function becomes Consider the quadratic loss function, `(θ, θ) the mean squared error of the estimate, ˆ = E(θ − θ) ˆ 2 = [θ − E(θ)] ˆ 2 + E(E[θ] ˆ − θ) ˆ2 R(θ, θ) | {z } | {z } bias2



variance



Get back to the intial example, yi ∈ {0, 1}, with p = P(Y = 1). Consider the estimate that minimizes the mse, that can be writen pb = (1 − α)y, then p(1 − p) mse(b p) = α2 p2 + (1 − α)2 n 1−p ? . then α = 1 + (n − 1)p i.e.unbiased estimators have nice mathematical properties, but can be improved.
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Linear Model Consider some linear model yi = xT i β + εi for all i = 1, · · · , n. Assume that εi are i.i.d. with E(ε) = 0 (and finite variance). Write         β0   1 x1,1 · · · x1,k ε1 y1         β   1 .. ..     ..   ..   .. .. +  . .  .  = .  . . . .          ..    εn 1 xn,1 · · · xn,k yn βk {z } | {z } | {z } | | {z } y,n×1 ε,n×1 X,n×(k+1) β,(k+1)×1



Assuming ε ∼ N (0, σ 2 I), the maximum likelihood estimator of β is b = argmin{ky − X T βk` } = (X T X)−1 X T y β 2 ... under the assumtption that X T X is a full-rank matrix. b = [X T X]−1 X T y does not exist, but What if X T X cannot be inverted? Then β i T b = [X X + λI]−1 X T y always exist if λ > 0. β λ
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Ridge Regression b = [X T X + λI]−1 X T y is the Ridge estimate obtained as solution The estimator β of     n X  2 b = argmin β [yi − β0 − xT i β] + λ kβk`2  | {z } β  i=1  1T β 2



for some tuning parameter λ. One can also write b = argmin {kY − X T βk` } β 2 β;kβk`2 ≤s



b = argmin {objective(β)} where Remark Note that we solve β β



objective(β) =



L(β) | {z }



training loss
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+



R(β) | {z }



regularization



80



http://www.ub.edu/riskcenter



Going further on sparcity issues In severall applications, k can be (very) large, but a lot of features are just noise: βj = 0 for many j’s. Let s denote the number of relevent features, with s 0). Ici dim(β) = s.



We wish we could solve b = argmin {kY − X T βk` } β 2 β;kβk`0 ≤s



Problem: it is usually not possible to describe all possible constraints, since   s coefficients should be chosen here (with k (very) large). k Idea: solve the dual problem b= β



argmin



{kβk`0 }



β;kY −X T βk`2 ≤h



where we might convexify the `0 norm, k · k`0 .
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Regularization `0 , `1 and `2



min{kβk`? } subject to kY − X T βk`2 ≤ h
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Going further on sparcity issues On [−1, +1]k , the convex hull of kβk`0 is kβk`1 On [−a, +a]k , the convex hull of kβk`0 is a−1 kβk`1 Hence, b = argmin {kY − X T βk` } β 2 β;kβk`1 ≤˜ s



is equivalent (Kuhn-Tucker theorem) to the Lagragian optimization problem b = argmin{kY − X T βk` +λkβk` } β 2 1
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LASSO Least Absolute Shrinkage and Selection Operator b ∈ argmin{kY − X T βk` +λkβk` } β 2 1 is a convex problem (several algorithms? ), but not strictly convex (no unicity of b are unique b = xT β the minimum). Nevertheless, predictions y



?



MM, minimize majorization, coordinate descent Hunter (2003).
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Optimal LASSO Penalty Use cross validation, e.g. K-fold, b β (−k) (λ) = argmin



 X 



i6∈Ik



  2 [yi − xT i β] + λkβk 



then compute the sum of the squared errors, X 2 b β (λ)] Qk (λ) = [yi − xT i (−k) i∈Ik



and finally solve (



1 X λ = argmin Q(λ) = Qk (λ) K



)



?



k



Note that this might overfit, so Hastie, Tibshiriani & Friedman (2009) suggest the largest λ such that K X 1 Q(λ) ≤ Q(λ? ) + se[λ? ] with se[λ]2 = 2 [Qk (λ) − Q(λ)]2 K k=1



@freakonometrics



86



http://www.ub.edu/riskcenter



LASSO 3



1



0



3



4



4



1



1



−0.05 −0.10



−0.05



Coefficients



0.00



4



0.00



4



−0.10



Coefficients



2



0.10



4



0.05



4



0.10



4



0.05



4



−0.20



−0.20



−0.15



3



−0.15



3



5



−10



−9



−8



−7



Log Lambda



@freakonometrics



−6



−5



5



0.0



0.1



0.2



0.3



0.4



L1 Norm



87



http://www.ub.edu/riskcenter



Penalization and GLM’s The logistic regression is based on empirical risk, when y ∈ {0, 1} n  1X T T yi xi β − log[1 + exp(xi β)] − n i=1



or, if y ∈ {−1, +1}, n   1X T log 1 + exp(yi xi β) . n i=1



A regularized version with the `1 norm is the LASSO logistic regression n   1X T log 1 + exp(yi xi β) + λkβk1 n i=1



or more generaly, with smoothing functions n



1X log [1 + exp(yi g(xi ))] + λkgk n i=1 @freakonometrics
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Classification (and Regression) Trees, CART



3000



one of the predictive modelling approaches used in statistics, data mining and machine learning [...] In tree structures, leaves represent class labels and branches represent conjunctions of features that lead to those class labels. (Source: wikipedia).
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Classification (and Regression) Trees, CART To split N into two {NL , NR }, consider I(NL , NR ) =



X x∈{L,R}



nx I(Nx ) n



e.g. Gini index (used originally in CART, see Breiman et al. (1984))  X nx X nx,y  nx,y gini(NL , NR ) = − 1− n nx nx x∈{L,R}



y∈{0,1}



and the cross-entropy (used in C4.5 and C5.0) entropy(NL , NR ) = −



X x∈{L,R}
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nx n



  X nx,y nx,y log nx nx



y∈{0,1}
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Classification (and Regression) Trees, CART
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Pruning Trees One can grow a big tree, until leaves have a (preset) small number of observations, and then possibly go back and prune branches (or leaves) that do not improve gains on good classification sufficiently. Or we can decide, at each node, whether we split, or not. In trees, overfitting increases with the number of steps, and leaves. Drop in impurity at node N is defined as n  nR L I(NL ) − I(NR ) ∆I(NL , NR ) = I(N ) − I(NL , NR ) = I(N ) − n n
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(Fast) Trees with Categorical Features Consider some simple categorical covariate, x ∈ {A, B, C, · · · , Y, Z}, defined from a continuous latent variable x e ∼ U([0, 1]).



1 X Compute y(x) = yi ≈ E[Y |X = x] and sort them nx i:x =x i



y(x1:26 ) ≤ y(x2:26 ) ≤ · · · ≤ y(x25:26 ) ≤ y(x26:26 ).
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(Fast) Trees with Categorical Features



Then the split is done base on sample x ∈ {x1:26 , · · · , xj:26 } vs. x ∈ {xj+1:26 , · · · , x26:26 }
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Bagging Bootstrapped Aggregation (Bagging) , is a machine learning ensemble meta-algorithm designed to improve the stability and accuracy of machine learning algorithms used in statistical classification (Source: wikipedia). It is an ensemble method that creates multiple models of the same type from different sub-samples of the same dataset [boostrap]. The predictions from each separate model are combined together to provide a superior result [aggregation]. → can be used on any kind of model, but interesting for trees, see Breiman (1996) Boostrap can be used to define the concept of margin, B B 1 X 1 X margini = 1(b yi = yi ) − 1(b yi 6= yi ) B B b=1



b=1



Remark Probability that ith raw is not selection (1 − n−1 )n → e−1 ∼ 36.8%, cf training / validation samples (2/3-1/3) @freakonometrics
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Bagging : Bootstrap Aggregation



For classes, m(x) ˜ = argmax y 3000
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For probabilities, B B kb 1 X (b) 1 XX m(x) ˜ = m b (x) = yi 1(xi ∈ Cj ). n n j=1 b=1
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Model Selection and Gini/Lorentz (on incomes) Consider an ordered sample {y1 , · · · , yn }, then Lorenz curve is Pi



i j=1 yj {Fi , Li } with Fi = and Li = Pn n j=1 yj The theoretical curve, given a distribution F , is R F −1 (u) u 7→ L(u) =



−∞ R +∞ −∞



tdF (t)



tdF (t)



see Gastwirth (1972)
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0.4



Model Selection and Gini/Lorentz
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We have observed losses yi and premiums π b(xi ). Consider an ordered sample by the model, see Frees, Meyers & Cummins (2014), π b(x1 ) ≥ π b(x2 ) ≥ · · · ≥ π b(xn ), then plot
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Model Selection



See Frees et al. (2010) or Tevet (2013). @freakonometrics
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Part 4. Small Data and Bayesian Philosophy
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“it’s time to adopt modern Bayesian data analysis as standard procedure in our scientific practice and in our educational curriculum. Three reasons: 1. Scientific disciplines from astronomy to zoology are moving to Bayesian analysis. We should be leaders of the move, not followers. 2. Modern Bayesian methods provide richer information, with greater flexibility and broader applicability than 20th century methods. Bayesian methods are intellectually coherent and intuitive. Bayesian analyses are readily computed with modern software and hardware. 3. Null-hypothesis significance testing (NHST), with its reliance on p values, has many problems. There is little reason to persist with NHST now that Bayesian methods are accessible to everyone. My conclusion from those points is that we should do whatever we can to encourage the move to Bayesian data analysis.” John Kruschke,



(quoted in Meyers & Guszcza (2013)) @freakonometrics
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Bayes vs. Frequentist, inference on heads/tails Consider some Bernoulli sample x = {x1 , x2 , · · · , xn }, where xi ∈ {0, 1}. Xi ’s are i.i.d. B(p) variables, fX (x) = px [1 − p]1−x , x ∈ {0, 1}. Standard frequentist approach n n nY o 1X xi = argmax fX (xi ) pb = n i=1 p∈(0,1) i=1 | {z } L(p;x)



From the central limit theorem √ pb − p L → N (0, 1) as n → ∞ np p(1 − p) we can derive an approximated 95% confidence interval   p 1.96 pb ± √ pb(1 − pb) n
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Bayes vs. Frequentist, inference on heads/tails



0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035



Probability



Example out of 1,047 contracts, 159 claimed a loss



(True) Binomial Distribution Poisson Approximation Gaussian Approximation



100



120



140



160



180



200



220



Number of Insured Claiming a Loss



@freakonometrics



104



http://www.ub.edu/riskcenter



Small Data and Black Swans Example [Operational risk] What if our sample is x = {0, 0, 0, 0, 0} ? How would we derive a confidence interval for p ? “INA’s chief executive officer, dressed as Santa Claus, asked an unthinkable question: Could anyone predict the probability of two planes colliding in midair? Santa was asking his chief actuary, L. H. LongleyCook, to make a prediction based on no experience at all. There had never been a serious midair collision of commercial planes. Without any past experience or repetitive experimentation, any orthodox statistician had to answer Santa’s question with a resounding no.”
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Bayes, the theory that would not die Liu et al. (1996) claim that “ Statistical methods with a Bayesian flavor [...] have long been used in the insurance industry”. History of Bayesian statistics, the theory that would not die by Sharon Bertsch McGrayne “[Arthur] Bailey spent his first year in New York [in 1918] trying to prove to himself that ‘all of the fancy actuarial [Bayesian] procedures of the casualty business were mathematically unsound.’ After a year of intense mental struggle, however, realized to his consternation that actuarial sledgehammering worked” [...]
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Bayes, the theory that would not die [...] “ He even preferred it to the elegance of frequentism. He positively liked formulae that described ‘actual data . . . I realized that the hard-shelled underwriters were recognizing certain facts of life neglected by the statistical theorists.’ He wanted to give more weight to a large volume of data than to the frequentists small sample; doing so felt surprisingly ‘logical and reasonable’. He concluded that only a ‘suicidal’ actuary would use Fishers method of maximum likelihood, which assigned a zero probability to nonevents. Since many businesses file no insurance claims at all, Fishers method would produce premiums too low to cover future losses.”
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Bayes’s theorem Consider some hypothesis H and some evidence E, then PE (H) = P(H|E) =



P(H ∩ E) P(H) · P(E|H) = P(E) P(E)



Bayes rule,   prior probability P(H)  versus posterior probability after receiving evidence E, PE (H) = P(H|E). In Bayesian (parametric) statistics, H = {θ ∈ Θ} and E = {X = x}. Bayes’ Theorem, π(θ) · f (x|θ) π(θ) · f (x|θ) R = ∝ π(θ) · f (x|θ) π(θ|x) = f (x) f (x|θ)π(θ)dθ
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Small Data and Black Swans Consider sample x = {0, 0, 0, 0, 0}. Here the likelihood is   f (x |θ) = θxi [1 − θ]1−xi i  f (x|θ) = θxT 1 [1 − θ]n−xT 1 and we need a priori distribution π(·) e.g. a beta distribution θα [1 − θ]β π(θ) = B(α, β) α+xT 1



π(θ|x) =
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β+n−xT 1



θ [1 − θ] B(α + xT 1, β + n − xT 1)
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On Bayesian Philosophy, Confidence vs. Credibility for frequentists, a probability is a measure of the the frequency of repeated events → parameters are fixed (but unknown), and data are random for Bayesians, a probability is a measure of the degree of certainty about values → parameters are random and data are fixed



“Bayesians : Given our observed data, there is a 95% probability that the true value of θ falls within the credible region vs. Frequentists : There is a 95% probability that when I compute a confidence interval from data of this sort, the true value of θ will fall within it.” in Vanderplas (2014)



Example see Jaynes (1976), e.g. the truncated exponential
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On Bayesian Philosophy, Confidence vs. Credibility Example What is a 95% confidence interval of a proportion ? Here x = 159 and n = 1047.
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1. draw sets (˜ x1 , · · · , x ˜n )k with Xi ∼ B(x/n)
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2. compute for each set of values confidence intervals
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3. determine the fraction of these confidence interval that contain x
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→ the parameter is fixed, and we guarantee that 95% of the confidence intervals will contain it.
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On Bayesian Philosophy, Confidence vs. Credibility Example What is 95% credible region of a proportion ? Here x = 159 and n = 1047. 1. draw random parameters pk with from the posterior distribution, π(·|x) 2. sample sets (˜ x1 , · · · , x ˜n )k with Xi,k ∼ B(pk ) 3. compute for each set of values means xk 4. look at the proportion of those xk that are within this credible region [Π−1 (.025|x); Π−1 (.975|x)] → the credible region is fixed, and we guarantee that 95% of possible values of x will fall within it it. @freakonometrics
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Difficult concepts ? Difficult computations ? We have a sample x = {x1 , · · · , xn } i.i.d. from distribution fθ (·). R In predictive modeling, we need E(g(X)|x) = g(x)fθ|x (x)dx where Z fθ|x (x) =



fθ (x) · π(θ|x)dθ



while prior density (without information x) was Z fθ (x) = fθ (x) · π(θ)dθ How can we derive π(θ|x) ? Can we sample from π(θ|x) (use monte carlo technique to approximate the integral) ? Computations not that simple... until the 90’s : MCMC @freakonometrics
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Markov Chain Stochastic process, (Xt )t∈N? , on some discrete space Ω P(Xt+1 = y|Xt = x, X t−1 = xt−1 ) = P(Xt+1 = y|Xt = x) = P (x, y) where P is a transition probability, that can be stored in a transition matrix, P = [Px,y ] = [P (x, y)]. Observe that P(Xt+k = y|Xt = x) = Pk (x, y) where P k = [Pk (x, y)]. Under some condition, lim P n = Λ = [λT ], n→∞



Problem given a distribution λ, is it possible to generate a Markov Chain that converges to this distribution ?
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Bonus Malus and Markov Chains Ex no-claim bonus, see Lemaire (1995).



Assume that the number of claims is N ∼ P(21.7%), so that P(N = 0) = 80%.
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Hastings-Metropolis Back to our problem, we want to sample from π(θ|x) i.e. generate θ1 , · · · , θn , · · · from π(θ|x). Hastings-Metropolis sampler will generate a Markov Chain (θt ) as follows, • generate θ1 • generate θ? and U ∼ U([0, 1]), π(θ? |x) P (θt |θ? ) compute R = π(θt |x) P (θ? |θt−1 ) if U < R set θt+1 = θ? if U ≥ R set θt+1 = θt R is the acceptance ratio, we accept the new state θ? with probability min{1, R}. @freakonometrics
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Hastings-Metropolis



Observe that π(θ? ) · f (x|θ? ) P (θt |θ? ) R= π(θt ) · f (x|θt ) P (θ? |θt−1 ) In a more general case, we can have a Markov process, not a Markov chain. E.g. P (θ? |θt ) ∼ N (θt , 1)
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Using MCMC to generate Gaussian values Histogram of mcmc.out
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Heuristics on Hastings-Metropolis In standard Monte Carlo, generate θi ’s i.i.d., then Z n X 1 g(θi ) → E[g(θ)] = g(θ)π(θ)dθ n i=1 (strong law of large numbers). Well-behaved Markov Chains (P aperiodic, irreducible, positive recurrent) can satisfy some ergodic property, similar to that LLN. More precisely, • P has a unique stationary distribution λ, i.e. λ = λ × P • ergodic theorem n



1X g(θi ) → n i=1



Z g(θ)λ(θ)dθ



even if θi ’s are not independent. @freakonometrics



119



http://www.ub.edu/riskcenter



Heuristics on Hastings-Metropolis Remark The conditions mentioned above are • aperiodic, the chain does not regularly return to any state in multiples of some k. • irreducible, the state can go from any state to any other state in some finite number of steps • positively recurrent, the chain will return to any particular state with probability 1, and finite expected return time
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Gibbs Sampler For a multivariate problem, it is possible to use Gibbs sampler. Example Assume that the loss ratio of a company has a lognormal distribution, LN (µ, σ 2 ), .e.g Example Assume that we have a sample x from a N (µ, σ 2 ). We want the posterior distribution of θ = (µ, σ 2 ) given x . Observe here that if priors are  2 Gaussian N µ0 , τ and the inverse Gamma distribution IG(a, b), them   X 2 2 2 2 2  σ nτ σ τ  2  µ|σ ,x ∼ N µ0 + 2 x,   σ 2 + nτ 2 σ + nτ 2 σ 2 + nτ 2 i=1 ! n  n 1X  2 2  σ |µ, x ∼ IG + a, [x − µ] +b  i  2 2 i=1



More generally, we need the conditional distribution of θk |θ −k , x, for all k.
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Gibbs Sampler 4000
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Histogram of mcmc.out
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Gibbs Sampler Example Consider some vector X = (X1 , · · · , Xd ) with indépendent components, Xi ∼ E(λi ). To sample from X given X T 1 > s for some s > 0:



start with some starting point x0 such that xT 01 > s pick up (randomly) i ∈ {1, · · · , d} Xi given Xi > s − xT (−i) 1 has an Exponential distribution E(λi ) draw Y ∼ E(λi ) and set xi = y + (s − T xT 1) until x + (−i) (−i) 1 + xi > s
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JAGS and STAN Martyn Plummer developed JAGS Just another Gibbs sampler in 2007 (stable since 2013). It is an open-source, enhanced, cross-platform version of an earlier engine BUGS (Bayesian inference Using Gibbs Sampling).



STAN is a newer tool that uses the Hamiltonian Monte Carlo (HMC) sampler. HMC uses information about the derivative of the posterior probability density to improve the algorithm. These derivatives are supplied by algorithm differentiation in C/C++ codes.
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MCMC and Claims Reserving Consider the following (cumulated) triangle, {Ci,j }, 0
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A Bayesian version of Chain Ladder 0
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We can use Gibbs sampler to get the distribution of the transition factors, as well as a distribution for the reserves, @freakonometrics
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A Bayesian version of Chain Ladder Histogram of mcmc.out
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A Bayesian analysis of the Poisson Regression Model



In a Poisson regression model, we have a sample (x, y) = {(xi , yi )}, yi ∼ P(µi ) with log µi = β0 + β1 xi . In the Bayesian framework, β0 and β1 are random variables.
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Other alternatives to classical statistics Consider a regression problem, µ(x) = E(Y |X = x), and assume that smoothed splines are used,



µ(x) =



k X



βj hj (x)



i=1



Let H be the n × k matrix, H = [hj (xi )] = b = (H T H)−1 H T y, and [h(xi )], then β 1



se(b b µ(x)) = [h(x)T (H T H)−1 h(x)] 2 σ b With a Gaussian assumption on the residuals, we can derive (approximated) confidence bands for predictions µ b(x).
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Bayesian interpretation of the regression problem Assume here that β ∼ N (0, τ Σ) as the priori distribution for β. Then, if (x, y) = {(xi , yi ), i = 1, · · · , n}, the posterior distribution of µ(x) will be Gaussian, with 



E(µ(x)|x, y) = h(x)T H T H +



2



σ −1 Σ τ



−1



H Ty



cov(µ(x), µ(x0 )|x, y) 



= h(x)T H T H +



2



σ −1 Σ τ



−1



h(x0 )σ 2



Example Σ = I
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Bootstrap strategy



Assume that Y = µ(x) + ε, and based on the estimated model, generate pseudo observations, yi? = µ b(xi ) + εb?i . Based on (x, y ? ) = {(xi , yi? ), i = 1, · · · , n}, derive the estimator µ b? (·) (and repeat) Observe that the bootstrap is the Bayesian case, when τ → ∞.
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Part 5. Data, Models & Actuarial Science (some sort of conclusion)
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The Privacy-Utility Trade-Off In Massachusetts, the Group Insurance Commission (GIC) is responsible for purchasing health insurance for state employees GIC has to publish the data: GIC(zip, date of birth, sex, diagnosis, procedure, ...) Sweeney paid $20 and bought the voter registration list for Cambridge Massachusetts, VOTER(name, party, ..., zip, date of birth, sex) William Weld (former governor) lives in Cambridge, hence is in VOTER
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The Privacy-Utility Trade-Off • 6 people in VOTER share his date of birth • only 3 of them were man (same sex) • Weld was the only one in that zip • Sweeney learned Weld’s medical records All systems worked as specified, yet an important data was leaked. “87% of Americans are uniquely identified by their zip code, gender and birth date”, see Sweeney (2000). A dataset is considered k-anonymous if the information for each person contained in the release cannot be distinguished from at least k − 1 individuals whose information also appear in the release
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Non-Perfect Information: X ⊂ Ω is observable Insured
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Simple model Ω = {X 1 , X 2 }. Four Models   m b 0 (x1 , x2 ) = E[S]      m b (x , x ) = E[S|X = x ] 1



1



2



1



1



 m b 2 (x1 , x2 ) = E[S|X 2 = x2 ]      m b 12 (x1 , x2 ) = E[S|X 1 = x1 , X 2 = x2 ]
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Market Competition Decision Rule: the insured selects the cheapeast premium, cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc



@freakonometrics



A



B



C



D



E



F



787.93



706.97



1032.62



907.64



822.58



603.83



170.04



197.81



285.99



212.71



177.87



265.13



473.15



447.58



343.64



410.76



414.23



425.23



337.98



336.20



468.45



339.33



383.55



672.91



139



http://www.ub.edu/riskcenter



Market Competition Decision Rule: the insured selects randomly from the three cheapeast premium cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc cccccccccccc ccccccccccccc
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Market Competition Decision Rule: the insured were assigned randomly to some insurance company for year n − 1. For year n, they stay with their company if the premium is one of the three cheapeast premium, if not, random choice among the four
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Market Shares (rule 2)
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Market Shares (rule 3)
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Loss Ratio, Loss / Premium (rule 2) Market Loss Ratio ∼ 154%.
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Insurer A2 No segmentation, unique premium Remark on normalized premiums, n
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Insured A1 GLM, frequency material / bodily injury, individual losses material Ages in classes [18-30], [30-45], [45-60] and [60+], crossed with occupation Manual smoothing, SAS and Excel
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Insurer A8/A9 GLM, frequency and losses, without major losses (>15k) Age-gender interaction Use of a commercial pricing software
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Insurer A11 All features, but one XGBoost (gradient boosting) Correction for negative premiums
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Insurer A12 All features, use of two XGBoost (gradient boosting) models Correction for negative premiums
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Take-Away Conclusion “People rarely succeed unless they have fun in what they are doing ” D. Carnegie • on very small datasets, it is possible to use Bayesian technique to derive robust predictions, • on extremely large datasets, it is possible to use ideas developed in machine learning, on regression models (e.g. boostraping and aggregating) • all those techniques require computational skills “the numbers have no way of speaking for themselves. We speak for them. ... Before we demand more of our data, we need to demand more of ourselves ” N. Silver, in Silver (2012). @freakonometrics
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