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Preface



The business world relies increasingly upon data communications, and modern data networks are based mainly on the Internet or at least on the IP (Internet Protocol). But despite these facts, many people remain baffled by IP and multiprotocol data networks. How do all the protocols fit together? How do I build a network? And what sort of problems should I expect? This book is intended for experienced network designers and practitioners, as well as for the networking newcomer and student alike: it is intended to provide an explanation of the complex jargon of networking: putting the plethora of ‘protocols’ into context and providing a quick and easy handbook for continuing reference. Even among experienced telecommunications and data-networking professionals, there is confusion about how data network components and protocols work and how they affect the performance of computer applications. I have myself bought many books about the Internet, about IP and about multiprotocol networks, but found many of them ‘written in code’. Some have the appearance of computer programmes, while others perversely require that you understand the subject before you read them! Putting the pieces of knowledge and the various components of a network together — working out how computers communicate — can be a painstaking task requiring either broad experience or the study of a library full of books. The experience has spurred me to write my own book and handy reference and this is it. My goal was a text in plain language, building slowly upon a solid understanding of the principles — introducing a newcomer slowly and methodically to the concepts and familiarising him or her with the language of data communications (the unavoidable ‘jargon’) — but always relating new topics back to the fundamentals: • relating to the real and tangible; • sharing experiences and real examples; • not only covering the theoretical ‘concepts’; but also • providing practical tips for building and operating modern data networks. The book covers all the main problems faced by data network designers and operators: network architecture and topology, network access means, which protocol to use, routing policies, redundancy, security, firewalls, distributed computer applications, network service applications, quality of service, etc. The book is liberally illustrated and written in simple language. It starts by explaining the basic principles of packet-data networking and of layered protocols upon which all modern data communications are based. It then goes on to explain the many detailed terms relevant to modern IP networks and the Internet. My goal was that readers who only wanted to ‘dip in’ to have a single topic explained should go away satisfied — able to build on any previous knowledge of a given subject. The extensive set of annexes and the glossary of terms are intended to assist the practising engineer — providing a single reference point for information about interfaces, protocol field
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Preface



names and formats, RFCs (Internet specifications) and acronyms (the diagrams and some of the appendices are also available for download at: http://www.wiley.co.uk/clarkdata/). With so many acronyms and other terms, protocols, code-fields, and technical configuration information to remember, it is impossible to expect to keep all the details ‘in your head’! And to distinguish where jargon and other special ‘telecommunications vocabulary’ is being used in the main text, I have highlighted terms as they are being defined by using italics. The book is intended to provide a complete foundation textbook and reference of modern data networking — and I hope it will find a valued position on your bookshelf. Should you have any suggestions for improvement, please let me know! Martin Clark
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Foreword



Before we start in earnest, there are three things I would like you, the reader, to keep in mind: 1 The first part of the book (Chapters 1–3) covers the general principles of data communications. This part is intended to introduce the concepts to data communications newcomers. Chapters 4–15 build on this foundation to describe in detail the IP (Internet protocol) suite of data communications protocols and networking procedures. 2 Terms highlighted in italics on their first occurrence are all telecommunications vocabulary or ‘jargon’ being used with their strict ‘telecommunications meaning’ rather than their meaning in common english parlance. 3 Although the book is structured in a way intended to ease a reader working from ‘cover to cover’, you should not feel obliged to read it all. The extensive index, glossary and other appendices are intended to allow you to find the meaning of individual terms, protocols and other codes quickly.



1 The Internet, Email, Ebusiness and the Worldwide Web (www) Nowadays every self-respecting person (particularly if a grandparent!) has a personal email address. And many modern companies have encompassed ebusiness. They have prestigious Internet ‘domain names’ (advertised with modern lower case company names) and run Worldwide Web (www) sites for advertising and ordertaking. What has stirred this revolution? The Internet. But when, why and how did data networking and interworking start? And how did the Internet evolve? Where will it lead? And what does all that frightful jargon mean? (What are the acronyms and the protocols?). In this chapter we shall find out. We shall talk about the emergence of computer networking, the Worldwide Web (www), about ISPs (Internet service providers) and about where the Internet started — in the US Defense Department during the 1970s. We discuss the significance of the Internet Protocol (IP) today, and where it will lead. And most important of all — we start ‘unravelling’ the jargon.



1.1 In the beginning — ARPANET The beginnings of the Internet are to be found in the ARPANET, the advanced research project agency network. This was a US government-backed research project, which initially sought to create a network for resource-sharing between American universities. The initial tender for a 4node network connecting UCLA (University of California, Los Angeles), UCSB (University of California, Santa Barbara), SRI (Stanford Research Institute) and the University of Utah took place in 1968, and was won by BBN (Bolt, Beranek and Newman). The network nodes were called Internet message processors (IMPs), and end-user computing devices were connected to these nodes by a protocol called 1822 (1822 because the Internet engineering note (IEN) number 1822 defined the protocol). Subsequently, the agency was increasingly funded by the US military, and consequently, from 1972, was renamed DARPA (Defense Advanced Research Project Agency). These beginnings have had a huge influence on the subsequent development of computer data networking and the emergence of the Internet as we know it today. BBN became a leading manufacturer of packet switching equipment. A series of protocols developed which are sometimes loosely referred to either as TCP/IP (transmission control protocol/Internet protocol) or as IP (Internet protocol). Correctly they are called the ‘IP-protocol suite’. They are defined in documents called RFCs (request for comment) generated under the auspices
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of the Internet Engineering Task Force (IETF). The current most-widely used version of the Internet protocol (IP) — version 4 or IPv4 — is defined in RFC 791. The current version of TCP (transmission control protocol) is defined in RFC 793.



1.2 The emergence of layered protocols for data communication In parallel with the development of the ARPANET, a number of standardised layered protocol ‘stacks’ and protocol suites for simplifying and standardising the communication between computer equipment were being developed independently by various different computer and telecommunications equipment manufacturers. Most of these protocols were ‘proprietary’. In other words, the protocols were based on the manufacturers’ own specifications and documentation, which were kept out of the public domain. Many manufacturers believed at the time that ‘proprietary’ protocols gave both a ‘competitive advantage’ and ‘locked’ customers into using their own particular brand of computer hardware. But the principles of the various schemes were all similar, and the ideas generated by the various groups of developers helped in the development of the standardised protocols which came later. All data communications protocols are based upon packet switching, a form of electronic inter-computer communication advanced by Leonard Kleinrock of MIT (Massachusetts Institute of Technology — and later of UCLA — University of California in Los Angeles) in his paper ‘Information flow in large communication networks’ (July 1961). The term packet switching itself was coined by Donald Davies of the UK’s National Physical Laboratory (NPL) in 1966. Packet switching is analogous to sending letters through the post — the data content, analogous to a page of a letter is the user content (or payload ) of a standard packet. The user content is packed in the packet or frame (analogous to an ‘envelope’) and labelled with the destination address. When the size of a single packet is too small for the message as a whole, then the message can be split up and sent as a sequence of numbered packets, sent one after another (see Figure 1.1). The networking nodes (which in different types of data networks have different names: routers, switches, bridges, terminal controllers, cluster controllers, front-end



Figure 1.1



Post Office analogy illustrating the principles of packet switching.
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processors, etc.) all essentially work like a postal sorting office. They read the ‘address’ on each packet (without looking at the contents) and then forward the packet to the appropriate next node nearer the destination. The best-known, most successful and widely used of the 1970s generation of packetswitching protocols were: • SNA (systems network architecture) — the networking protocols used for interconnecting IBM (International Business Machines) computers; • DECnet — the networking protocols used for interconnecting computers of the Digital Equipment Corporation (DEC); • X.25 (ITU-T recommendation X.25) and its partner protocol, X.75. This was the first attempt, coordinated by the International Telecommunications Union standardisation sector (ITU-T), to create a ‘standard’ protocol — intended to enable computers made by different manufacturers to communicate with one another — so-called open systems interconnection (OSI).



1.3 SNA (systems network architecture) The systems network architecture (SNA) was announced by IBM in 1974 as a standardised communications architecture for interconnecting all the different types of IBM computer hardware. Before 1974, transferring data or computer programs from one computer to another could be a time-consuming job, sometimes requiring significant manual re-formatting, and often requiring the transport of large volumes of punched cards or tapes. Initially, relatively few IBM computers were capable of supporting SNA, but by 1977 the capabilities of the third generation of SNA (SNA-3) included: • communication controllers (otherwise called FEPs or front end processors) — hardware which could be added to mainframe computers for taking over communication with remote devices; • terminal controllers (otherwise called cluster controllers) — by means of which, end-user terminals (teletypes or computer VDUs, video display units) could be connected to a remote host computer; • the possibility to connect remote terminal controllers to the mainframe/communication controller site using either leaselines or dial-in lines; • the possibility of multi-host networks (terminals connected to multiple mainframe computers — e.g., for bookkeeping, order-taking, personnel, etc. — by means of a single communications network). Figure 1.2 illustrates the main elements of a typical SNA network, showing the typical star topology. Point-to-point lines across the wide area network (WAN) connect the front end processor (FEP or communications controller) at the enterprise computer centre to the terminals in headquarters and remote operations offices. The lines used could be either leaselines, pointto-point X.25 (i.e., packet-switched ) connections, frame relay connections or dial-up lines. During the 1980s and 1990s, SNA-based networks were widely deployed by companies which used IBM mainframe computers. At the time, IBM mainframes were the workhorse of the computing industry. The mainframes of the IBM S/360, S/370 and S/390 architectures became well known, as did the components of the SNA networks used to support them:
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Figure 1.2



A typical SNA network interconnecting IBM computer hardware.



• Front end processor (FEP or communication controller) hardware: IBM 3705, IBM 3725, IBM 3720, IBM 3745; • Cluster controller hardware: IBM 3174, IBM 3274, IBM 4702, IBM 8100; • VTAM (virtual telecommunication access method) software used as the mainframe communications software; • CICS (communication information control system) mainframe management software; • NCP (network control program) front end processor communications control software; • NPSI (NCP-packet switching interface) mainframe/FEP software for use in conjunction with X.25-based packet-switched WAN data networks; • TSO (time sharing option) software allowing mainframe resources to be shared by many users; • NetView mainframe software for network monitoring and management; • APPN (advanced peer-to-peer networking) used in IBM AS-400 networks; • ESCON (enterprise system connection): a high-speed ‘channel’ connection interface between mainframe and front-end processor; • Token ring local area network (LAN). Due to the huge popularity of IBM mainframe computers, the success of SNA was assured. But the fact that SNA was not a public standard made it difficult to integrate other manufacturers’ network and computer hardware into an IBM computer network. IBM introduced products intended to allow the integration of public standard data networking protocols such as X.25 and Frame Relay, but it was not until the explosion in numbers of PCs (personal computers) and LANs (local area networks) in the late 1980s and 1990s that IBM lost its leading role in
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the data networking market, despite its initial dominance of the personal computer market. LANs and PC-networking heralded the Internet protocol (IP), routers and a new ‘master’ of data networking — Cisco Systems.



1.4 DECnet The Digital Equipment Corporation (DEC) was another leading manufacturer of mainframes and computer equipment in the 1980s and 1990s. It was the leading force in the development of mini-computers, workstations and servers and an internationally recognised brand until it was subsumed within COMPAQ (which in turn was swallowed by Hewlett Packard). DEC brought the first successful minicomputer (the PDP-8) to the market in 1965. Like IBM, DEC built up an impressive laboratory and development staff. The main philosophy was that software should be ‘portable’ between the various different sizes of DEC hardware platforms and DEC became a prime mover in the development of ‘open’ and public communications standards. DECnet was the architecture, hardware and software needed for networking DEC computers. Although some of the architecture remained proprietary, DEC tended to incorporate public standards into DECnet as soon as they became available, thereby promoting ‘open’ interconnectivity with other manufacturers’ devices. The technical legacy of DEC lives on — their very high performance alpha servers became the basis of the server range of COMPAQ. In addition, perhaps the oldest and best-known Internet search engine, Alta Vista, was originally established by DEC. Unfortunately, however, the commercial management of DEC did not match its technical prowess. The company overstretched its financial resources, largely through over-aggressive sales, and was taken over by COMPAQ in 1998 (and subsequently subsumed by Hewlett Packard in 2002).



1.5 Other mainframe computer manufacturers In the 1970s and 1980s, there were a number of large computer mainframe manufacturers — Amdahl, Bull, Burroughs, DEC, Honeywell, IBM, Rockwell, Sperry, Sun Microsystems, UNIVAC, Wang, etc. Each had a proprietary networking and operating system architecture, or in the case of Amdahl and Wang, positioned their products as low cost alternatives to IBM hardware. Where these companies have survived, they have been largely ‘reincarnated’ as service, maintenance, support and application development companies. Typically they sell other people’s computer and networking hardware and specialise in system integration, software development and support. Burroughs, Sperry and UNIVAC, for example, all became part of the computer services company known today as UNISYS.



1.6 X.25 (ITU-T recommendation X.25) ITU-T’s recommendation X.25 defines a standard interface for connecting computer equipment to a packet switched data network (see Figure 1.3). The development of the X.25-interface and the related packet-switched protocols heralded the appearance of public data networks (PDN). Public data networks were meant to provide a cost-effective alternative for networking enterprise computer centres and their remote terminals. By using a public data network, the line lengths needed for dedicated enterprise-network connections could be much shorter. No longer need a dedicated line stretch from the remote site all the way to the enterprise computer centre as in Figure 1.2. Instead a short connection to the nearest PSE (packet switch exchange) was adequate. In this way, the long distance
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Figure 1.3



A typical public packet-switched network.



lines between PSEs in the wide area network and the costs associated with them were shared between different networks and users (see Figure 1.3). Overall network costs can thus be reduced by using public data networks (assuming that the tariffs are reasonable!). In addition, it may be possible to get away with fewer ports and connection lines. In the example of Figure 1.3, a single line connects the front end processor (FEP) to the network where in Figure 1.2. three ports at the central site had been necessary. The X.25-version of packet switching, like SNA, DECnet and other proprietary data networking architectures, was initially focused on the needs of connecting remote terminals to a central computer centre in enterprise computing networks. In commercial terms, however, it lacked the success which it deserved. Though popular in some countries in Europe, X.25 was largely ignored in the USA. The X.25 standard (issued in 1976) had arrived late in comparison with SNA (1974) and did not warrant a change-over. On an economic comparison, it was often as cheap to take a leaseline and use SNA than it was to use a public X.25 network to connect the same remote site. As a result, enterprise computing agencies did not rush to X.25 and the computer manufacturers did not make much effort to support it. The IBM solution for X.25 using NPSI (NCP-packet switching interface), for example, always lacked the performance of the equivalent SNA connection. Only in those countries where leaselines were expensively priced (e.g., Germany) did X.25 have real success. In Germany, the Datex-P packet-switched public data network of the Deutsche Bundespost was one of the most successful X.25 networks. In the case where a remote dumb terminal is to be connected to a computer across a public data network, a PAD may be used. A PAD (packet assembler/disassembler) is a standard device, defined by the packet-switching standards in ITU-T recommendation X.3. Its function is to convert the keystrokes of a simple terminal into packets which may be forwarded by means of a packet-switched network to a remote computer. A number of different parameters are defined in X.3 which define the precise functioning of the PAD. The parameters define the linespeed to be used, the content of each packet and the packet flow control. Typically the PAD would be adjusted to forward complete commands to the central computer. Thus a number of keystrokes, as making up a series of command words, would first be collected by the PAD, and only forwarded in a single packet once the human user typed the 
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key. But by setting the PAD parameters differently it is possible to forward each keystroke individually, or all the keystrokes typed within a given time period. Flow control is used in an X.25 packet-switched network to regulate the sending of data and to eliminate errors which creep in during transmission. In simple terms, flow control is conducted by waiting for the acknowledgement by the receiver of the receipt of the previous packet before sending another one. This ensures that messages are received and do not get out of order. An adaptation of this method is sometimes used for terminal-to-computer communication: the user’s terminal does not display the character actually typed on the keyboard at the time of typing, but instead only displays the echo of each character. The echo is the same character sent back by the computer as an acknowledgement of its receipt. Using echo as a form of flow control prompts the human user to re-type a character in the case that the computer did not receive it (otherwise the character will not appear on the user’s terminal screen). Despite its relatively poor commercial success, X.25 left a valuable legacy. X.25 created huge interest in the development of further public standards which would permit open systems interconnection (OSI). Computer users were no longer satisfied with using computers merely for simplifying departmental calculations and record-keeping. Instead they were impatient to link various computer systems together (e.g., the computer running the ‘salary’ programme to that running the ‘bookkeeping’ and that carrying the ‘personnel records’). This required that all the different types of manufacturers’ computers be interconnected with one another using ‘open’ rather than proprietary interconnection standards — open systems interconnection. Soon, the interconnection of all the company-internal computers was not sufficient either: company staff also wanted to swap information electronically with both customers and suppliers. Users were demanding electronic data interchange (EDI). The rapid development of both OSI and EDI are both important legacies of X.25. But in addition, much of the basic vocabulary and concepts of packet switching were established in the X.25 recommendations. Understanding the basic problems to be overcome in order to realise both open systems interconnection (OSI) and electronic data interchange (EDI) is key to understanding the challenge of internetworking. But before discussing these subjects, it will be valuable to discuss in detail some of the basic components of a data network and the jargon which goes to describe them. We next introduce DTEs (data terminal equipment), DCEs (data circuitterminating equipment), protocols, UNIs (user-network interfaces) and NNIs (network-network interfaces). . .



1.7 DTE (data terminal equipment), DCE (data circuit-terminating equipment), line interfaces and protocols A simple wide area (i.e., long distance) data communications link is illustrated in Figure 1.4. The link connects a PC or computer terminal on the left of the diagram to a mainframe computer on the right. The long-distance network which actually carries the connection is shown as a ‘cloud’ (in line with modern convention in the networking industry). It is not clear exactly clear what is in the ‘cloud’ in terms of either technology, the line types and interfaces, or the topology. This is often the case, and as we shall see, need not always concern us. What is more important are the interfaces used at each end of the network to connect the computing equipment. These interfaces are defined in terms of the DTE (data terminal equipment), the DCE (data circuit-terminating equipment) and the protocols used. You will note that the communicating devices (both the PC and the mainframe computer) are DTE (data terminal equipment) in the jargon. The ‘T’ in DTE does not necessarily refer to a computer device (computer terminal) with a screen and a keyboard (though this is one example of a DTE). The DTE could be any piece of computer equipment connected to a data
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Figure 1.4



Explanation of the terms DTE, DCE and protocol.



network. In contrast to the DTE, the DCE is the ‘start of the long-distance network’ (the first piece of equipment in the long-distance network to which the DTE is connected — i.e., the DTE’s ‘direct communications partner’). If only a short cable were to be used to connect the two DTEs in Figure 1.4, then the two devices could be directly connected to one another, without requiring the DCEs or the long-distance network. But whenever the distance between the DTEs is more than a few metres (up to a maximum of 100 m, depending upon the DTE interface used), then a long distance communication method is required. In simple terms, the DCE is an ‘adaption device’ designed to extend the short range (i.e., local ) communication capabilities of DTE into a format suitable for long distance (i.e., wide area) data networking. A number of standardised DTE/DCE interfaces have been developed over the years which allow all sorts of different DCEs and wide area network (WAN) types to be used to interconnect DTE, without the DTE having to be adapted to cope with the particular WAN technology being used to transport its data. The cable connection and the type of plug and socket used for a particular DTE/DCE connection may be one of many different types (e.g., twisted pair cable, UTP (unshielded twisted pair), STP (shielded twisted pair), category 5 cable (Cat 5), category 7 cable (Cat 7), coaxial cable, optical fibre, wireless, etc.). But all DTE/DCE interfaces have one thing in common — there is always a transmit (Tx) data path and a receive (Rx) data path. At least four wires are used at the interface, one ‘pair’ for the transmit path and one ‘pair’ for the receive path. But in some older DTE/DCE interface designs, multiple cable leads and multi-pin cable connectors are used. DTE/DCE interface specifications are suitable for short-range connection of a DTE to a DCE1 (typical maximum cabling distance 25 m or 100 m). Such specifications reflect the fact that the DTE is the ‘end user equipment’ and that the DCE has the main role of ‘long distance communication’. The three main elements which characterise all DTE/DCE interfaces are that: • The DCE provides for the signal transmission and receipt across the long distance line (wide area network), supplying power to the line as necessary; • The DCE controls the speed and timing (so-called synchronisation) of the communication taking place between DTE and DCE. It does this in accordance with the constraints of 1



Though intended for DTE-to-DCE connection, DTE/DCE interfaces may also be used (with slight modification, as we shall see in Chapter 3) to directly interconnect DTEs.
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the wide area network or long distance connection. The DCE determines how many data characters may be sent per second by the DTE and exactly when the start of each character shall be. This is important for correct interpretation of what is sent. The DTE cannot be allowed to send at a rate faster than that which the network can cope with receiving and transporting! • The DTE sends data to the network on the path labelled ‘Tx’ and receives on the path labelled ‘Rx’, while the DCE receives on the ‘Tx’ path and transmits on the ‘Rx’ path. No communication would be possible if both DCE and DTE ‘spoke’ to each other’s ‘mouths’ instead of to their respective ‘ears’! The terms DTE and DCE represent only a particular function of a piece of computer equipment or data networking equipment. The device itself may not be called either a DTE or a DCE. Thus, for example, the personal computer in Figure 1.4 is undertaking the function of DTE. But a PC is not normally called a ‘DTE’. The DTE function is only one function undertaken by the PC. Like the DTE, the DCE may take a number of different physical forms. Examples of DCEs are modems, network terminating (NT) equipment, CSUs (channel service units) and DSUs (digital service units). The DCE is usually located near the DTE. The physical and electrical interface between a DTE and a DCE may take a number of different technical forms. As an example, a typical computer (DTE) to modem (DCE) connection uses a ‘serial cable’ interface connecting the male, 25-pin D-socket (ISO 2110) on the DTE (i.e., the computer) to the equivalent female socket on the DCE (modem). This DTE/DCE interface is referred to as a serial interface or referred to by one of the specifications which define it: ITU-T recommendation V .24 or EIA RS-232. The interface specification sets out which control signals may be sent from DTE to DCE, how the timing and synchronising shall be carried out and which leads (and socket ‘pins’) shall be used for ‘Tx’ and ‘Rx’. In addition to a standardised physical and electrical interface, a protocol is also necessary to ensure orderly communication between DTE and DCE. The protocol sets out the etiquette and language of conversation. Only speak when asked, don’t speak when you’re being talked to, speak in the right language, etc. Understanding the plethora of different protocols is critical to understanding the Internet, and we shall spend much of our time talking about protocols during the course of this book. Why are there so many protocols? Because most of them have been designed to undertake a very specific function, something like ‘identify yourself’ or ‘send a report’. If you need to ‘identify yourself’ before ‘sending a report’ two different protocols may need to be used.



Line interfaces Before we leave Figure 1.4, you may have noticed that our discussion has not concerned itself at all with what you might think is the most important part of the communication — conveying the data through the data network from one DCE to the other. Surprising as it may seem, this may not concern us. The realisation of the network itself has been left to the network operator and/or the data network equipment manufacturer! As long as the network transports our data quickly and error-free between the correct two end-points why should we care about the exact topology and technology inside the network? Maybe the internal protocols and line interfaces 2 of the network are not standardised! But why should this concern us? If there is a problem in the network what will we do other than report the problem and demand that the network operator sort it out? 2



See Chapter 3.
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The first data networks comprised a number of different ‘switches’, all of which were supplied by the same manufacturer. There are significant advantages to a single source of supply of switches, commercial buying-power being perhaps the most important. In addition, a single source of supply guarantees that devices will interwork without difficulty, and that advanced ‘proprietary’ techniques may be used for both the transport of data between the different switches and for network management. Using a specific manufacturer’s proprietary transport techniques can be advantageous, because at any one time the agreed public data networking standards are some way behind the capabilities of the most modern technology. A proprietary technique may offer benefits of cost, efficiency, better performance or afford capabilities not yet possible with standardised techniques. Thus, for example, proprietary versions of IP tag-switching appeared before a standardised version (called MPLS — multiprotocol label switching) became available. MPLS we shall meet in Chapter 7. The advantage of having network equipment and network management system supplied by a single manufacturer is that it is easy to correlate information and to coordinate configuration changes across the whole network. For example, it is relatively easy to change the physical location of a given data network address or destination from one switch to another and to adjust all the network configuration data appropriately. In addition, any complaints about poor network quality can be investigated relatively easily.



1.8 UNI (user-network interface), NNI (network-network interface) and INI (inter-network interface) The initial priority of interface standardisation in data networks was to create a means for connecting another manufacturer’s computer (or DTE — data terminal equipment) to an existing data network (at a DCE — data circuit-terminating equipment) using a protocol or suite of protocols. The combination of a DTE, DCE and relevant protocol specification describes a type of interface sometimes called a user-network interface (UNI). For some types of networks (e.g., X.25, frame relay and ATM — asynchronous transfer mode), a single document (the UNI specification) replaces separate specifications of DTE, DCE and protocol. A usernetwork interface (UNI) is illustrated in Figure 1.5. Despite the fact that the term UNI is not generally used in Internet protocol suite specifications, it is wise to be familiar with the term, since it is used widely in data networking documentation. We explain them briefly here. A UNI (user-network interface) is typically an asymmetric interface, by means of which an end-user equipment (or DTE) is connected to a wide area network (WAN). The point of connection to the WAN may go by one of a number of different names (e.g., DCE — data circuit terminating equipment, modem, switch, router, etc.), but all have one thing in common — the network side of the connection (the DCE or equivalent) usually has the upper hand in controlling the interface. As well as UNIs (user-network interfaces), there are also NNIs (network-network interfaces or network-node interfaces) and INIs (inter-network interfaces). An NNI specification defines the interface and protocols to be used between two subnetworks of a given operator’s network. Within each of the individual subnetworks of a large network, a single manufacturer’s equipment and the associated proprietary techniques of data transport and network management may be used. The NNI allows the subnetwork (which may comprise only a single node) to be inter-linked with other subnetworks as shown in Figure 1.5. Unlike the UNI, the NNI is usually a more ‘symmetrical’ interface. In other words, most of the rights and responsibilities of the subnetworks (or single nodes) on each side of the interface are identical (e.g., management control, monitoring, etc.). Since the basic physical and electrical interface technology used for some NNIs was adapted from technology originally
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designed for UNI interface, it is often the case that one of the networks may be required to act as DCE, while the other acts as DTE. Symmetry is achieved simply by allowing both ends to assume either the DCE or the DTE role — as they see fit for a particular purpose. Some physical NNI interfaces are truly symmetric. The third main type of interface is called the INI (inter-network interface) or ICI (intercarrier interface). This is the type of interface used between networks under different ownership, i.e., those administered by different operators. Most INI interfaces are based upon standard NNI interfaces. The main difference is that an INI is a ‘less trusted’ interface than an NNI so that certain security and other precautions need to be made. An operator is likely to accept signals sent from one subnetwork to another across an NNI for control or reconfiguration of one his subnetworks, but is less likely to allow third party operators to undertake such control of his network by means of an INI. In a similar way, information received from an INI (e.g., for performance management or accounting) may need to be treated with more suspicion than equivalent information generated within another of the operator’s subnetworks and conveyed by means of an NNI.



1.9 Open systems interconnection (OSI) In the early days of computing, the different computer manufacturers developed widely diverse hardware, operating systems and application software. The different strengths and weaknesses of individual computer types made them more suited to some applications (i.e., uses) than others. As a result, enterprise customers began to ‘collect’ different manufacturers’ hardware for different departmental functions (e.g., for bookkeeping, personnel records, order-taking, stock-keeping, etc.). The business efficiency benefits of each departmental computer system quickly justified the individual investments and brought quick economic payback. But the demands on computers and computer manufacturers quickly moved on, as company IT (information technology) departments sought to interconnect their various systems rather than have to manually re-type output from one computer to become input for another. As a result, there was pressure to
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develop a standard means for representing computer information (called data) so that it could be understood by any computer. Similarly, there was a need for a standard means of electronic conveyance between systems. These were the first standards making up what we now refer to as open systems interconnection (OSI) standards. It is useful to assess some of the problems which have had to be overcome, for this gives an invaluable insight into how a data network operates and the reasons for the apparently bewildering complexity. In particular, we shall discuss the layered functions which make up the OSI (open systems interconnection) model. When we talk as humans, we conform to a strict etiquette of conversation without even realising it. We make sure that the listener is in range before we start talking. We know who we want to talk to and check it is the right person in front of us before we start talking. We make sure they are awake, paying attention, listening to us, not talking to or looking at someone else. We know which language they speak, or ask them in clear, slow language at the start. We change language if necessary. We talk slowly and clearly and keep to a simple vocabulary if necessary. While we talk, we watch their faces to check they have heard and understood. We repeat things as necessary. We ask questions and we elaborate some points to avoid misunderstanding. When we are finished we say ‘goodbye’ and turn away. We know to ‘hang up’ the telephone afterwards (if necessary), thereby ensuring that the next caller can reach us. Computers and data networks are complex, because they are not capable of thinking for themselves. Every situation which might possibly arise has to have been thought about and a suitable action must be programmed into it in advance. Computers have no ‘common sense’ unless we programme it into them. If one computer tries to ‘talk’ to another, it needs to check that the second computer is ‘listening’. It needs to check it is talking to the right piece of equipment within the second computer. (We might send a command ‘shut down’, intending that a given ‘window’ on the screen of the second computer should receive the command and that the ‘window’ should thus close. But if instead the receiving computer directs the command to the power supply, the whole PC would shut down instead.) When a computer starts ‘talking’, it has to ‘speak’ in a ‘language’ which the listening computer can understand, and must use an agreed set of alphabetic characters. When ‘talking’ it has to check that the listener has heard correctly and understood. And when talked to itself, it may be appropriate to stop ‘talking’ for a while in order to concentrate on ‘listening’ or to wait for a reply. Finally, when the communication session is over, it is proper formally to close the conversation. The ‘listener’ need no longer pay attention, and the ‘talker’ may turn attention to a third party. The list of potential problems and situations to be considered by designers of data networks is a long one. Here are a few examples: • Different types of computer, using different operating systems and programming languages wish to ‘talk’ to one another; • Data information is to be shared by different types of application (e.g., bookkeeping and order-taking programs), which use information records stored in different data formats; • Different character representations are used by the different systems; • It is not known whether the computer we wish to send data to or receive data from is active and ready to communicate with us; • To ‘reach’ the destination device we must ‘transit’ several intermediate networks of different types; • There are many different physical, electrical and mechanical (i.e., plug/socket) interfaces.
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The OSI model The open systems interconnection (OSI) model, first formalised as a standard by ISO (International Organization for Standardization) in 1983 subdivided the various data communications functions into seven interacting but independent layers. The idea was to create a modular structure, allowing different standard functions to be combined in a flexible manner to allow any two systems to communicate with one another. Although the model no longer covers all the functions of data networks which have come to be needed, the idea of ‘layered’ protocols and protocol stacks has come to be a cornerstone of modern data communications. It is thus useful to explain the basics of the model and the jargon which it lays down. To understand the OSI model, let us start with an analogy, drawn from a simple exchange of ideas in the form of a dialogue between two people as illustrated in Figure 1.6. The speaker has to convert his ideas into words; a translation may then be necessary into the grammar and syntax of a foreign language which can be understood by the listener; the words are then converted into sound by nerve signals and appropriate muscular responses in the mouth and throat. The listener, meanwhile, is busy converting the sound back into the original idea. While this is going on, the speaker needs to make sure in one way or another that the listener has received the information, and has understood it. If there is a breakdown in any of these activities, there can be no certainty that the original idea has been correctly conveyed between the two parties. Note that each function in our example is independent of every other function. It is not necessary to repeat the language translation if the receiver did not hear the message — a request (prompt) to replay a tape of the correctly translated message would be sufficient. The specialist translator could be getting on with the next job as long as the less-skilled tape operator was on hand. We thus have a layered series of functions. The idea starts at the top of the talker’s stack of functions, and is converted by each function in the stack, until at the bottom it turns up in a soundwave form. A reverse conversion stack, used by the listener, re-converts the soundwaves back into the idea. Each function in the protocol stack of the speaker has an exactly corresponding, or so-called peer function in the protocol stack of the listener. The functions at the same layer in the two stacks correspond to such an extent, that if we could conduct a direct peer-to-peer interaction then we would actually be unaware of how the functions of the lower layers protocols had



Figure 1.6



A layered protocol model for simple conversation.
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Figure 1.7 The Open Systems Interconnection (OSI) model.



been undertaken. Let us, for example, replace layers 1 and 2 by using a telex machine instead. The speaker still needs to think up the idea, correct the grammar and see to the language translation, but now instead of being aimed at mouth muscles and soundwaves, finger muscles and telex equipment do the rest (provided the listener also has a telex machine, of course!). We cannot, however, simply replace only the speaker’s layer-1 function (the mouth), if we do not carry out simultaneous peer protocol changes on the listener’s side because an ear cannot pick up a telex message! As long as the layers interact in a peer-to-peer manner, and as long as the interface between the function of one layer and its immediate higher and lower layers is unaffected, then it is unimportant how the function of that individual protocol layer is carried out. This is the principle of the open systems interconnection (OSI) model and all layered data communications protocols. The OSI model sub-divides the function of data communication into seven layered and peer-to-peer sub-functions, as shown in Figure 1.7. Respectively from layer 7 to layer 1 these are called; the application layer, the presentation layer, the session layer, the transport layer, the network layer, the data link layer and the physical layer. Each layer of the OSI model relies upon the service of the layer beneath it. Thus the transport layer (layer 4) relies upon the network service which is provided by the stack of layers 1–3 beneath it. Similarly the transport layer provides a transport service to the session layer, and so on. The functions of the individual layers of the OSI model are defined more fully in ISO standards (ISO 7498), and in ITU-T’s X.200 series of recommendations. In a nutshell, they are as follows.



Application layer (Layer 7) This layer provides communications functions services to suit all conceivable types of data transfer, control signals and responses between cooperating computers. A wide range of application layer protocols have been defined to accommodate all sorts of different computer equipment types, activities, controls and other applications. These are usually defined in a modular fashion, the simplest common functions being termed application service elements (ASEs), which are sometimes grouped in specific functional combinations to form application entities (AEs) — standardised communications functions which may be directly integrated into computer programs. These communications functions or protocols have the appearance
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of computer programming commands (e.g., get, put, open, close etc.). The protocol sets out how the command or action can be invoked by a given computer programme (or application) and the sequence of actions which will result in the peer computer (i.e., the computer at the remote end of the communication link). By standardising the protocol, we allow computers to ‘talk’ and ‘control’ one another without misuse or misinterpretation of requests or commands.



Presentation layer (Layer 6) The presentation layer is responsible for making sure that the data format of the application layer command is appropriate for the recipient. The presentation layer protocol tells the recipient in which language, syntax and character set the application layer command is in (in other words, which particular application layer protocol is in use). If necessary, the presentation layer can undertake a format conversion. The binary digits (called bits) in which information is stored as data within computers are usually grouped in 8-bit patterns called bytes. Computers use different codes (of either one or two bytes in length) to represent the different alphanumeric characters. The most commonly used standard codes are called ASCII (American standard code for information interchange), unicode and EBCDIC (extended binary coded decimal interchange code). Standardisation of the codes for representing alphanumeric characters was obviously one of the first fundamental developments in allowing inter-computer communication.



Session layer (Layer 5) A session between two computers is equivalent to a conversation between two humans, and there are strict rules to be observed. When established for a session of communication, the two devices at each end of the communication medium must conduct their ‘conversation’ in an orderly manner. They must listen when spoken to, repeat as necessary, and answer questions properly. The session protocol regulates the ‘conversation’ and thus includes commands such as start, suspend, resume and finish, but does not include the actual ‘content’ of the communication. The session protocol is rather like a tennis umpire. He or she cannot always tell how hard the ball has been hit, or whether there is any spin on it, but he/she knows who has to hit the ball next and whose turn it is to serve, and he/she can advise on the rules when there is an error, in order that the game can continue. The session protocol negotiates for an appropriate type of session to meet the communication need, and then it manages the session. A session may be established between any two computer applications which need to communicate with one another. In this sense the application may be a ‘window’ on the computer screen or an action or process being undertaken by a computer. Since more than one ‘window’ may be active at a time, or more than one ‘task’ may be running on the computer, it may be that multiple ‘windows’ and ‘tasks’ are intercommunicating with one another by means of different sessions. During such times, it is important that the various communications sessions are not confused with one another, since all of them may be sharing the same communications medium (i.e., all may be taking place on the same ‘line’).



Transport layer (Layer 4) The transport service provided by the transport layer protocol provides for the end-to-end data relaying service needed for a communication session. The transport layer itself establishes a transport connection between the two end-user devices (e.g., ‘windows’ or ‘tasks’) by selecting
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Figure 1.8



Protocol multiplexing and splitting.



and setting up the network connection that best matches the session requirements in terms of destination, quality of service, data unit size, flow control, and error correction needs. If more than one network is available (e.g., leaseline, packet-switched network, telephone network, router network, etc.), the transport layer chooses between them. An important capability of the transport protocol is its ability to set up reliable connections in cases even when multiple networks need to be traversed in succession (e.g., a connection travels from LAN (local area network) via a wide area network to a second LAN). The IP-related protocol TCP (transmission control protocol) is an example of a transport layer protocol, and it is this single capability of TCP combined with IP (TCP/IP), that has made the IP-suite of protocols so widely used and accepted. The transport layer supplies the network addresses needed by the network layer for correct delivery of the message. The network address may be unknown by the computer application using the connection. The mapping function provided by the transport layer, in converting transport addresses (provided by the session layer to identify the destination) into networkrecognisable addresses (e.g., telephone numbers) shows how independent the separate layers can be: the conveyance medium could be changed and the session, presentation and application protocols could be quite unaware of it. The transport protocol is also capable of some important multiplexing and splitting functions (Figure 1.8). In its multiplexing mode the transport protocol is capable of supporting a number of different sessions over the same connection, rather like playing two games of tennis on the same court. Humans would get confused about which ball to play, but the transport protocol makes sure that computers do nothing of the kind. Two sessions from a mainframe computer to a PC (personal computer) in a remote branch site of a large shopping chain might be used simultaneously to control the building security system and (separately) to communicate customer sales. Different software programmes (for ‘security’ and for ‘sales’) in both the mainframe computer and in the PC could thus share the same telecommunications line without confusion. Conversely, the splitting capability of the transport protocol allows (in theory) one session to be conducted over a number of parallel network communication paths, like getting different people to transport the various volumes of an encyclopaedia from one place to another. The transport protocol also caters for the end-to-end conveyance, segmenting or concatenating (stringing together) the data as the network requires.



Network layer (Layer 3) The network layer sets up and manages an end-to-end connection across a single real network, determining which permutation of individual links need be used and ensuring the correct
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transfer of information across the single network (e.g., LAN or wide area network). Examples of layer-3 network protocols are IP and X.25.



Datalink layer (Layer 2) The datalink layer operates on an individual link or subnetwork part of a connection, managing the transmission of the data across a particular physical connection or subnetwork (e.g., LAN — local area network) so that the individual bits are conveyed over that link without error. ISO’s standard datalink protocol, specified in ISO 3309, is called high level data link control (HDLC). Its functions are to: • synchronise the transmitter and receiver (i.e., the link end devices); • control the flow of data bits; • detect and correct errors of data caused in transmission; • enable multiplexing of several logical channels over the same physical connection. Typical commands used in datalink control protocols are thus ACK (acknowledge), EOT (end of transmission), etc. Another example of a ‘link’ protocol is the IEEE 802.2 logical link control (LLC) protocol used in Ethernet and Token Ring LANs (local area networks).



Physical layer (Layer 1) The physical layer is concerned with the medium itself. It defines the precise electrical, interface and other aspects particular to the particular communications medium. Example physical media in this regard are: • the cable of a DTE/DCE interface as defined by EIA RS-232 or ITU-T recommendations: X.21, V.35, V.36 or X.21bis (V.24/V.28); • a 10 Mbit/s ethernet LAN based on twisted pair (the so-called 10baseT medium); • a 4 Mbit/s or 16 Mbit/s Token ring LAN using Twinax (i.e., 2 x coaxial cable); • a digital leaseline (e.g., conforming to ITU-T recommendation I.430 or G.703); • a high speed digital connection conforming to one of the SONET (synchronous optical network) or SDH (synchronous digital hierarchy) standards (e.g., STM-1, STM-4, STM-16, OC3, OC12, STS3 etc.); • a fibre optic cable; • a radio link.



1.10 EDI (electronic data interchange) By the 1980s, companies had managed to interconnect their different department computer systems for book-keeping, order-taking, salaries, personnel, etc., and the focus of development turned towards sharing computer data directly with both suppliers and customers. Why take an order over the telephone when the customer can submit it directly by computer — eliminating both the effort of taking down the order and the possibility of making a mistake in doing so?
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In particular, large retail organisations and the car manufacturers jumped on the bandwagon of EDI (electronic data interchange). The challenge of electronic data interchange (EDI) between different organisations is considerably greater than the difficulties of ‘mere’ interconnection of different computers as originally addressed by OSI. When data is transferred only from one machine to another within the same organisation, then that organisation may decide in isolation which information should be transferred, in which format and how the information should be interpreted by the receiving machine. But when data is moved from one organisation to another, at least three more problems arise in addition to those of interconnection: • The content and meaning of the various information fields transferred must be standardised (e.g., order number format and length, address fields, name fields, product codes and names, etc.). • There needs to be a means of reliable transfer from one computer to the other which allows the sending computer to send its information independently of whether the receiving computer is currently ready to receive it. In other words, the ‘network’ needs to cater for store-and-retrieve communication between computers (comparable with having a postbox at the post office for incoming mail which allows you to pick up your mail at a time convenient to you as the receiver). • There needs to be a way of confirming correct receipt. Various new standardisation initiatives emerged to support EDI, among the first of which were: • The standardisation of bar codes and unique product identification codes for a wide range of grocery and other retail products was undertaken. The industry-wide standard codes provided the basis for the ‘just-in-time’ re-stocking of supermarket and retail outlet shelves on an almost daily basis by means of EDI. • The major car manufacturers demanded EDI capability from their component suppliers, so that they could benefit from lower stock levels and the associated cost benefits of ‘just-in-time’ ordering. Car products and components became standardised too. • The banking industry developed EFTPOS (electronic funds transfer at the point-of-sale) for ensuring that your credit card could be directly debited while you stood at the till. All of the above are examples of EDI, and whole data networking companies emerged specialising in the needs of a particular industry sector, with a secure network serving the particular ‘community of interest’. Thus, for example, the ODETTE network provided for EDI between European car manufacturers. TRADERNET was the EDI network for UK retailers. SWIFT is the clearing network of the banks and SITA was the network organisation set up as a cooperative venture of the airlines for ticket reservations and flight operations. Subsequently, some of these networks and companies have been subsumed into other organisations, but they were important steps along the road to modern ebusiness (electronic business). The store-and-retrieve methods used for EDI include email and the ITU’s message handling system (MHS) [as defined in ITU-T recommendation X.400]. Both are application layer protocols which cater for the store-and-retrieve method of information transport, as well as the confirmation of reply.



1.11 CompuServe, prestel, minitel, BTx (Bildschirmtext) and teletex The idea of equipping customers with computer terminals, so that they could log-in to a company’s computers and make direct enquiries about the prices and availability of products
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and services emerged in the later 1970s. Equipping the customer with the terminal improved the level of customer service which could be offered, while simultaneously reducing the manpower required for order-taking. Since the customer was unlikely to put a second terminal on his desk (i.e., a competitor’s terminal), it also meant reduced competition. The travel industry rapidly reorganised its order-taking procedures to encompass the use of computer terminals by customers. There was soon a computer terminal at every airport check-in desk and even some large travel agents. Other travel agents, meanwhile, continued to struggle making phone calls to overloaded customer service agent centres. For a real revolution, all the travel agents needed a terminal and an affordable means of network access. It came with the launch of the first dial-up information service networks, which appeared in the late 1970s and early 1980s. The first information services were the Prestel service of the British Post Office (BPO) and the CompuServe information service in the USA (1979). Both were spurred by the modem developments being made at the time by the Hayes company (the Hayes 300 bit/s modem appeared in 1977). The Prestel service followed the invention by the BPO laboratories of a simple terminal device incorporating a modem and a keyboard, which could be used in conjunction with a standard TV set as a ‘computer terminal’ screen. It spurred a new round of activity in the ITU-T modem standardisation committees — as the V.21, V.22 and V.23 modems appeared. And it became the impetus for the new range of teletex services which were to be standardised by ITU-T. The facsimile service appeared at almost the same time and also saw rapid growth in popularity, so that the two together — teletex and facsimile tolled the death knell for telex — the previous form of text and data communication which had developed from the telegraph. Other public telephone companies rapidly moved to introduce their own versions of teletex. France T´el´ecom introduced the world-renowned minitel service (Figure 1.9) in 1981 and Germany’s Deutsche Bundespost introduced Bildschirmtext (later called BtX and T-Online



Figure 1.9



France T´el´ecom’s first minitel terminal (1981) [reproduced courtesy of France T´el´ecom].
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classic). But while none of these services were truly profitable businesses, they nonetheless were an important development towards what we today call the Worldwide Web (www). They demonstrated that there was huge potential for greatly increased usage of the public telephone networks for access to data information services.



1.12 The role of UNIX in the development of the Internet In 1969, the UNIX computer operating system was developed by Ken Thompson of AT&T Bell Laboratories. It has turned out to be one of the most powerful and widely accepted computer operating systems for computer and telephone exchange systems requiring multitasking and multi-user capabilities. Standard UNIX commands allow for access to computer files, programs, storage and other resources. Encouraged by the hardware volumes purchased by AT&T (American Telegraph and Telephone company), UNIX was quickly adopted by many computer manufacturers as their standard operating system, so that computer programs and other applications written for UNIX could easily be ported (i.e., moved with only very few changes) from one computer system to another. Most importantly for the development of the Internet, one of the participants in the ARPANET, the University of California in Berkeley, at the request of DARPA, wrote an extension to UNIX to incorporate the newly developed TCP/IP protocols. This version of UNIX was called UNIX 4.2BSD (Berkeley System Distribution). It was immediately used in the ARPANET and was released to the public domain in 1983. It opened the door for rapid further development of applications for file transfer between computers and for a more-widely standardised form of email. The embedding of TCP/IP within UNIX also made UNIX servers the natural choice of hardware for web servers, which would appear later.



1.13 The appearance of the PC (personal computer) Ted Hoff at Intel invented the microprocessor in 1971. At the same time, IBM invented the floppy disk as a convenient, small and cheap means of storing computer data. Now, using a single processor chip, complemented by a few memory chips and input/output devices, it was possible to create a working micro-computer. The first commercially available computer kit (the MITS Altair) duly appeared in 1975, and the Commodore PET computer was the hit of 1977. A period of intense further development of the microprocessor chip took place at Intel. The 8086 chip was released in 1979 and the 8088 in 1980. Based on the Intel 8088 microprocessor, the IBM PC (personal computer) appeared in August 1981 (Figure 1.10). This set the standard for PCs as we know them today. The IBM PC incorporated the DOS (disk operating system) software developed by the Micro-Soft company (later renamed Microsoft) which had been set up by Bill Gates and Paul Allen in 1975. By 1983, a new version of the IBM PC, the IBM PC XT, included a hard disk for storage of data. Apple Computer, founded by Steve Jobs and Steve Wozniak in 1976, introduced the Macintosh computer in 1984 (Figure 1.11). It revolutionised personal computing with the graphical user interface (GUI), the use of a mouse to ‘point and click’ and the opening of different ‘windows’ for different tasks. Microsoft quickly reacted by introducing a new operating system software, Microsoft Windows, in 1985. The ‘look and feel’ of Microsoft Windows were so similar to the Macintosh operating system that it led Apple Computer to file a lawsuit.



1.14 Local area networks (LANs) The PC took the business world by storm. Word processing programmes and spreadsheet programmes made life easier for office staff, and meant that their managers could reduce the
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The first IBM PC (IBM 5150 : 1981) [reproduced courtesy of IBM].



Publisher's Note: Permission to reproduce this image online was not granted by the copyright holder. Readers are kindly requested to refer to the printed version of this chapter.



Figure 1.11



The first 128k Apple Macintosh computer (1984) [reproduced courtesy of Apple Computer, Inc].
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Figure 1.12



Bus and 10baseT ‘collapsed backbone’ alternative structures for ethernet LANs.



secretarial staff. And as quickly as the use of PCs grew, so did the need for networking them all together. Company staff wanted to be able to share data easily, and to be able to securely store data. The foundation stone for LANs (local area networks) was laid by the Xerox company, at its Palo Alto Research Centre (PARC) in 1973. Robert Metcalfe and David Boggs invented the principles of the ethernet LAN and published them in 1976. Initially ethernet was based on coaxial cable interconnecting all the PCs together in a bus structure or backbone cable network simply linking all the PCs together in a chain (Figure 1.12a). But as structured office cabling based upon twisted pair cabling became popular, the most popular form of ethernet emerged — 10baseT. Using a 10 Mbit/s adapter card in each, all the office PCs could be connected in a star-fashion (a so-called collapsed backbone) over twisted pair cabling to the central wiring cabinet, where a LAN hub is used to connect all the PCs together into an ethernet LAN (Figure 1.12b). The 3Com company introduced the first 10 Mbit/s ethernet LAN adapter card in 1981. The official link layer and physical layer protocol standards were standardised in the renowned IEEE 802 standards in 1982. (The link layer control (LLC) is IEEE 802.2 and the ethernet physical layer is defined in IEEE 802.3). Meanwhile at IBM, there was also work going on to develop the token ring LAN as specified in IEEE 802.5. This work culminated in the introduction of the 4 Mbit/s token ring LAN in 1985 and the 16 Mbit/s version in 1988. But while some experts claimed that token ring LAN had higher performance and reliability than equivalent ethernet LANs, token ring lost out commercially because of its later introduction and the higher costs of the adapter cards. Nonetheless, IBM’s work on LANs was important because of its development of NETBIOS (network basic input/output system). NETBIOS provides a ‘layer’ of software to link a network adapter operating software to a particular PC hardware and computer operating system. It extends the basic operating system with transport layer capabilities for inter-application communications and data transfer.
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1.15 LAN servers, bridges, gateways and routers With LANs came servers, bridges, gateways and routers. Initially, the servers had the primary function of being ‘administration’ terminals for managing the LAN itself, and for being shared file and print servers. As a file server, the server PC provided a central resource for storing, backing-up and sharing files on behalf of PC users in the LAN. As a print server, the server took over the job of queueing print jobs (correctly called spooling) so that a shared printer within the LAN could print each in turn. Initially, many servers were normal PCs, but the higher storage and greater performance requirements of the servers quickly led to the use of much more powerful, specially developed hardware and software. The Novell Netware software, for example, became a popular LAN operating system — the de facto standard. It was introduced in 1983 and was hugely successful until it was supplanted by the introduction of Microsoft’s WindowsNT in 1993. Bridges, gateways and routers are all types of hardware which can be added into LANs (see Figure 1.13) to provide for interconnection with other local area networks (LANs) and wide area networks (WANs). Bridges are special telecommunications equipment introduced into LANs to allow the LAN ‘boundary’ to be extended by connecting two separate LANs together. A bridge, in effect, makes two separate LANs operate as if they were a single LAN. Gateways are typically PCs within the LAN which are equipped with relevant software and network adapter hardware to allow the LAN to be connected to an existing mainframe computer network. The most common forms of gateways performed some kind of terminal emulation: in effect, allowing a PC within the LAN to appear to a remote mainframe computer as if it were one of its standard terminals (so-called dumb terminal ). This allowed the new world of PC users to replace the old world of mainframe terminal users, without loss of their mainframe applications. The most commonly used forms of gateway and terminal emulation software were 3270-emulation (for IBM-mainframe connection of LANs) and VT-100-emulation (for connection of LANs to DEC mainframe and minicomputers). As the number of PCs in companies grew, so the number of LANs and LAN segments (LAN subnetworks) grew, and it became unwieldy to operate all the individual segments as single LAN using bridges. Instead, routers appeared. Rather than ‘flooding’ the data around the whole LAN in an attempt to find the correct destination as bridges do, routers are more



Figure 1.13 Shared LAN devices.
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careful in keeping the amount of data to be sent to a minimum and they select carefully the best ‘route’ to the destination from routing tables. Routers are now the most commonly used type of equipment used in a LAN to provide ‘access’ to the Internet.



1.16 Why did IP win through as the standard for ‘open’ communication? Internet protocol (IP) has become the predominant means of modern data communication. In doing so, it had to fight off strong competition from alternative internationally standardised technologies. Why did the IP protocol suite win through? Technically, because it offers a reliable means of transmitting various different types of network as data makes its way to the destination. But probably more important was the simple fact of its embedding into the major computer operating systems — UNIX, WindowsNT and Windows95.



1.17 The development and documentation of IP (Internet protocol) and the Internet The large public data network which we know today as the Internet has its routes in the ARPANET, the conception of which was set out in the request for proposals of summer 1968 for the original four node network. But the protocols in their current form first started to take shape in 1974 when Vinton Cerf and Robert Kahn published the basic principles of TCP/IP. Further important ‘landmarks’ in the history of the evolution of the Internet were the adoption of the domain name system (DNS) in 1983, the establishment of the IETF (Internet Engineering Task Force) in 1989 and the formal re-naming of the ARPANET AS the Internet in 1990. The IETF is the standards body of the Internet, and the standards themselves are documented in documents called RFCs (request for comments). The name reflects the somewhat ‘informal’ manner in which Internet standards have been evolved — by sharing ideas and documents over the network itself. All the current standards are publicly available via the Internet at www.rfc-editor.org. If you do refer to the standards, you may notice that many of the most important ones were written by Jon Postel. He was the Deputy Internet Architect and RFC editor during the 1980s and 1990s. Following the renaming of the Internet in 1990, a number of large US-based research and educational networks were inter-linked with the original ARPANET, with the effect of greatly extending the network’s reach. Networks connected at this time included the US National Research and Education Network (NREN), the US National Science Foundation (NSF) network, the NASA (National Aeronautical and Space Administration) and the US Department of Education network.



1.18 Electronic mail and the domain name system (DNS) The earliest forms of electronic mail (email ) appeared around 1971. By 1972, email was available on ARPANET. But the early forms of email were restricted to simple text messaging between different terminal users of the same mainframe and its associated data network. It was not until the late 1980s and early 1990s that email began to take off as a major means of inter-company and finally, private communications. The critical developments took place in the mid-1980s with the development of the domain name system (DNS) and SMTP (simple mail transfer protocol). A lot of work was also undertaken under the auspices of ITU-T3 in 3



ITU-T stands for International Telecommunications Union — standardization sector. Until 1989, ITU-T was previously called CCITT — International Telegraph and Telephone Consultative Committee.
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developing their recommendation X.400 for a message handling system (MHS) based on a ‘post office’ system of storage-and-retrieval. However, apart from some of the ideas which were assumed into the IP-based standards, X.400-based systems have largely disappeared. The domain name system (DNS) established the familiar email addresses with the @symbols. The domain is the part of the email address which appears after the @-symbol. The domain name identifies the post office where the users incoming email is stored in his postbox. The name or number which appears before the @-symbol identifies the individual user within this post office domain 4 . The use of a domain name means that the user does not have to remember the 12-digit Internet address of the relevant post office (e.g., 255.255.164.101). The domain name is usually split into at least two parts, separated by a full stop or ‘dot’. The first part (before the ‘dot’) is the name part (typically a company name). The second part (after the ‘dot’) is the domain name type (e.g., ‘com’ = commercial, ‘edu’ = education, ‘gov’ = government, ‘net’ = network, ‘org’ = organization, ‘tv’ = television etc.). Thus a well-known domain name is @microsoft.com. ‘microsoft’ tells you the name of the company, and ‘.com’ tells you that this company has registered its domain name on the ‘com’ root server, which is intended for ‘commercial’ entities. Microsoft could have chosen to register itself as ‘.net’. There are no particular rules, but the idea is that the name should be easy to remember or to guess if you don’t know it beforehand. The domain name system (DNS) allows the relevant post office server to be found using a number of sequential steps. First, an enquiry to the relevant root server (e.g., the ‘.com’ server) is made. The root server is requested to provide the relevant Internet address of the ‘microsoft.com’ domain name server. A subsequent enquiry (in this case to the microsoft.com domain name server) reveals the actual network location of the relevant domain post office (i.e., email server and software). The mail can then be appropriately transmitted to the incoming mail postbox of the intended recipient, by using the Internet address which results from the above described address resolution process. Once the Internet address is known by a sending post office, it can be cached (i.e., stored), to prevent the network address (i.e., IP address) from having to be resolved from the domain name address every time a mail needs to be sent. There are a number of different domain name types and each has a corresponding root server. The main ones used originally had the 3-letter suffixes .com, .edu, .gov, .net, .org. But as demand for registering domains has grown, it has become necessary to add further root servers. The two-letter suffixes (e.g., .au (Australia), .de (Germany), .es (Spain) .fr (France), .jp (Japan), .nz (New Zealand), .uk (United Kingdom) and .us (United States)) are national root directories corresponding to the ISO standard two-letter country codes defined in ISO 31665 . These root directories are administered by national organisations, some of whom choose (e.g. the United Kingdom) to subdivide into the com/edu/gov/net/org categories by making three-part domain names, e.g., @microsoft.co.uk. The UK has chosen to shorten the initial three letter-symbols to two-letter ones (e.g., ‘com’ shortened to ‘co’ etc.). Other countries, meanwhile, use the full three letters, e.g., www.environment.gov.au. But some countries (e.g., France and Germany) have elected to simplify domain names by dispensing with the com/edu/gov/net/org subcategories. Thus common domain names used in France and Germany are of the format: @microsoft.fr and @microsoft.de. The user name part of the email address (appearing before the @-symbol) may include the 26-letter roman alphabetic and/or arabic numeral characters plus the ‘dot’(.) character. Usually the post office (or email) administrator of the company likes to choose a standard format for all the users within the domain (e.g., bill.gates or bgates etc.), so that a typical email address 4 A domain is defined to be ‘the part of a computer network in which the data processing resources are under common control’ (e.g., a particular enterprise’s network). A domain name server undertakes the task of resolving the ‘easily rememberable’ domain names of devices to the exact port addresses (IP addresses) where they are connected to the network. 5 See Appendix 3.
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might appear: [email protected]. Incidentally, you may have noticed that some people have their email addresses printed on their business cards including capital or upper-case letters, e.g., [email protected]. This is acceptable, but unimportant. This is simply the same address as [email protected], since Internet addresses are case-insensitive.



1.19 html, WindowsNT and the Worldwide Web The Worldwide Web (www or simply web) was an invention of the 1990s. The first version of html (hypertext markup language) was drafted in 1990, primarily for allowing scientific papers to be published in a formatted page layout and subsequently cross-referenced and researched by other remote users. Html 1.0 included six levels of heading, character attributes, quotations, source code listings, list and hyperlinks to other documents and images. A real boost came in 1993 when the Mosaic graphical web Browser appeared (developed by Marc Andreessen and Eric Bina). The Navigator browser of the Netscape Communications Corporation followed in 1994. The WindowsNT (NT stands for ‘new technology’) operating system introduced by Microsoft in 1993 greatly improved the inter-networking capabilities of LANs by making their servers easily reachable using the Internet protocol. Within two years the computing world was speaking IP. The critical technology of the Worldwide Web (www): hypertext markup language version 2 (html/2.0) and the hypertext transfer protocol (http/1.0) was developed by Tim Berners-Lee of CERN (European Organisation for Nuclear Research) in 1995. Immediately, Microsoft’s Internet Explorer was released, and included with the Windows95 operating system for PCs. The most widely used initial version of html, version 3.2, was developed by cooperation between IBM, Microsoft, Netscape, Novell, SoftQuad, Spyglass and Sun Microsystems. Html version 3.2 included tables, applets (mini-programs running within a webpage), text around images, super and subscripts, frames, ‘ActiveX’ controls, etc. Following this, the web was ready to boom. WindowsNT gained powerful capabilities for acting as a web server (i.e., a computer, connected to the Internet, where the web pages of a given web domain are stored). Sun Microsystems adapted its Java programming language to enable it to be plugged in to browsers and web pages as applets. Such applets allow a web-page to be ‘interactive’ and alive with animation.



1.20 Internet addresses and domain names In the Internet world there are two three types of addresses which are important to distinguish between. The three are: • Internet addresses. These have the form of four numbers, each between 1 and 255, separated by ‘dots’. (e.g., 255.255.164.101) and identify end-points in the Internet network itself. An Internet address is necessary for all communication across the Internet but may be invisible to the end-user, having been resolved by enquiry to a root server or domain name server as we discussed earlier in the chapter. • Worldwide Web addresses. These have the domain name form http://www.companyname.com. They identify world wide websites, characterised by a domain name and the individual web pages which users of the Worldwide Web (www) may browse. In order for the user’s browser to contact the appropriate server, the domain name must first be resolved into the Internet address of the server by enquiries made to the root server and domain name server.
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• Email addresses. These have the form [email protected] and allow an email to be delivered to the correct post office and ultimately the correct incoming mailbox of the intended recipient. Like the corresponding worldwide address, the Internet address of the recipient’s post office must first be resolved by querying the relevant root server and domain name server. For this reason the addresses are sometimes known as email alias addresses. The administration and registration of both Internet addresses and domain names are carried out by a number of international and national organisations. The best-known of these and their web addresses are as follows: • • • • •



InterNIC (Internet Network Information Centre) Internet Assigned Numbers Authority (IANA) RIPE (Reseaux IP Europ´eens) ARIN (American Registry for Internet Numbers) APNIC (Asia Pacific Network Information Centre)



www.internic.net www.iana.net www.ripe.net www.arin.net www.apnic.net



1.21 What are ISPs (Internet service providers) and IAPs (Internet access providers)? An Internet service provider (ISP) is a company which provides its customers with an account for accessing the Internet. The best-known and most used ISPs are AOL (America Online), BTInternet (British Telecom), CompuServe, T-Online (Deutsche Telekom) and wanadoo.fr (France Telecom). An ISP typically distributes CD-ROMs (Compact Disk — Read Only Memory) with browser and other Internet software. When you subscribe to a given ISP’s service, you typically are directed to his home page each time you log on. An Internet access provider (IAP) is a company which provides the network service (usually a dial-up service, but it can be a leaseline or a cable modem or a DSL (digital subscriber line)) for connecting the Internet user (often called a ‘surfer’) to the server of his ISP, where he or she gains access for browsing the Internet. Many ISPs operate their own user access networks, so that ISP and IAP are the same company. But in other cases the IAP is subcontracted by the ISP. Thus, for example UUNET (part of WorldCom) provides the IAP service for AOL. Similarly, in Germany, Deutsche Telekom is the IAP for T-Online (Deutsche Telekom’s ISP subsidiary).



1.22 The emergence of ebusiness With the Worldwide Web (www) in existence and a plethora of ISPs (Internet service providers) to promote it, the use of the Internet boomed from 1995. Companies turned their attention to how they could streamline their business, or launch into new forms of ebusiness (electronic business — conducted via the Worldwide Web). Cisco, one of the leading manufacturers of Internet networking equipment, takes most of its orders via the web! Meanwhile the marketing machine got to work. Companies changed their names to include the @-symbol, and to use only lower-case characters in keeping with the egeneration. Educational bodies introduced courses via the Internet as a basis for elearning and governments launched into egovernment. Where will it lead? Who knows?



2 Fundamentals of Data Communication and Packet Switching ‘Data’, a plural noun, is the term used to describe information which is stored in and processed by computers. In this chapter we how such data (computer text or graphics) are represented electronically and explain the basic physical principles and practicalities of telecommunications line transmission. We explain binary code, ASCII, EBCDIC, pixels and graphics arrays, computer-to-network interfaces, digital transmission, modems, synchronisation, the basics of packet switching and the measures necessary to avoid data communications errors.



2.1 The binary code Binary code is the means used by computers to represent numbers. Normally, we as humans quote numbers in decimal (or ten-state) code. A single digit in decimal code may represent any of ten different unit values, from nought to nine, and is written as one of the figures 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. Numbers greater than nine are represented by two or more digits: twenty, for example, is represented by two digits, 20, the first ‘2’ indicating the number of ‘tens’, so that ‘twice times ten’ must be added to ‘0’ units, making twenty in all. In a three digit decimal number, such as 235, the first digit indicates the number of ‘hundreds’ (or ‘ten times tens’), the second digit the number of ‘tens’ and the third digit, the number of ‘units’. The principle extends to numbers of greater value, comprising four or indeed many more digits. Consider now another means of representing numbers using only a two-state or binary code system. In such a system a single digit is restricted to one of two values, either zero or one. How then are values of 2 or more to be represented? The answer, as in the decimal case, is to use more digits. ‘Two’ itself is represented as the two digits one-zero, or ‘10’. In the binary code scheme, therefore, ‘10’ does not mean ‘ten’, but ‘two’. The rationale for this is similar to the rationale of the decimal number system with which we are all familiar. In decimals the number one thousand three hundred and forty-five is written ‘1345’. The rationale is (1 × 103 ) + (3 × 102 ) + (4 × 10) + 5
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the same number in binary requires many more digits, as follows. 1345 (decimal) = 10101000001 (binary) 1345 (decimal) = 10101000001 (binary)



= + + + + + + + + + +



(binary) 1 0 1 0 1 0 0 0 0 0 1



x210 x29 x28 x27 x26 x25 x24 x23 x22 x2



(decimal) 1024 + 0 + 256 + 0 + 64 + 0 + 0 + 0 + 0 + 0 + 1 = 1345



Any number may be represented in the binary code system, just as any number can be represented in decimal. All numbers, when expressed in binary consist only of 0s and 1s, arranged as a series of Binary digITS (in the jargon: bits). The string of bits of a binary number are usually suffixed with a ‘B’, to denote a binary number. This prevents any confusion that the number might be a decimal one. Thus 41 (forty-one in decimal) is written ‘101001B’.



2.2 Electrical or optical representation and storage of binary code numbers The advantage of the binary code system is the ease with which binary numbers can be represented electrically. Since each digit, or bit, of a binary number may only be either 0 or 1, the entire number can easily be transmitted as a series of ‘off’ or ‘on’ (sometimes also called space and mark ) pulses of electricity. Thus forty-one (101001B) could be represented as ‘onoff-on-off-off-on’, or ‘mark-space-mark-space-space-mark’. The number could be conveyed between two people over quite a distance, transmitting by flashing a torch, either on or off, say every half second, and receiving using binoculars. Figure 2.1 illustrates this simple binary communication system in which two binary digits (or bits) are conveyed every second. The speed at which the binary code number, or other information can be conveyed is called the information conveyance rate (or more briefly the information rate). In this example the rate is 2 bits per second, usually shortened to 2 bit/s.



Figure 2.1



A simple binary communication system.



ASCII (American standard code for information interchange)
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Figure 2.1 illustrates a simple means of transmitting numbers, or other binary coded data by a series of ‘on’ or ‘off’ electrical or optical states. In fact, the figure illustrates the basic principle of modern optical fibre transmission. As well as providing a means for bit transmission across the communications medium, a telecommunications system also usually provides for temporary data storage. At the sending end the data has to be stored prior to transmission, and at the receiving end data may have to ‘wait’ momentarily before the final receiving device or computer program is ready to accept it.



2.3 Using the binary code to represent textual information The letters of the alphabet can be stored and transmitted over binary coded communications systems in the same way as numbers, provided they have first been binary-encoded. There have been four main binary coding systems for alphabetic text. In chronological order these are the Morse code, the Baudot code (used in telex, and also known as international alphabet IA2 ), EBCDIC (extended binary coded decimal interchange code), and ASCII (American (national) standard code for information interchange, also known as international alphabet IA5 ).



2.4 ASCII (American standard code for information interchange) As a 7-bit binary code for computer characters, ASCII (American standard code for information interchange) [pronounced ‘Askey’] was invented in 1963 and is the most important code. The original code (Tables 2.1 and 2.2) encompassed not only the alphabetic and numeric characters (which had previously also been catered for by the Morse code and the Baudot code but Table 2.1 The original 7-bit ASCII code (International alphabet IA5)
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Fundamentals of data communication and packet switching Table 2.2 ASCII character ACK BEL BS CAN CR DC1 DC2 DC3 DC4 DEL DLE EM ENQ EOT ESC ETB ETX FF FS GS HT LF NAK NUL RS SI SO SOH STX SUB SYN US VT



ASCII control characters Meaning Acknowledgement Bell Backspace Cancel Carriage Return Device Control 1 Device Control 2 Device Control 3 Device Control 4 Delete Data Link Escape End of Medium Enquiry End of Transmission Escape End of Transmission Block End of Text Form Feed File Separator Group Separator Horizontal Tab Line Feed Negative Acknowledgement Null Record Separator Shift In Shift Out Start of Header Start of Text Substitute Character Synchronisation character Unit Separator Vertical Tab



also a range of new control characters as needed to govern the flow of data in and around the computers. An adapted 8-bit version of the code, developed by IBM and sometimes called extended ASCII is now standard in computer systems, the most commonly used code used is the 8-bit ASCII code corresponding to the DOS (disk operating system) code page 437. This is the default character set loaded for use in standard PC keyboards, unless an alternative national character set is loaded by means of re-setting to a different code page. The extended 8-bit ASCII code (international alphabet IA5 and code page 437) is illustrated in Table 2.3. The ‘coded bits’ representing a particular character, number or control signal are numbered 1 through 8 respectively (top left-hand corner of Table 2.3). These represent the least (LSB) (number 1) through most significant bits (MSB) (number 8) respectively. Each alphanumeric character, however, is usually written most significant bit (i.e., bit number 8) first. Thus the letter C is written ‘01000011’. But to confuse matters further, the least significant bit is transmitted first. Thus the order of transmission for the letter ‘C’ is ‘11000010’ and for the word ‘ASCII’ is as shown in Figure 2.2.



ASCII (American standard code for information interchange) Table 2.3



Extended ASCII code (as developed for the IBM PC; code page 437)



Figure 2.2



Transmission of bits to line, most significant bit first.
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Table 2.3 shows the 256 characters of the standard set, listing the binary value (the ‘coded bits’) used to represent each character. The decimal value of each character (in the top lefthand corner of each box), appears for reference as well, since some protocol specification documents refer to it rather than the binary value. The hexadecimal values shown in Table 2.3 have the same numerical value as the binary and decimal equivalents in the same ‘cell’ of the table, but are simply expressed in base 16 (as opposed to base 2 for binary or base 10 for decimal). Computer and data communications specialists often prefer to talk in terms of hexadecimal values, because they are easier to remember and much shorter than the binary number equivalent. It is also very easy to convert from a binary number to its equivalent hexadecimal value and vice versa1 . Hexadecimal notation is used widely in Internet protocol suite specifications. Hexadecimal number values are usually preceded with ‘0x’ or suffixed with an ‘H’. Thus the binary value 0100 1111B (decimal value 79 and ASCII character ‘O’) can be written as a hexadecimal value either as 0x4F or as 4F H. It was convenient to extend the original ASCII code (which used a standard length of 7 bits) to 8 bits (of the extended ASCII code) for three reasons: First, it allowed additional characters to be incorporated corresponding to the various European language variations on the roman character set (e.g., a¨ , a˚ , aˆ , α, c¸ , e´ , e` , n˜ , ø, o¨ , u¨ , ß, etc). Second, it also allowed the addition of a number of graphical characters to control the formatting of characters (e.g., ‘bold’, ‘italics’, ‘underlined’, ‘fontstyle’, etc.) as well as enabling simple tables to be created. Third, it is convenient for computer designers and programmers to work with the standard character length of 1 byte (8 bits). The memory and processing capabilities of a computer are designed and expressed in terms of bytes, Megabytes (1 Mbyte = 1024 bytes = 8192 bits) and Gigabytes (1 Gigabyte = 1024 × 1024 bytes = 8 388 608 bits). As well as the 8-bit IBM PC-version of ASCII, there are a number of other 8-bit extended ASCII codes including the text/html code (ISO 8859-1) which we shall encounter in Chapter 11 (Table 11.7) and the Microsoft Windows Latin-1 character set (code page 1252) detailed in Appendix 1). The different character sets are adapted for slightly different purposes. In addition, a 16-bit (2 byte) character set which is based on ASCII but correctly called unicode has also been developed as a general purpose character set. Unicode allows computer programs to represent all the possible worldwide characters without having to change between code sets (Arabic, Chinese, Greek, Hebrew, Roman, Russian, Japanese, etc.) and is sometimes used in multilingual computer programs. But under normal circumstances, an 8-bit version of ASCII is used instead of unicode in order to keep the storage needed for each character down to only 8-bits.



2.5 EBCDIC and extended forms of ASCII EBCDIC (extended binary coded decimal interchange code) (pronounced ebb-si-dick) is an alternative 8-bit scheme for encoding characters, and is the main character set used by IBM mainframe computers. The 8-bit EBCDIC code existed before the ASCII code was extended to 8 bits and afforded the early IBM mainframes the scope of 128 extra control characters. 1 In the hexadecimal (or base 16) numbering scheme the digits have values equivalent to the decimal values 0–15. These digits are given the signs 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E and F respectively. Thus ‘A’ represents the decimal value ‘ten’, ‘B’ represents ‘eleven’ and so on, up to ‘F’ which represents ‘fifteen’. The conversion of hexadecimal digits into binary values is easy, since each digit in turn can be progressively replaced by four binary digits. Thus the value 0H (hexadecimal) = 0000B (binary), 1H = 0001B, 2 H = 0010B, 3H = 0011B, 4H = 0100B, 5H = 0101B, 6H = 0110B, 7H = 0111B, 8H = 1000B, 9H = 1001B, AH = 1010B, BH = 1011B, CH = 1100B, DH = 1101B, EH = 1110B and FH = 1111B. Surprisingly, perhaps, even multiple digit hex (hexadecimal) numbers can be converted easily to binary. So, for example the hex value 9F is equivalent to the binary number 1001 1111.



Use of the binary code to convey graphical images
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In the case that an IBM mainframe receives an ASCII-coded file from another computer, the character set needs to be converted using a translation program. This is the presentation layer functionality we discussed in Chapter 1.



2.6 Use of the binary code to convey graphical images Besides representing numerical and alphabetical (or textual) characters, the binary code is also used to transmit pictorial and graphical images as well as complex formatting information. This information is typically processed by the computer graphics card. Pictures are sent as binary information by sending an 8-bit number (a value between 1 and 256) to represent the particular colour and shade (from a choice of 256) of a miniscule dot, making up a part of the picture. The picture itself is an array of dots. Typically a video graphics array (VGA) card supports an array of 640 dots width and 480 dots high (a so-called resolution of 640 × 4802 picture elements or pixels). Put all the coloured dots together again in the right pattern (like an impressionist painting) and the picture reappears. This is the principle on which computer images are communicated. Send a series of pictures, one after the other at a rate of 25 Hz (25 picture frames per second) and you have video signal. Figure 2.3 illustrates the principle of creating a computer graphic. In our example, the letters ‘VGA’ appear in a graphic array of 25 dots width and 16 dots height. Each dot (correctly called a pixel — a picture element) in our example is either the colour ‘black’ or ‘white’. We could thus represent each pixel with a single bit, value 1 for black and 0 for white. For each of the 400 pixels in turn, we code and send a single bit, according to the colour of the picture we wish to send. We start at the top left-hand corner and scan across each line in turn. So that in binary (usually called digital code) our picture becomes: 00000 00000 01000 01000 01000 00100 00100 00100 00010 00010 00010 00001 00001 00001 00000 00000



00000 00000 00100 00101 00101 01001 01001 01001 10001 10001 10001 00001 00001 00000 00000 00000



00000 00000 11111 00000 00000 00000 00000 00000 00000 00111 00000 00000 00000 11111 00000 00000



00000 00000 00000 10000 10000 00001 00001 00001 00010 10011 10010 10100 10100 00100 00000 00000



00000 00000 10000 10000 10000 01000 01000 01000 00100 11100 00100 00010 00010 00010 00000 00000



In the binary code format the image is much harder to pick out than on the ‘screen’ of Figure 2.3! In fact, it would have been even harder if we were not to have typed the bits in the convenient array fashion, but instead had printed them as a continuous line of 400 characters — which is as they appear on the ‘transmission line’ between the PC graphics card and the screen. On reflection, it might seem rather strange, given our previous discussion about the ASCII code — in which the three letters ‘VGA’ could be represented by 24 bits (01010110 01000111 2



Alternative, commonly used VGA picture sizes are 800 × 600 pixels and 1024 × 768 pixels.



36



Fundamentals of data communication and packet switching



Figure 2.3



An example of a video graphic array (VGA) comprising 25 × 16 picture elements (pixels).



01000001), that we should now find ourselves requiring 400 bits to represent the same three letters! How have we come to need an extra 376 bits, you might ask? The reason is that the form in which we wish to present the three letters (on a video screen, to a computer user) requires the 400-bit format. The conversion of the 24-bit format into the 400-bit format is an example of the OSI model presentation layer function, as discussed in Chapter 1. Such a conversion is typically part of the function carried out by the computer graphics card. But in reality, most modern computer graphics images are not a mere ‘black and white’ image of only 400 bits for a 25 × 16 pixel matrix. Instead the colour of each pixel is usually represented by between 1 and 4 bytes of code (representing between 256 and 43 million colours) and most computer screens nowadays are arrays of either 640 × 480 pixels, 800 × 600 pixels or 1024 × 768 pixels, so that a single ‘screenshot image’ may correspond to 3 Mbytes (1024 × 768 × 4 = 3.1 million bits) of data.



2.7 Decoding binary messages — the need for synchronisation and for avoiding errors Next, we consider the challenge posed by the decoding of a binary message at the receiver end of a connection, and also the problems caused by errors introduced during the communication. Let us consider sending a short message, containing the single word ‘Greeting’. Coding each of the letters into ASCII using the table of Table 2.3 we derive a bit sequence as follows, where the right-hand bit should be sent first: s g 01110011 01100111 last bit to be sent



n 01101110



i 01101001



t 01110100



e 01100101



e 01100101



r G 01110010 01100111 first bit to be sent



All well and good: easy to transmit, receive and decode back to the original message. But what happens if the receiver incorrectly interprets the ‘idle’ signal which is sent on the line (value ‘0’) prior to the first ‘1’ bit of the real message as a leading bit of value ‘0’? In this case, an extra ‘0’ appears at the right-hand end of our bit string and all the other bit values are shifted one position to the left. The pattern decoded by the receiver will be as below. Now the meaning of the decoded message is gibberish! [decoded message:



]



Digital transmission last bit received 11100110 11001110 [last bit lost]



11011100



11010010



µ



11101000



11001010



11001010
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first bit received 11100100 11001110 [extra ‘0’ assumed] 



Our example illustrates perfectly the need for maintaining synchronisation between the transmitter and the receiver, in order that both take the same bit as the first of each byte. We shall return to the various methods of ensuring synchronism later in the chapter. But first, let us also consider the effect of errors. Errors are bits which have changed their value during conveyance across a network. They may be caused by a large number of different reasons, some of which we shall consider later in the chapter. If the three underlined errors below occur in the original code for ‘Greetings’, then the received message is corrupted. Unfortunately, the result may not obviously be corrupted gibberish, but may instead appear to be a ‘valid’ message. In this example, rather than pleasing our recipient with ‘Greetings’, we end up insulting him with the message ‘Greedy∼gs’! s g 01110011 01100111 last bit to be received



01111110



y d e 01111001 01100100 01100101 errors underlined



e 01100101



r G 01110010 01100111 first bit to be received



There is a clear need to minimise errors. We do this by ensuring that the quality of the transmission lines we use is very high. The quality we measure in terms of the bit error ratio (BER). In our example we had three bit errors in a total of 9 × 8 = 72 bits, a bit error ratio (BER) of 4%. This would be an unacceptably high BER for a modern data network, most of which operate in the range BER = 10−7 to 10−9 (1 error in 10 million or 1000 million bits sent). In addition to using very high quality lines, data protocols also usually include means for detecting and correcting errors. These methods are called error detection or error correction codes. The simple fact is that we cannot afford any corruptions in our data!



2.8 Digital transmission We have learned how we can code textual, graphic, video and other types of computer data into binary code — in particular into 8-bit blocks of binary code which we call bytes. And we have seen how we can convey this data across a communications medium by means of digital transmission — essentially turning the electricity or light on the line either ‘on’ (to represent binary value ‘1’) or ‘off’ (to represent binary value ‘0’). Digital transmission media which operate according to this basic principle include: • the serial ports of computers and the local connection lines connected to them; • local area networks (LANs); • digital leaselines (including all PDH (plesiochronous digital hierarchy), SDH (synchronous digital hierarchy) and SONET (synchronous optical network) type lines. . . e.g., lines conforming to RS-232, V.24, X.21, G.703, ‘64 kbit/s’, ‘128 kbit/s’, ‘E1’, ‘T1’, ‘E3’, ‘T3’, ‘STM-1’, ‘OC-3’, etc); • digital radio links; • digital satellite connections; • point-to-point fibre optic transmission. In reality, however, the transmission on digital line systems is rarely a simple two-state ‘on-off’ process. For the purpose of line synchronisation and error avoidance it is instead normal to use
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a line code. We shall discuss shortly what a line code is and how it works, but beforehand we need to understand signal modulation. Modulation is the technical term used to describe how real transmission media can be made to carry data and other digital signals. The discussion will help us to understand some of the causes of bit errors.



2.9 Modulation of digital information over analogue media using a modem A modem is a device which can be connected to the serial port of a computer, to convert the digital data information arising within the computer into a form suitable to be conveyed across an analogue telecommunications medium (a line or network such as the telephone network). The word modem is a derivation from the two words MODulator and DEModulator. The first modem was invented in 1956 by AT&T Bell Laboratories. Three basic data modulation techniques are used in modems for converting digital computer data into a form suitable for carriage across various types of media. There are also more sophisticated versions of each modulation type and even hybrid versions, combining the various techniques.



Amplitude modulation (AM) Modems employing amplitude modulation (AM) alter the amplitude of the carrier signal between a set value and zero (effectively ‘on’ and ‘off’) according to the respective value ‘1’ or ‘0’ of the modulating bit stream. This form of digital modulation is correctly called onoff-keying (OOK). OOK was the technique which was used in the earliest modems and is also widely used in modern optical fibre transmission — where a laser or LED (light-emitting diode) light source is switched ‘on’ and ‘off’. Figure 2.4 illustrates an example of OOK in which the carrier signal (of frequency f1 ) is simply switched on and off. Alternatively, two different, non-zero values of amplitude may be used to represent ‘1’ and ‘0’, as in the case of Figure 2.5c.



Figure 2.4



On-off keying form of amplitude modulation.



Modulation of digital information over analogue media using a modem



39



Figure 2.5 Amplitude modulation (AM).



For amplitude modulation to work correctly, the frequency of the carrier signal must be much higher than the highest frequency of the information signal. (This ensures that the ‘peaks and troughs’ of the carrier signal (Figure 2.5a) are more frequent than the ‘peaks and troughs’ of the information signal (Figure 2.5b), thus enabling the carrier signal to ‘track’ and record even the fastest changes in the information signal. The carrier signal is the high pitched tone which computer users will be familiar with listening to, when they make a ‘dial-up’ connection from their PC and their modem ‘synchronises’ with the partner device at the other end of the line. Amplitude modulation (AM) is carried out simply by using the information signal (i.e., user data) to control the power of a carrier signal amplifier.



Frequency modulation (FM) In frequency modulation (Figure 2.6a), it is the frequency of the carrier signal that is altered to reflect the value ‘1’ or ‘0’ of the modulating bit stream (the information signal ). The amplitude and phase of the carrier signal are otherwise unaffected by the modulation process.



Figure 2.6



Frequency modulation (FM) and frequency shift keying (FSK).
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If the number of bits transmitted per second is low, then the signal emitted by a frequency modulated modem is heard as a ‘warbling’ sound, alternating between two frequencies of tone. Modems using frequency modulation for coding of digital signals are more commonly called FSK, or frequency shift key modems. A common form of FSK modem uses four different frequencies (or tones), two for the transmit direction and two for the receive. The use of four separate frequencies allows simultaneous sending and receiving (i.e., duplex transmission) of data by a modem, using a single bi-directional medium (i.e., using a ‘two-wire’ circuit rather than a ‘four-wire’ circuit comprising separate circuits or ‘pairs’ for ‘transmit’ and ‘receive’ directions). A further form of FSK, called 4-FSK also uses four frequencies, but all four in each direction of transmission. The use of four frequencies allows one of four different ‘two-bit combinations’ to be transmitted. Thus a single pulse of tone conveys 2 bits of information (Figure 2.6b). In this case the information rate (the number of bits carried per second — in the example of Figure 2.6b the rate is 2 bits/s) is higher than the Baud rate (the number of changes in carrier signal tone per second (in our example, the Baud rate is 1 Baud ). This is an example of multilevel transmission, which we shall return to later.



Phase modulation In phase modulation (Figure 2.7), the carrier signal is advanced or retarded in its phase cycle by the modulating bit stream (the information signal). The frequency and amplitude of the carrier signal remain unchanged. At the beginning of each new bit, the signal will either retain its phase or change its phase. In the example of Figure 2.7, the initial signal phase represents value ‘1’ and the change of phase by 180◦ represents next bit ‘0’. In the third bit period the value to be transmitted is ‘1’ and does not therefore require a phase change. This is often confusing to newcomers of phase modulation, since as a result the absolute phase of the signal in both time period 2 and 3 is the same, even though it represents different bit values of the second and third bits. It is important to remember that the coding of digital signals using phase modulation (often called phase shift keying or PSK ) is conducted by comparing the signal phase in one time period to that in the previous period. It is not the absolute value of the signal phase that is important in phase modulation, rather the phase change that occurs at the beginning of each time period. Figure 2.8 illustrates an advanced form of phase shift keying called 4-PSK or quarternary phase shift keying (QPSK). Just as in Figure 2.7, it is the phase change at the beginning of



Figure 2.7



Phase modulation (PM) or phase shift keying (PSK).
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Figure 2.8
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4-PSK or QPSK (quarternary phase shift keying).



each bit and not the absolute phase which counts. Like the example of 4-FSK we discussed in Figure 2.6, QPSK is an example of multilevel transmission, which we discuss next.



High bit rate modems and ‘multilevel transmission’ The transmission of high bit rates can be achieved by modems in one of two ways. One is to modulate the carrier signal at a rate equal to the high bit rate of the modulating signal. This creates a signal with a high Baud rate. (The rate (or frequency) at which we fluctuate the carrier signal is called the Baud rate.) The difficulty lies in designing a modem capable of responding to the line signal changes at the high Baud rate. Fortunately an alternative method is available in which the Baud rate is lower than the bit rate of the modulating bit stream (the so-called information rate). The lower Baud rate is achieved by encoding a number of consecutive bits from the modulating stream to be represented by a single line signal state. The method is called multilevel transmission, and is most easily explained using diagrams. Figures 2.7 and 2.9 both
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illustrate a bit stream of 2 bits per second (2 bit/s) being carried respectively by 4-FSK and 4-PSK modems, both of which use four different line signal states. Both modems are able to carry the 2 bits/s information rate at a Baud rate of only 1 per second (1 Baud). The modem used in Figure 2.6 achieves a lower Baud rate than the bit rate of the data transmitted by using each of the line signal frequencies f1, f2, f3 and f4 to represent two consecutive bits rather than just one. The modem used in Figure 2.8 achieves the same endresult using four different possible phase changes. In both cases it means that the modulated signal ‘sent to line’ is always slightly delayed relative to the original source data signal. There is a signal delay associated with multilevel transmission. In the examples of Figures 2.7 and 2.9, the delay is at least 1 bit duration, since the first of each ‘pair’ of bits cannot be sent to line until its ‘partner’ bit arrives. But the benefit of the technique is that the receiving modem will have twice as much time to detect and interpret each bit of the received datastream. Multi-level transmission is invariably used in the design of very high bit rate modems.



Modem ‘constellations’ Modem constellation diagrams assist in the explanation of more complex amplitude and phaseshift-keyed (PSK) modems. Figure 2.9a illustrates a modem constellation diagram composed of four dots. In fact, it is the constellation diagram for a 4-PSK modem with absolute signal phase values of +45◦ , +135◦ , +225◦ and +315◦ . Each dot on the diagram represents the relative phase and amplitude of one of the four allowed line signals generated by the modem. The distance of the dot from the origin of the diagram axes represents the amplitude of the signal, and the angle subtended between the X-axis and a line from the ‘point of origin’ of the diagram represents the signal phase. In our example, each of the four optional signal states have the same amplitude (i.e., all the points are the same distance from the point of origin). Figures 2.9b and 2.9c illustrate signals of different signal phase. Figure 2.9b shows a signal of 0◦ phase: the signal starts at zero amplitude and increases to maximum amplitude.



Figure 2.9



Modem constellation diagram of an example 4-PSK modem.



Modulation of digital information over analogue media using a modem



Figure 2.10
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Modem constellation diagram for the 4-PSK modem also shown in Figure 2.8.



Figure 2.9c, by contrast, shows a signal of 90◦ phase, which commences further on in the cycle (in fact, at the 90◦ phase angle of the cycle). The signal starts at maximum amplitude but otherwise follows a similar pattern to Figure 2.9b. Signal phases, for any phase angle between 0◦ and 360◦ could similarly be drawn. Returning to the signals represented by the constellation of Figure 2.9a we can now draw each of them, as shown in Figure 2.9d. The phase changes (which may be signalled using the modem illustrated in Figure 2.9) are 0◦ , +90◦ , +180◦ and +270◦ . But it is not the same modem as that illustrated in Figure 2.8, because the absolute signal phases are not the same. For comparison, the constellation diagram of the 4-PSK modem of Figure 2.8 is shown in Figure 2.10.



Quadrature amplitude modulation (QAM) We are now ready to discuss a complicated but common modem modulation technique known as quadrature amplitude modulation (QAM). QAM is a technique using a complex hybrid of phase (or quadrature) as well as amplitude modulation, hence the name. Figure 2.11 shows an eight-state form of QAM (8-QAM) in which each line signal state represents a 3-bit signal (values nought to seven in binary can be represented with 3 bits). The eight signal states are a combination of four different relative phases and two different amplitude levels. The table in Figure 2.11a relates the individual 3-bit patterns to the particular phases and amplitudes of the signals that represent them. The fourth column of the table illustrates the actual line signal pattern that would result if we sent the signals in the table consecutively as shown. Figure 2.11b shows the constellation of this particular modem. To finish off the subject of modem constellations, Figure 2.12 presents, without discussion, the constellation patterns of a couple of very sophisticated modems, specified by ITU-T recommendations V.22 bis and V.32. As in Figure 2.11, the constellation pattern would allow the interested reader to work out the respective 16 and 32 line signal states. Finally, Table 2.4 lists some of the common modem types and their uses. When reading the table, bear in mind that synchronous and asynchronous operation is to be discussed later in the chapter, and that half duplex means that 2-way transmission is possible but only one direction of transmission is possible at any particular instant of time. This differs from simplex operation where only one-way transmission is possible.
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Note: Each signal in the fourth column of the table in Figure 2.11a is shown phase state relative to the signal in the box above immediately above it. Remember that it is the phase change and not the absolute phase that is important.



Figure 2.11 Constellation diagram of an example 8-QAM modem.



Figure 2.12 Modem constellations of ITU-T recommendations V.22bis and V.32.



2.10 Detection and demodulation — errors and eye patterns No matter which transmission medium and modulation scheme is used, some kind of detector or demodulator is necessary as a receiver at the destination end of a communication link.



Modulation type



FSK PSK QAM FSK



4-PSK 4-PSK 8-PSK 8-PSK 16-QAM QAM QAM QAM QAM AM



AM



AM



—



Modem type (ITU-T recommendation)



V.21 V.22 V.22 bis V.23



V.26 V.26 bis V.27 V.27 ter V.29 V.32 V.32 bis V.33 V.34 V.35



V.36



V.37



V.42 —



72 000



48 000



2400 2400/1200 4800 4800 9600 up to 9600 up to 14 400 14 400 28 800 48 000



up to 300 1200 2400 600/1200



Convert synchronous to asynchronous format



Wideband



Wideband



S S S S S S or A S or A S or A S or A Wideband



A S or A S or A A



Synchronous (S) or asynchronous (A) operation Full or half duplex



—



Full



Full



Full Full Full Full Half Full Half Half Half Full Full Full Full Full Full



Common modem types and related functions



Bit speed (bit/s)



Table 2.4



(continued overleaf )
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56 000 up/



64 000 64 000
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QAM



QAM



33 600 down QAM QAM



—
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V.43 V.44



V.54



V.61



V.90



V.91 V.92



V.130



V.300 128 000 or 144 000



—



4800 to 14 400



—



up to 30 kbit/s in association with V.32 modem — —



—



V.42 bis



Bit speed (bit/s)



Modulation type
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4 w digital leaseline 2 w telephone line
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Data flow control Data compression procedure Loop test device and procedure for modems 2 w telephone line



Data compression technique



Circuit type required



46 Fundamentals of data communication and packet switching



Detection and demodulation — errors and eye patterns



47



For on-off keying (OOK) or similar techniques the term detector is most commonly used, otherwise the device at the end of an analogue medium is called a demodulator. Both have to perform a similar ‘decision-making function’ based on each bit received and some kind of threshold criterion. As you might imagine, the nice square-shaped signal initially transmitted across a digital transmission line (Figure 2.13a) gets rather degraded during its journey. By the time it reaches the receiver, having been subjected to attenuation, distortion and electrical noise, the signal (Figure 2.13b) may no longer be anything like the ‘square’ form original. The job of the detector is to determine, for each individual bit whether the received value is meant to represent binary value ‘0’ or a binary value ‘1’. It does this using a threshold decision criterion. In the example of Figure 2.13b the original signal values were amplitude ‘0’ and amplitude ‘1’, and the threshold criterion used at the detector is amplitude value ‘0.5’. If, at the relevant point in time corresponding to a particular bit (the so-called decision point), the amplitude of the received signal is less than 0.5, then this is detected as binary value ‘0’. Otherwise amplitude values higher than 0.5 are detected as binary value ‘1’. In the corresponding case of an analogue medium, a threshold criterion based on the nearest state point in the modem constellation pattern is used (see Figure 2.12). At the decision point corresponding to bit 9 of Figure 2.13b, the received signal has been distorted to such an extent that the detected value is ‘0’, rather than the original value ‘1’ sent. This results in a bit error in the received signal. The cause of the bit error is a combination of attenuation and distortion on the line. It might equally have been due to signal interference caused by electrical noise. But attenuation, distortion and noise are not the only causes of bit errors. . .



Figure 2.13



Digital signal detection, causes of signal degradation and received bit errors.
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Figure 2.14 Eye diagrams.



Figure 2.13c illustrates how bit errors arise if the transmitter and receiver are not exactly synchronised with one another. In our example, the transmitting bit rate is very slightly too low, compared with the rate of detection. Thus the transmitted signal (shown as the square pattern) is a slightly ‘stretched’ version of the intended signal. (The intended signal was that of Figure 2.13a.) By the time of the detector’s fifteenth decision point, the ‘stretched’ signal has slipped by a whole bit period — causing the fourteenth bit (value ‘0’) to be detected twice. This misleads the receiver into creating a new extra bit, also value ‘0’ between the original 14th and 15th bits. Such a slip would lead to the type of message corruption problem we discussed earlier (the ‘Greedy∼gs’/‘Greetings’ problem discussed in § 2.7). Jitter can also lead to bit errors, as Figure 2.13d illustrates. Jitter is the term used to describe signals transmitted with unequal time duration (i.e., some pulses are longer than others). Jitter usually arises because of the poor quality of the transmitting device, and is usually resolved at the equipment design stage, through choice of good quality components, and tested as part of equipment homologation or approvals testing. When trying to trace the source of bit errors, technicians often use oscilloscopes or other test equipment either to plot the constellation diagram (Figures 2.11 and 2.13) or to plot the eye diagram of a received signal (Figure 2.14). In an ‘ideal’ constellation diagram plot, each of the ‘dots’ representing the state points is sharply defined. But where noise or other disturbances are present on the line, the ‘dot’ gets spread over a larger area and appears ‘fuzzy’. An eye diagram, when displayed on an oscilloscope or other test equipment shows the actual pulse shapes of the bits being received. There are various characteristic shapes of the eye diagram (Figure 2.14) which help to pin down the various different sources of bit errors.



2.11 Reducing errors — regeneration, error detection and correction One of the simplest precautions used to eliminate errors during transmission is the technique of regeneration (Figure 2.15). A number of regenerators are placed at regular intervals along the length of a digital transmission line. Each regenerator detects the signal it receives and retransmits it as a sharp square wave signal. In this way, a perfect square signal is regenerated at regular points along the route. The distance between regenerators is chosen, so that comparatively little distortion of the digital pulses of the signal can take place during the relatively short hop between each pair of regenerators. In this way, major signal distortion is prevented, and so the chance of bit errors is drastically reduced.
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Figure 2.15 The principle of regeneration.



Note: As an aside, the example of Figure2.16 is some what unusual,since it would not be normal to send two simple parity bits, since the second parity bit does not provide much more information about errors beyond that already provided by the first.



Figure 2.16 The principle of error detection.



In addition to regeneration, which is generally used on all digital line systems, it is common in data communication also to apply error detection and/or error correction. Error detection is carried out by splitting the data to be sent up into a number of blocks. For each block of data sent, a number of error check bits are appended to the back end of the block (Figure 2.16). The error check bits (also sometimes called the FCS or frame check sequence) are used to verify a successful and error-free transmission of the data block to which they relate. In the example in Figure 2.16, the data block is 4 bytes long (32 bits) and there are two error check bits, including an even parity bit and an odd parity bit. The even parity bit is set so that the total number of bits of binary value ‘1’ within the data block and the parity bit (33 bits in total) is even. Since there are 17 bits of value ‘1’ in the data block, then the even parity bit is set to value ‘1’ to make the total number of ‘1’ values 18 and thus even. Similarly, the odd parity bit is set to make the total number of ‘1’ values odd. If on receipt of the new extended block, the total number of bits set at binary value ‘1’ does not correspond with the indication of the parity bits, then there is an error in the message. Sophisticated error detection codes even allow for the correction of errors. Forward error correction (FEC) codes allow an error (or a number of errors) in the data block to be corrected by the receiver without further communication with the transmitter. Alternatively, without using forward error correction, the detection of an error could simply lead to the re-transmission of the affected data block. Different data protocols either use parity checks, forward error correction (FEC), data retransmission or no error correction as their means of eliminating bit errors. Error detection and correction have nowadays become a sophisticated business. Standard means of error detection and correction are provided by cyclic redundancy checks (CRCs), Hamming codes, Reed-Solomon and Viterbi codes. These methods use extra bits and complex
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mathematical algorithms to dramatically reduce the probability of errors surviving detection and correction. They therefore greatly increase the dependability of transmission systems. The most common detection and correction technique used by data protocols intended for terrestrial networks are cyclic redundancy check codes, and we discuss these next.



Cyclic redundancy check (CRC) codes Error detection and correction codes can be divided into cyclic and non-cyclic codes. Cyclic codes are a special type of error correcting block code, in which each of the valid codewords 3 are a simple lateral shift of one another. To illustrate a cyclic code, let us consider a (10, 3) code (the codewords are 10 bits long in total, comprising 7 bits of user data and 3 error check bits). If we assume that the following is a valid codeword of our code: c=(1010100100) then c = (0 1 0 1 0 0 1 0 0 1) must also be a valid codeword, if the code is cyclic. (All bits are shifted one position to the left, with the extreme left-hand bit of the original codeword reinserted on the right-hand end. The other 8 codewords of this CRC are: c c c c
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Cyclic codes are capable of correcting larger numbers of errors within the data block than are non-cyclic codes. A CRC-n is an n-bit cyclic redundancy check code. The value of the code is set by first multiplying the data block by a given multiplier, then dividing (in binary, or modulo 2 ) the result of the multiplication by a generator polynomial. The remainder is used to set the value of the CRC field. A number of common CRC codes are shown in Table 2.5. Table 2.5 CRC-n type CRC-1 CRC-3 CRC-4 CRC-5 CRC-6 CRC-7 CRC-10 CRC-16



3



Common cyclic redundancy check (CRC) codes Field multiplier



x3 (in other words: 1000 Binary) x4 (10 000 B) x5 (100 000 B) x6 (1 000 000 B) x7 (10 000 000 B) x10 (10 000 000 000 B) x16 + x15 + x14 + x13 + x12 + x11 + x10 + x9 + x8 + x7 + x6 + x5 + x4 + x3 + x2 + x + 1 (11 111 111 111 111 111 B)



Generator polynomial (simple parity check) x3 + x + 1(1011 B) x4 + x + 1 (10 011 B) x5 + x4 + x2 + 1(110 101 B) x6 + x + 1 (1 000 011 B) x7 + x3 + 1 (10 001 001 B) x10 + x9 + x5 + x4 + x + 1 (11 000 110 011 B) x16 + x12 + x5 + 1 (10 001 000 000 100 001 B)



The codeword is a fancy name for the resulting pattern of bits which is transmitted after adding the error check bits. The codeword thus comprises both the original user data block (the first 32 bits of Figure 2.16) and the error check bits (the last 2 bits). One talks of (x, y) codewords, where x is the total number of bits in the codeword (in the case of Figure 2.16, x = 34) and y is the number of error check bits (y = 2 in Figure 2.16). Thus, the example of Figure 2.16 is a (34,2) codeword.
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Other well-known cyclic redundancy check codes include BCH (Bose-Chaudhuri-Hocquenhem) and Reed-Solomon codes.



2.12 Synchronisation The successful transmission of data depends not only on the accurate coding of the transmitted signal (e.g., using the ASCII code, as we discussed earlier), but also on the ability of the receiving device to decode the signal correctly. This calls for accurate synchronisation of the receiver with the transmitter, so that the beginning and end of all received bits occur at regular and predictable intervals. For the purpose of synchronisation a highly accurate clock must be used in both transmitter and receiver. It is usual for the receiver to sample the communication line at a rate much faster than that of the incoming data, thus ensuring a rapid detection of any change in line signal state, as Figure 2.17c shows. Theoretically it is only necessary to sample the incoming data at a rate equal to the nominal bit rate of the signal, but this runs a risk of data corruption. If we chose to sample near the beginning or end of each bit (Figures 2.18a and 2.18b) we might lose or duplicate data as the result of a slight fluctuation in the time duration of individual bits. Much faster sampling ensures rapid detection of the start of each ‘0’ to ‘1’ or ‘1’ to ‘0’ transition. In this case, the signal transitions are interpreted as bits, and the exact clock rate of the transmitter can be determined. Variations in the clock rate arising from different time durations of individual received bits come about because signals are liable to encounter time shifts during transmission, which may or may not be the same for all bits within the message. These variations are usually random and they combine to create an effect known as jitter. As we showed in Figure 2.13d, jitter can lead to bit errors. The purpose of synchronisation is to remove all short-, medium- and long-term time effects of timing or clocking differences between the transmitter and the receiver. Short-term variations are called jitter. Long term variations are instead called wander. In the short term, synchronisation between transmitter and receiver takes place at a bit level, by bit synchronisation. This keeps the transmitting and receiving clocks in step, so that bits start and giving pulses of constant duration. (Recall the errors which occurred as a result of incorrect pulse durations in Figures 2.14c and 2.14d.) Medium-term character or word synchronisation prevents confusion between the last few bits of one character and the first few bits of the next. If we interpret the bits wrongly, we end up with the wrong characters, as we found out in our earlier example, when the message ‘Greetings’ was turned ’. Finally there is frame synchronisation, which ensures into the gibberish ‘ data reliability and integrity over longer time periods.



Figure 2.17 Effect of sampling rate.
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Figure 2.18 Commonly used line codes for digital line systems V = Violation.



Bit synchronisation using a line code The sequence of ones and zeros (marks and spaces) making up a digital signal is not usually sent directly to line, but is first arranged according to a line code. The line code serves for the purpose of bit synchronisation. One of the biggest problems to be overcome by bit synchronisation is that if either a long string of 0’s or 1’s were sent to line consecutively, then the line would appear to be either permanently ‘on’ or permanently ‘off’ — effectively a direct current (DC) condition is transmitted to line. This is not advisable for two reasons. First, the power requirement is increased and the attenuation is greater for direct current (DC) as opposed to alternating current (AC). Second, it may be unclear how many bits of value ‘0’ have been sent consecutively. It may even be unclear to the receiver whether the line is actually still ‘alive’. The problem gets worse as the number of consecutive 0’s or 1’s increases. Line codes therefore seek to ensure that a minimum frequency of line state changes is maintained. Figure 2.18 illustrates some of the most commonly used line codes. Generally they all seek to eliminate long sequences of 1’s or 0’s, and try to be balanced codes, i.e., producing a net zero direct current voltage. Thus, for example, the three-state codes AMI and HDB3 try to negate positive pulses with negative ones. This reduces the problems of transmitting power across the line. The simplest line code illustrated in Figure 2.18 is a non-return to zero (NRZ) code in which ‘1’ = ‘on’ and ‘0’ = ‘off’. This is perhaps the easiest to understand. All our previous examples of bit patterns were, in effect, shown in a non-return to zero (NRZ) line code format. In NRZI (non-return-to-zero inverted) it is the presence or absence of a transition (a transition is a change of line state, either from ‘1’ to ‘0’ or from ‘0’ to ‘1’) which represents a ‘0’ or a ‘1’. Such a code is technically quite simple (even if confusing to work out) and may be
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advantageous where the line spends much of its time in an ‘idle’ mode in which a string of ‘0s’ or ‘1s’ would otherwise be sent. Such is the case, for example, between an asynchronous terminal and a mainframe computer. NRZI is used widely by the IBM company for such connections. A return-to-zero (RZ) code works in a similar manner to NRZ, except that marks return to zero midway through the bit period, and not at the end of the bit. Such coding has the advantage of lower required power and constant mark pulse length in comparison with basic NRZ. The length of the pulse relative to the total bit period is known as the duty cycle. Synchronisation and timing adjustment can thus be achieved without affecting the mark pulse duration. A variation of the NRZ and RZ codes is the CMI (coded mark inversion) code recommended by ITU-T. In CMI, a ‘0’ is represented by the two signal amplitudes A1, A2 which are transmitted consecutively, each for half the bit duration. ‘1s’ are sent as full bit duration pulses of one of the two line signal amplitudes, the amplitude alternating between A1 and A2 between consecutive marks. In the Manchester code, a higher pulse density helps to maintain synchronisation between the two communicating devices. Here the transition from high-to-low represents a ‘1’ and the reverse transition (from low-to-high) a ‘0’. The Manchester code is used in ethernet LANs. In the differential Manchester code a voltage transition at the bit start point is generated whenever a binary ‘0’ is transmitted but remains the same for binary ‘1’. The IEEE 802.5 specification of the token ring LAN demands differential Manchester coding. In the Miller code, a transition either low-to-high or high-to-low represents a ‘1’. No transition means a ‘0’. The AMI (alternate mark inversion) and HDB3 (high density bipolar) codes defined by ITU-T (recommendation G.703) are both three-state, rather than simple two-state (on/off) codes. In these codes, the two extreme states (if you like, ‘+’ and ‘−’) are used to represent marks (value ‘1’) and the mid-state (if you like, value ‘0’) is used to represent spaces (value ‘0’). The three states are often realised as ‘positive’ and ‘negative values’, with a midvalue of ‘0’. Or in the case of optical fibres, where light is used, the three states could be ‘off’, ‘low intensity’ and ‘high intensity’. In both AMI and HDB3 line codes, alternative marks are sent as positive and negative pulses. Alternating the polarity of the pulses helps to prevent direct current being transmitted to line. (In a two-state code, a string of marks would have the effect of sending a steady ‘on’ value to line.) The HDB3 code (used widely in Europe and on international transmission systems) is an extended form of AMI in which the number of consecutive zeros that may be sent to line is limited to 3. Limiting the number of consecutive zeros bring two benefits: first, a null signal is avoided, and second, a minimum mark density can be maintained (even during idle conditions such as pauses in speech). A high mark density aids the regenerator timing and synchronisation. In HDB3, the fourth zero in a string of four is marked (i.e., forcibly set to 1) but this is done in such a way that the ‘zero’ value of the original signal may be recovered at the receiving end. The recovery is achieved by marking fourth zeros in violation, that is to say in the same polarity as the previous ‘mark’, rather than in opposite polarity mark (opposite polarity of consecutive marks being the normal procedure). Other line codes used on WAN lines (particularly in North America) include B8ZS (bipolar 8 zero substitution) and ZBTSI (zero byte time slot interchange).



Character synchronisation — synchronous and asynchronous data transfer Character synchronisation ensures that the receiver knows which is the first bit of each character code pattern. Misplacing the first bit can change the interpretation of the character. (In our earlier example, the message ‘Greetings’ became ‘



’).
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Let us consider the following sequence of 9 received bits: (last bit received)



001100110



(first bit received)



As a ‘raw stream’ of received bits, it is difficult to determine which 8 bits (when grouped together) represent an ASCII character. If we assume that the first 8 bits represent a character, then the value is ‘01100110’ and the character decoded is ‘f’ (see Table 2.3) On the other hand, if the first bit shown is the last bit of the previous character, then the code is ‘00110011’ and the decoded character is ‘3’. So how do we determine whether ‘f’ or ‘3’ is meant? The answer is by means of character synchronisation. Character synchronisation (or byte synchronisation) can be achieved using either asynchronous mode transmission or synchronous mode transmission.



Asynchronous transmission In asynchronous data transfer each data character (represented, say, by an 8-bit ‘byte’) is preceded by a few additional bits, which are sent to mark (or delineate) the start of the 8bit string to the receiver. This assures that character synchronisation of the transmitting and receiving devices is maintained. When a character (consisting of 8-bits) is ready to be sent, the transmitter precedes the 8-bit pattern with an extra start bit (value ‘0’), then it sends the 8-bits, and finally it suffixes the pattern with two ‘stop bits’, both set to ‘1’.4 The total pattern appears as in Figure 2.19, where the user’s eight bit pattern 00110011 is being sent. In asynchronous transmission, the line is not usually in constant use and the spacing of characters need not be regular. The idle period between character patterns (the quiescent period ) is filled by a string of 1’s which serve to ‘exercise’ the line. The receiver can recognise the start of a new character by the presence of the start bit transition (from state ‘1’ to state ‘0’). The following 8-bits then represent the character pattern and are followed by the two stop bits (Figure 2.19). The advantage of asynchronous transmission lies in its simplicity. The start and stop bits sent between characters help to maintain synchronisation without requiring very accurate clock hardware in either the transmitter or the receiver. As a result, asynchronous devices



Figure 2.19 Asynchronous data transfer. 4



Usually nowadays, only one stop bit is used. This reduces the overall number of bits which need to be sent to line to convey the same information by 9%.
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Figure 2.20 Synchronous data transfer.



can be made quite simply and cheaply. Asynchronous transmission is widely used between computer terminals and the computers themselves because of the simplicity and cheapness of terminal design. Given that human operators type at indeterminate speeds and sometimes leave long pauses between characters, asynchronous transmission is ideally suited to this use. The disadvantage of asynchronous transmission lies in its relatively inefficient use of the available bit speed. As we can see from Figure 2.19, out of 11 bits sent along the line, only 8 (i.e., 73%) represent useful information.



Synchronous transmission In synchronous mode transmission, data characters (usually a fixed number of bits, or one or more bytes) are transmitted at a regular periodic rate. Synchronous data transfer is the most commonly used mode in modern data communications. In synchronous data transfer, the data transmitted and received must be clocked at a steady rate. A highly accurate clock is used at both ends, and a separate circuit may be used to transmit the timing between the two. Provided all the data bit patterns are of an equal length, the start of each is known to follow immediately the previous character. The advantage of synchronous transmission is that much greater line efficiency is achieved (since no start and stop bits need be sent for each character). The disadvantage is that the complexity of the clocking hardware increases the cost as compared with asynchronous transmission equipment. Byte synchronisation is established at the very beginning of the transmission or after a disturbance or line break using a special synchronisation (SYN) pattern, and only minor adjustments are needed thereafter. Usually an entire block of user information is sent between the synchronisation (SYN) patterns, as Figure 2.20 shows. The SYN byte shown in Figure 2.20 is a particular bit pattern, used to distinguish it from other user data.



2.13 Packet switching, protocols and statistical multiplexing The need for packet switching Until the 1970s, wide area networks (i.e., nationwide or international networks spanning long distances) were predominantly circuit-switched networks. Circuit switching is the technology of telephone communication in which a circuit of a fixed bandwidth is ‘permanently’ allocated to the communicants for the entire duration of a conversation or other communication. (In telephone networks the ‘permanently’ allocated circuit bandwidth is 3.1 kHz. In modern digital telephone networks (called ISDN — integrated services digital network ) the bandwidth is 64 kbit/s). But while such networks can be used for the carriage of data, they are not ideally suited to data communication.
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The main limitation of circuit-switched networks when used for data transport is their inability to provide variable bandwidth connections. When only a narrow bandwidth (or low bit-rate) is required compared with that of the standard circuit bandwidth, then the circuit is used inefficiently (under-utilised). Conversely, when short bursts of much higher bandwidth are required (for example, when a large computer file is to be sent from one computer to another or downloaded from the Internet), there may be considerable data transmission delays, since the circuit is unable to carry all the data quickly. A more efficient means of data conveyance, packet switching, emerged in the 1970s. Packet switching has become the basis of most modern data communications, including the Internet protocol (IP), X.25 ‘packet-switched’ networks, frame relay and local area networks (LANs).



Packets and packet formats Packet switching is so-called because the user’s overall message is broken up into a number of smaller packets, each of which is sent separately. Packets are carried from node to node across the network in much the same way in which packages make their way one post office to the next in a postal delivery network (recall Figure 1.1 of Chapter 1). To ensure that the data packets reach the correct destinations, each packet of data must be labelled with the address of its intended destination. In addition, a number of fields of ‘control information’ are added (like the stickers on a parcel ‘for internal post office use’). For example, each packet of data can be protected against errors by adding a frame check sequence (FCS) of error check bits. A SYN byte in the packet header also serves for the purpose of synchronisation. Figure 2.21 illustrates the typical format of a data packet, showing not only the FCS and SYN fields, but also some of the other control fields which are added to the user data (or payload ). The flag delimits the packet from the previous packet and provides for synchronisation. In conjunction with the packet length field, it prepares the receiver for the receipt of the packet, enabling the receiver to determine when the frame check sequence (FCS) for detecting errors in the packet will start. The destination address tells the network to which destination port the packet must be delivered. The source address identifies the originator of the packet. This information is important in order that the sender can be informed if the packet cannot be delivered. It



Figure 2.21 Typical data packet format.
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allows the recipient easily to reply to any messages and in some cases is used to assure the packet preferential treatment or priority during its journey across the network (senderoriented priority). The sequence number enables longer messages which have been split up into multiple packets to be re-assembled by the receiver in the correct order. The user data type field lets the receiver know which type and format of information are held in the payload or user data field. All of the ‘control field’ information added to the original user data is correctly called protocol control information (PCI). The addition of PCI to the user data enables the sending and receiving end devices (as well as the network nodes along the way) to communicate with, and control, one another. The manner in which they do so is set out in the relevant protocol. Thus a protocol is a process by which nodes within a network can communicate with, and control the actions of, one another for the purpose of carriage of user data. The end user (a person or computer application) is unaware of the protocol control information (PCI), except for the fact that the capacity of the network is reduced by the extra PCI data which must be carried. Because of this, the extra data (i.e., the PCI added over and above the user data) is usually referred to as the overhead.



Packet switching Packet-switches are complicated devices with a large data storage capacity and powerful communications software, known by various names: packet switch exchange (PSE) for X.25 networks, frame relay node, ATM (asynchronous transfer mode) switch, router to name a few. The principle of packet switching is illustrated in Figure 2.22. Each packet is routed across the network to its indicated destination address according to the most efficient path available at the time. In theory, this means that individual packets making up a single message, may take different paths through the network. (This is called datagram relaying.) In contrast to datagram relaying, in path-oriented routing all the packets belonging to a given ‘connection’ take the same route. This greatly reduces the problem of sorting out



Figure 2.22 The principle of packet switching.
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mis-sequenced packets (i.e., those out of order) on receipt, and provides for more consistent propagation delays. On failure or loss of a particular link in the path, an alternative path is usually selected without having to clear the ‘call’ and without losing packets. In practice, path-oriented routing is mostly used. Thanks to the flexible routing made possible by both datagram relaying and path-oriented forwarding, a variable amount of bandwidth can be made available between the two end-points, and network link utilisation is optimised. Packets are routed across the individual paths within the network according to the connection quality needs of the communicants, the prevailing network traffic conditions, the link error reliability, and the shortest path to the destination. The route chosen for any particular connection is controlled by the layer 3 (network layer) protocol (e.g., the Internet protocol — IP ) and the routing protocol. Packet switching gives good end-to-end reliability. With well designed switches and networks it is possible to bypass network failures (even during the progress of a ‘call’). Packet switching is also efficient in its use of network links and resources — sharing them between a number of calls thereby increasing their utilisation.



Virtual circuits and logical channels None of the physical connections between nodes (i.e., links) in a packet-switched network are dedicated to the carriage of any single message. Instead, the use of the links is shared. The individual packets of a single message are jumbled up with packets from other messages (see Figure 2.22). For the end-users, however, the effect is nonetheless as if a ‘permanent’ channel existed between the two ends (as shown in Figure 2.23).5 Each ‘channel’ is known as a logical channel, virtual channel or virtual circuit.



Figure 2.23 Virtual circuits created by packet switching. 5 Although there are only three actual circuits between the packet exchanges in Figure 2.23, we could continue to add virtual circuits across this network without limitation. This is a key feature of packet switching: the number of virtual circuits can greatly exceed the number of physical circuits. The only risk is that should they all try to send data at once, then the network would snarl up in congestion.
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Statistical multiplexing Packet switching relies upon statistical multiplexing. Imagine that we statistically multiplexed two telephone conversations. Then we would suppress the silent periods in one conversation and insert words from other conversations in the resulting gaps. This principle is at the heart of packet switching and modern data communications. Separate packets (originating from different data users) are sent across a shared network, one after another. The major benefit of statistical multiplexing is that the useful carrying capacity of the line is maximised by avoiding the unnecessary transmission of redundant information (i.e., pauses). But in addition, since the full speed of the line is available for each individual connection or carriage of data information, the transmission time (propagation time) may be reduced for short ‘bursts’ of communication. In stark contrast to circuit-switched networks, in which capacity shortfalls between two nodes in a network are alleviated by adding more circuits, it is generally better in packet-switched networks simply to upgrade the speed of the (single) line between each pair of nodes. The technique of statistical multiplexing is illustrated in Figure 2.24.6 Three separate users (represented by sources A, B and C) are communicating over the same transmission line, sharing the resources by means of statistical multiplexing. The three separate source circuits are fed into a statistical multiplexor (a packet-switch), which is connected by a single line to the demultiplexor (a second packet switch) at the receiving end. The statistical multiplexor sends whatever it receives from any of the source channels directly onto the transmission line, or stores the signal (in a buffer) prior to sending, if the line is temporarily being used by one of the other data sources. Once the line is free, the buffer is emptied by transmitting its contents onto the line. And why is it called statistical



Figure 2.24 The principle of statistical multiplexing. 6



For duplex communication, a similar arrangement, using a second line for the receive channel, but with multiplexor on the right and demultiplexor on the left, will also be necessary but this is not shown.
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multiplexing? Simply because it relies on the statistical unlikelihood of all three sources wanting to send information simultaneously. The buffer serves to resolve the ‘collisions’ which would otherwise occur on the rare occasions during which more than one source is active at a time. The most important of the signals is sent first, while the less important signals are temporarily queued in the buffer. Statistical multiplexing systems cannot cope with long periods of simultaneous transmission by two or more sources. During periods of prolonged simultaneous transmission, the buffer progressively fills up and starts to overflow (like a bucket overflowing). Surprisingly, the loss of small amounts of information may not be catastrophic. The various protocols are designed to help prioritise the discarding of information from the ‘bucket’, should it become necessary. Subsequently, other protocols can detect the loss of information and arrange for retransmission of the information from the source. In order to guard against the possibility of undue information loss, the system, line or network needs to be planned so that the sum of the average throughputs of each of the source channels is less than the maximum bit rate of the transmission line (whereby the average rate should be measured over a relatively short period of time). In other words, the line bit rate must exceed the sum (in bits/second) of the average source output rates (A + B + C). In practice, the line bit rate should be at least 1.5 to 2 times the sum of the average source output rates, otherwise frequent periods of congestion will be experienced. Congestion in a circuit-switched network (like the telephone network) manifests itself in the rejection of new calls. New callers do not ‘get through’ but instead receive a ‘network busy’ tone, and are advised to ‘try again later’. By contrast, congestion in a statistically multiplexed (i.e., packet-switched) data network manifests itself as propagation delay. The delays are caused by the mounting number of packets being stored in the sending buffers. The delays affect all the connected users. Users establishing new ‘connections’ are not rejected, the service simply gets slower for everyone else. Locating the congested points in a network and understanding the causes of delay are some of the hardest challenges faced by data network operators! The control of network delay and the prudent adding of capacity to a data network to overcome congestion are highly skilled tasks requiring considerable experience!7



2.14 Symmetrical and asymmetrical communication: full duplex and all that! The terms simplex, half duplex and full duplex as well as the terms symmetric, asymmetric, upstream, downstream, broadcast, multicast all describe different modes of communication and the capabilities of networking devices. It is important to know what all the terms mean, so here goes:



Simplex Simplex communication is one-way communication, allowing a single listener to hear a single speaker. A typical simplex system has a single transmitter, a single transmission medium and a single receiver (Figure 2.25a).



Half duplex Half duplex communication makes two-way communication possible, but of the two communicating parties, only one may ‘speak’ at a time. Not even ‘butting in’ is possible. A typical 7



See Chapter 14.
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Figure 2.25 Simplex, half duplex and full duplex communication.



half duplex system comprises two transmitters and two receivers (one transmitter and one receiver at either end of the link) but only one transmission medium (Figure 2.25b). A good example of a half duplex system is a ‘push to use’ walkie-talkie radio. The speaker ‘takes the line’ by pressing the button and says ‘over’ when he or she is finished. In the early days of modem development, it was difficult to separate ‘transmit’ from ‘receive’ signals on a single pair of wires (2-wire connection), so that many early modems were either half duplex for use on 2-wire connections, or full duplex, for use on 4-wire connections (one pair each for ‘transmit’ and ‘receive’ directions). There are rarely two large files being communicated in opposite directions between a particular pair of computers across a data network, so that most data communication is largely ‘half duplex’ in character. Nonetheless, it is inconvenient if no communication is available in the reverse direction, since the reverse channel provides a useful means of ‘butting in’ and of data flow control. Most modern transmission systems are therefore full duplex systems.



Full duplex Full duplex communication systems allow 2-way communication without restriction. Either or both parties may speak at any time, ‘butt in’ or speak at the same time. Most communication line systems are nowadays full duplex systems, using either two separate transmission media (e.g., a 4-wire communication line as in Figure 2.25c) or a single medium (such as a 2-wire communication line), but in this case a ‘shared medium’ technique is used to keep ‘transmit’ and ‘receive’ directions of transmission strictly apart.



Symmetric and asymmetric communication: upstream and downstream While the communication link itself may allow full duplex communication, the actual communication taking place may require unequal bit rates and volumes of data to be moved in the two different directions. When the volume of data transported in both directions is approximately equal, then we talk of symmetric communication. When greatly different volumes are transported in the two directions, we speak of asymmetric communication.
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Many Internet users receive far more data from the network (e.g., webpages, software downloads, etc.) than they send (typically only an occasional email, or the keyboard commands requesting the downloads). As a result, a number of asymmetric connection line technologies have appeared in recent years, which although full duplex (since communication is possible in both directions at the same time), have different bit rate capacities in the two directions of communication. A typical ADSL (asymmetric digital subscriber line) connection used for Internet access offers 768 kbit/s in the downstream direction (i.e., from network to Internet end-user) while only offering a maximum of 128 kbit/s in the upstream direction (from the end-user sending into the network).



Broadcasting and multicasting Much of our discussion so far has been centred upon achieving data communication on a point-to-point basis between two fixed end-points, and many transmission media and data networks are optimised for such communication. Having said this, there are some applications which require that the same information is sent to multiple receivers at the same time (socalled broadcast applications). Some transmission media (e.g., radio) are ideally suited to such broadcasting, but even ‘terrestrial line’ networks can be made to appear like broadcast networks by distributing the same message progressively throughout all the ‘branches’ of the network. This is called multicasting. It is common to use such broadcasting techniques, for example, for ‘advertising’ network status, topology or other changes to all the devices within a network.



2.15 Serial and parallel communication All communication links and interfaces are designed either for parallel data transmission or for serial data transmission. The latter is the ‘norm’ in wide area networks (WANs) — networks spanning long distances, whole nations or even the globe. The two different methods of transmission differ in the way each 8-bit data pattern (i.e., each character) is conveyed. Internally, computers operate using the parallel transmission method, employing eight parallel circuits to carry one bit of information each. Thus during one time interval all 8 bits of the data pattern are conveyed. The advantage of this method is the increased computer processing speed which is made possible. The disadvantage is that it requires eight circuits instead of one. Parallel data transmission is illustrated in Figure 2.26a, where the pattern ‘10101110’ is being conveyed over the 8 parallel wires of a computer’s data bus.8 Examples of parallel interfaces are those specified by ITU-T recommendations V.19 and V.20. Serial transmission requires only one transmission circuit, and so is far more cost effective for data transmisssion on long links between computers. The data on the computer’s parallel bus is converted into a serial format simply by ‘reading’ each line of the bus in turn. The same pattern ‘10101110’ is being transmitted in a serial manner in Figure 2.26b. Note that the Baud rate (as we discussed earlier) needed for serial transmission is much higher than for the equivalent parallel transmission interface.



2.16 The problem of long lines — the need to observe the maximum line length During the course of this chapter we have covered the fundamental manner in which data can be coded in binary code in bits and then transported across a telecommunications line. We 8



Nowadays 32-bit data buses are commonplace and even more bits lead to even higher processing speeds.
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Figure 2.26 Parallel and serial transmission.



have also how protocols are necessary to set out an etiquette of communication. But before we go on to discuss how the protocols themselves work, it is worth considering the ‘physical’ constraints which protocol developers are up against: what they must consider and incorporate in their protocol designs. In particular, it is important to recognise the influence of the line length. The best way of conducting the communication, and thus the best type of protocol to use, depends greatly upon the line length. For many data networks and protocols a maximum line length, bit rate and other parameters are specified (or is not specified, but is nonetheless implicit in the design of the protocol!). It is important to be aware of these limitations when using the particular type of interface, line or protocol. Here’s why.



Attenuation and distortion One of the problems of long lines is the degradation caused by attenuation and distortion, and this largely determines the maximum allowed line and link lengths possible in a given network and using a given protocol. But in addition to attenuation and distortion, there are some far less obvious problems which also limit line length. These are caused by the ‘storage medium’ and ‘transient’ effects of a long line, as we shall see next.



The effect of propagation delays on how protocols function The electrical pulses which represent the individual bits in a data signal typically travel across a network at a speed of around 10 million metres per second (108 m/s). This is around one third of the speed of light. The delay (as compared to the speed of light) is caused by the various buffers and electronic components along the way. If we assume quite a modest bit
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rate of 2 Mbit/s (2 × 106 bit/s) is used to convey a signal along a given transmission line, we can actually work out the length of each pulse! Bit length = [speed in m/s]/[bit rate] = 108 /(2 × 106 ) = 50 m The first time I contemplated the length of a bit in metres, I was surprised by the result. After all, one tends to assume when considering electrical circuits that the transmission is instant: ‘the light goes on as I flick the switch!’ But this is far from true when we are dealing with high speed communication lines! If our 2 Mbit/s line above is 1000 km long (quite possible within a nationwide network, never mind an international connection!), then there are actually 20 000 bits (or 2500 bytes) in transit on the line at any one time [1000 000 m/50 m]. Say ‘stop’ and you’ll still receive at least all the 20 000 bits already on their way! Actually many more: because the ‘stop’ message will take some time to get to the receiver (this message is itself in a queue of at least 20 000 bits heading in the other direction). 20 000 bits will be received before the ‘stop’ message is acted upon by the transmitter, by which time a further 20 000 bits are already on their way. So after saying ‘stop’ be prepared to receive a further 40 000 bits (5000 bytes). For the 5000 bytes you need a buffer unless of course this data is simply thrown away! But throw the data away at your peril! For if you throw it all away, you’ll have to ask for it to be sent again, once you’re ready to receive it. That will mean another 5000 bytes (of ‘idle line information’) for the dustbin — wasted while the message requesting the retransmission gets through to the other end. Plus, of course, the 5000 bytes will have to be sent again. That’s 10 000 bytes of information we didn’t need to send over the line! We’ll have to be careful about all this waste, if the maximum capacity of the line is to be used efficiently! A similar flow control problem to that discussed above is illustrated as a signal flow diagram in Figure 2.27. Protocol interchanges are frequently illustrated in this manner, so it is worth becoming familiar with how to read the chart. The left-hand vertical line represents the ‘A-end’ of a point-to-point connection, the right hand vertical line the ‘B-end’. The top of each line represents the beginning of the illustrated time period, and the ‘time axis’ progresses towards the bottom of the page. The diagonal lines represent individual bits sent from one end of the line to the other. (The bits progress along the line from one side of the diagram to the other, while time elapses down the page — hence the diagonal line.) At the beginning of the time period shown, a ‘request’ signal is generated at the A-end of the line, to request data to be returned by the B-end. Since the request message is more than one bit long, a certain amount of time expires (shown as TR on the diagram) to transmit all of the message onto the line. Once on the line, the message propagates along the line towards the B-end (represented by the diagonal lines for the ‘first’ and ‘last’ bits of the request message). After a period TP (called the propagation time), the first bit of the request reaches the B-end. The final bit of the request arrives a short time, TR , later. Now the message can be interpreted by the B-end computer. We assume in Figure 2.27 that it reacts instantaneously and starts to send the first packet of the requested data. (Normally a further processing delay would be encountered here.) Further diagonal lines represent the first and last bits of the returned data packet as they make their way back to the A-end. After a total elapsed time TC the first packet of data has completely arrived at A. The protocol shown in Figure 2.27 requires that the A-end acknowledges receipt of the first packet of data before the B-end is allowed to send the second packet. The acknowledgement of the first packet and the transmission of the second packet is shown in the diagram. Now let us consider the relative efficiency of our usage of the line. The total duration of a ‘cycle’ of sending a request (or acknowledgement) and receiving a packet of data is TC , where: TC = (TP + TR ) + (TP + TD ) = 2 TP + TR + TD
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Figure 2.27 A protocol signal flow diagram.



The proportion of the time for which the two communication paths (A-to-B and B-to-A) are in use reflects the efficiency of usage of each: Usage efficiency (A-to-B) = TR /TC = TR /(2 TP + TR + TD ) Usage efficiency (B-to-A) = TD /TC = TD /(2 TP + TR + TD ) Let us assume that we keep our request message very short; we assume it can be transmitted onto the line instantly (e.g., because of a very high line bit rate). Then we set TR = 0. This is usually a reasonable assumption. Now, when the line is very short we can also ignore the time required for an individual bit to propagate along the line, by setting TP = 0. In this case, we discover that: For very short lines: Usage efficiency (A-to-B: request direction) = 0% Usage efficiency (B-to-A: data direction) = 100% No surprises here perhaps. Data is being downloaded nearly all the time (100% line usage B-to-A), and our acknowledgements are a help in making sure that the A-end is always ready to receive the next packet. All hunky dory! But look at what happens when the propagation time TP becomes significant. In particular, let us return to our previous example of a 1000 km line of 2 Mbit/s bit rate, and assume packet lengths of 256 bytes (2048 bits). In this case TP = 106 m/[108 m/s] = 0.01 s and TD = 2048 bits/2 000 000 bits/s = 0.001 s. And what are the line usage efficiencies? Example long line of 1000 km and 256 byte packet size: Usage efficiency (A-to-B: request direction) = 0% Usage efficiency (B-to-A: data direction) = 4.8%
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What? 4.8% line usage efficiency! A shock perhaps? Let it be a warning to all communications programmers and protocol designers! Acknowledgements used with short packet sizes can lead to very low line utilisation on long, high bit rate lines!



The effect of delays on ‘collision’ protocols In some shared medium networks (e.g., radio networks and ethernet LAN networks), users are allowed to transmit signals onto the medium provided they first check that the medium is free (i.e., idle). In such networks, the protocol has to be able to deal with collisions of packets sent by different sources. Because of the propagation delay incurred by the signal sent by a first transmitter, a second remote device may start transmitting on the already ‘busy’ line, unaware that the transmission of the first device has not yet reached it. The danger is in the length of the line! The longer the line, or the greater the size of the shared medium network (e.g., LAN — local area network), so the greater the chance of a collision. The more collisions that occur, the less efficient is the use of the medium. If the network is too big, the bit rate is too high (making the pulses too short) or the line is too long for the protocol in use, then the efficiency of the network may drop dramatically! MORAL: Know the limitations of the network and protocols in use.



3 Basic Data Networks and Protocols Modern data communications networks are built up in a ‘modular’ fashion — using standardised network components, interfaces and protocols based on digital line transmission, packet switching and layered communications protocols. In this chapter we present the basic components of a data network, and explain in detail the ‘networking’ or lower-layer protocols (protocol layers 1–3) which make them work. We shall explain physical and electrical interfaces and connectors, as well as physical, datalink, network, transport and higher-layer protocols: everything that goes to ensure efficient propagation across a network. Complex though it may seem, these are only the network basics!



3.1 The basic components of a data network The basic components of a data network are illustrated in Figure 3.1. A personal computer (PC) and a mainframe computer — both examples of DTE (data terminal equipment) — are connected to the network (shown as a ‘cloud’) by means of DCE (data circuit-terminating equipment). The DCE is a device which provides the ‘starting point of the long-distance network’ and is a device installed either near to the DTE, or sometimes is incorporated into it. The network of Figure 3.1 (providing the connection between the DCEs) comprises a meshed network of 4 nodes.1 The devices (DTEs, DCEs and nodes) in Figure 3.1 are interconnected by means of standardised communications interfaces, and every possible physical, electrical and protocol aspect of the interconnection is precisely defined. There are different classes of general interfaces describing different types of connections, as we learned in Chapter 1. User-network interfaces (UNIs) are used to connect end devices (DTEs) to the network and are generally ‘asymmetric’ — the balance of control of the interface being with the network. Network-node interfaces (NNIs), meanwhile, are more ‘symmetric’ arrangements intended to be used to interconnect nodes of equal importance in the main backbone part of the network. Both UNI and NNI specifications define in precise detail the physical and electrical aspects of the interconnection, as well as the lower-layer or networking protocols (layers 1–3 of 1 A node is any kind of switch-type device, upon which numerous communications links and other connections converge. A node might technically be a switch, a router, a LAN hub, a multiplexor or some other kind of exchange. In this example, as often, the exact technical nature of the node does not concern us.
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Figure 3.1



Figure 3.2



The components and interfaces making up a simple data network.



The protocol layers of the OSI (Open Systems Interconnection) model.



Figure 3.2) which must be used at the interfaces. It is the detailed functions of these layers (layer 1 — physical layer; layer 2 — datalink layer and layer 3 — network layer) which will be the main subject of discussion in this chapter. We start with an overview of the various layer roles, before we go on later to review the details.



Physical layer (layer 1) The physical layer (layer 1) interface and protocol specification define how the physical medium (e.g. the copper cable, optical fibre or radio channel) is to be used to transport the bitstream which comprises a digital signal: the precise shape and electrical or optical characteristics of the signal, the bit rate and clocking, as well as the physical connectors to be used. Different physical layer specifications correspond to different physical media and modulation or line coding schemes. Thus one physical layer specification might cover the use of a twisted-pair copper cable to carry a signal of a given bit rate, while another physical layer specification may define the use of light pulses of a given laser light wavelength — to be sent over an optical fibre medium.



The basic components of a data network
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While one physical layer (i.e., the medium and its related modulation, control and line coding — the protocol ) may be used as an alternative for another, media and protocols within the physical layer are not interchangeable. Thus, for example, it may be possible to use either a twisted-pair line or a fibre-optic-based communications system to carry a given signal, but it is ludicrous to consider using an optical transmitter and detector (intended for use with a fibre cable) in conjunction with a copper cable! The physical layer interface usually provides for a simple point-to-point connection or link between two end-points. Alternatively, the physical layer of a shared medium (e.g., radio) provides for the ‘broadcast’ of a signal from any of a number of devices sharing the communications medium to all of the others. In the case of a shared medium, all but the intended recipient(s) will ignore the transmission. The most common shared medium systems used for data communications are LANs (local area networks) and wireless data networks. Physical layer interfaces specifically designed for long-distance lines or NNIs (networknode interfaces) are usually designed for long-distance, permanently established point-to-point links. Such line interfaces use a minimum number of cable leads for the connection. Each link of an end-to-end connection across a network may use a different physical medium and thus a different physical layer. Thus, for example, the path across the network from DTE-to-DTE in Figure 3.1 (a minimum of five links) might traverse different fibre, copper and radio communications media along the way. Each node will perform the necessary physical layer adaptations and signal conversions to achieve this. In the case of physical layer interfaces intended for use as UNIs (user-network interfaces), the role of a special ‘network terminating’ or ‘adaption’ device is defined: the DCE — datacircuit terminating equipment. As we shall learn, the DCE undertakes a physical layer conversion of the short-range communications port capabilities of the DTE into a line interface format suitable for long-distance communication. The role of the DCE is to do the following: • convert the physical interface emanating from the DTE (data terminal equipment) into a line interface format suitable for long-distance transmission, and provide for digital/analogue signal conversion if necessary; • provide for network termination, being a source of power for the line and network as necessary; • forward data received from the DTE to the network; • deliver data received from the network to the DTE; • clock and bit-synchronise 2 the data transmission of the DTE during the data transfer phase; • set up the physical connection forming the medium and clear it as required and/or requested by the DTE (This may be necessary where the physical link is actually a dial-up connection across a telephone network, or a temporary radio path).



Datalink layer (layer 2) The datalink layer and datalink protocol are concerned with the formatting of the ‘raw’ stream of bits carried across a link by the physical layer into a byte-synchronised and structured form recognisable as blocks or frames of data. Apart from this, the datalink layer is also concerned with data flow control. The sending and receiving devices at either end of the physical link need to be coordinated to make sure that they ‘listen’ when ‘spoken to’ and only ‘speak’ when it is ‘their turn’. A frame check sequence (FCS) may be applied by the datalink protocol in 2



See Chapter 2.
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the case where the physical medium is likely to be prone to a high level of bit errors. We discussed all this in Chapter 2. Together, a datalink layer protocol, a physical medium and a physical layer protocol are all that is needed for point-to-point transport of blocks or frames of data. A network layer (layer 3) protocol only becomes necessary when a network (i.e., a meshed topology of numerous links) needs to be traversed. While various different physical layer media and protocols may be used with any given datalink layer, not all datalink protocols are suitable for all physical media and physical protocols. MORAL: you can mix and match to some degree — but not all combinations of physical layer (layer 1) and datalink layer (layer 2) protocols are viable!



Network layer (layer 3) The network layer (layer 3) protocol is used to combine a number of separate individual datalinks into a ‘chain’ — thereby forming a complete path across a network comprising multiple nodes (as, for example, in Figure 3.1). The network protocol is concerned with packets and packet switching. As we learned in chapters 1 and 2, packets of data are analogous to the parcels and letters of a postal service. The frames of data carried by the datalink layer (layer 2), meanwhile, are analogous to the postal delivery vans which run from one postal depot or sorting office to the next. In just the same way in which postal delivery vans are loaded before a ‘run’ from one depot to the next, and then completely emptied and ‘re-sorted’ before packing into another van for the next ‘leg’ of the journey, so the frames of the datalink layer are filled and emptied of their packet contents before and after each datalink of the path through the network. The frames of the datalink protocol only carry the data for a single leg of its journey. The packets of the network protocol, on the other hand, are transferred from one end of the complete path to the other. Network layer protocols have a number of responsibilities to fulfil: • identification of destination network address; • routing or switching of packets through the individual network nodes and links to the destination; • statistical multiplexing of the data supplied by different users for carriage across the network; • end-to-end data flow control: the flow control conducted by layer 2 protocols only ensure that the receiving data buffers on each individual link can receive more data. The layer 3 protocol has the more onerous task of trying to ensure a smooth flow of data across all the datalinks or subnetworks taken together. Uneven ‘hold-ups’ along the route need to be avoided; • correct re-sequencing of packets (should they get out of order having travelled different routes on their way to the destination); • error correction or transmission re-request on a network end-to-end basis. Now, let’s get down to details.



3.2 Layer 1 — physical layer interface: DTE/DCE, line interfaces and protocols The physical layer interface defines the manner in which the particular medium (e.g., twisted pair cable, coaxial cable, fibre line or radio link) should be coded to carry the basic digital
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information. At a minimum, the physical interface specification needs to define the precise nature of the medium (e.g., wire grade, impedance etc); the exact electrical (or equivalent) signals which are to be used on the line and the details of the line code which shall be used for bit synchronisation as discussed in Chapter 2. Many modern physical interface specifications also stipulate the precise mechanical connectors (i.e., plugs and sockets) which should be used for the interface, but this is not always defined. As well as the basic electrical (radio or optical) interface, the physical layer specification defines control procedures (the physical layer protocol ) which allows one or both of the devices at either end of the line (i.e., the physical medium) to control the line itself. There are three main types of physical interface to be distinguished from one another: • DTE-to-DCE interfaces. These are the asymmetric point-to-point user-network interfaces (UNIs) used typically to connect end devices (e.g., computers) to modems, line terminating units (LTU), channel service units (CSU), data service units (DSUs), network terminating units (NT or NTU). All the latter are examples of data circuit terminating equipment (DCE); • Line interfaces or trunk interfaces (symmetrical point-to-point line interfaces) — most NNIs and some UNIs are of this type; • Shared medium interfaces (point-to-multipoint interfaces) — usually used as UNIs. [The most commonly used shared media are local area networks (LANs). LANS are widely used to connect end-users PCs to internal office data networks]. In general terms, the UNI (user-network interface) always employs a DTE-to-DCE type interface, while trunk interfaces tend to use symmetrical, higher bit rate NNI (networknode interface). Figure 3.3 shows a network in which three routers and two DTEs are interconnected. Both DTEs are connected to the network by means of DTE/DCE interfaces. Routers C and B are also connected to the line which interconnects them by means of DTE/DCE (e.g., V.24 or RS-232) interfaces. Routers A & B and A & C, meanwhile, are interconnected by means of direct trunk interfaces (DCE/DCE3 ). In these cases, the DCE function is included within the router itself.



Figure 3.3 DTE/DCE Interface and Trunk or line interface. 3



The ‘DCE/DCE interface’: tempting as it may be, it is not correct to call the long-distance connection between DCEs a ‘DCE/DCE interface’. Instead, one should refer to the line interface or network interface. The term ‘DCE/DCE interface’ is reserved for the case in which the UNI interface (normally used to connect a DTE to a DCE) is used to connect a second DCE instead. A cross-cable is used for this purpose, as we discover in Figure 3.8b.
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DTE-to-DCE interfaces DCEs (data circuit-terminating equipment) form the ‘end-point’ of a network or long-distance telecommunications line, allowing point-to-point communication between remote computers and terminals (which are generically called DTE or data terminal equipment ). The first DCEs were modems and were designed to be used at either end of a datalink created by means of a dial-up telephone connection. The modem (like all other types of DCE) had to provide an interface for connecting to the serial data communications port of the computer, but also be capable of setting up, receiving, clearing and controlling telephone connections. As we have already discussed, the basic functions of all types of DCE are to: • convert the physical interface emanating from the DTE (data terminal equipment) into a line interface format suitable for long-distance transmission, and provide for digital/analogue signal conversion if necessary; • provide for network termination of the long-distance line, being a source of power for the line and network as necessary; • forward data received from the DTE to the network; • deliver data received from the network to the DTE; • clock and bit-synchronise4 the data transmission of the DTE during the data transfer phase; • set up the physical connection forming the medium and clear it as required and/or requested by the DTE. This may be necessary where the physical link is actually a dial-up connection across a telephone network, or a temporary radio path. Some DCEs are controlled by the associated DTE, others act autonomously on behalf of the DTE. The user’s data and the control signals (functions) are conveyed from DTE to DCE or DCE to DTE by means of dedicated control leads defined as part of the DTE–DCE interface. Detailed procedures define how the functions are used and how the states of the DTE and DCE can be changed from idle, through ready to the data transfer phase and afterwards arrange for clearing of the connection. Typical physical layer interface specifications for a DTE-to-DCE interface comprise up to four different components, including a definition of: • the physical connector; • the electrical interface; • the controls and functions for establishing the link: changing from one state (e.g., idle) to another (e.g., ready or data transfer) or vice versa; • the procedures (i.e., sequences of commands) which define the use of the controls. (The controls and procedures form together form the physical layer protocol.) The most commonly used DTE/DCE interfaces are illustrated in Figure 3.4. There are two main categories of DTE/DCE interfaces: X.21-type interfaces (for digital lines) and X.21bis -type interfaces (used in modems for analogue lines). The other V-series and X-series recommendations listed in Figure 3.4 define individual aspects of specific interfaces. 4



See Chapter 2.
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Note: You may be wondering why all the specifications and standards defining DTE/DCE interfaces have such different designations. This is because different naming standards are used by the different standards-publishing organisations. ISO (International Organization for Standardization) uses a simple numbering scheme (but I haven’t yet worked out the logic behind the individual numbers). I T U - T (International Telecommunications Union—Standardization sector) issues recommendations in various series. The X-series defines ‘interfaces and procedures intended for use in general data communications’. The V-series defines‘ data communications over the telephone network’ (e.g. modems). Sometimes the same recommendation is issued with a recommendation number in both series (e.g.V.10/X.26).The nomenclature RS, mean while, stands for recommended standard. This designation is used by the United States EIA/TIA (Electronic Industries Alliance or Association/ Telecommunications Industries Association).



Figure 3.4



Standards, specifications and ITU-T recommendations defining DTE/DCE interfaces.



DCEs intended for use between DTEs and analogue wide area network (WAN) lines are called modems. Such modems conform at their DTE/DCE interface with ITU-T recommendations X.21bis and V.24/V.28. X.21bis sets out the entire framework of the DTE-to-DCE interface used by the modem. V.24 (and RS-232 as well) set out the signals and circuits (together with their names and numbers) used at the interface. But which signal is sent on exactly which wire and via which pin of the connector is defined by either V.28 (RS-232), V.35 or V.36 accordingly. There are five DTE-to-DCE interfaces in common usage. These (as shown in Figure 3.4) are: • V.24/V.28 (25-pin DB-25 plug) is the most common interface used between computers and analogue modems. In Europe this interface is simply referred to as ‘V.24’ and in North America as RS-232. • V.36 (37-pin plug), usually referred to as RS-449) is the most commonly used interface in North America, the UK and France for high bit rate DCEs and those used to connect digital lines. Very confusingly, many people refer to ‘V.35’ even though they really mean ‘V.36’. • V.35 is a similar interface to V.36 but with a different connector. Its usage is restricted to certain types of IBM computers and networking equipment.
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• X.21 (V.11) is the main interface used in Germany, Austria, Switzerland for interfacing digital line DCEs and high bit rate lines to DTEs. It is often referred to simply as ‘X.21’ without specifying V.11. • X.21 (V.10) is the version of the X.21 interface designed for use in conjunction with coaxial cables. It is also simply referred to as ‘X.21’ without specifying V.10. Unfortunately, newcomers to DTE/DCE standards can easily be confused by the various specifications, since lazy experts often do not define in full the interfaces they wish to refer to. It is commonplace, for example, to refer only to ‘V.24’ when in fact the complete V.24/V.28 interface is meant. The V.24/V.28 (or RS-232) interface uses the 25-pin DB-25 connector (ISO 2110) commonly seen on older modems. Similarly, when referring to DCEs used on digital line circuits, people often speak of ‘X.21’ without saying whether the interface is V.10 (for unbalanced circuits, i.e., coaxial cables) or V.11 (for balanced circuits, i.e., twisted pair cable).



Network synchronisation One of the major functions of the DCE (data circuit terminating equipment) is to ensure that the DTE (data terminal equipment) transmits its data in a manner bit-synchronised with the network (i.e., at precisely the right bit rate and at the correct interval in time). In a public digital transmission network, the network operator uses an extremely accurate master clock (typically a caesium clock or the extremely accurate clock signal of the satellite global positioning system) to synchronise his or her entire network. This ensures that slip, jitter, wander and other undesirable effects (as discussed in chapter 2) do not affect signals as they move from one node to the next through the network. The clock signal is sent to all devices within the network, by means of a hierarchical synchronisation plan (Figure 3.5). Each node in the network is configured to receive a primary clock signal and a secondary (or back-up) clock signal. When the primary source fails, the node reverts to the secondary. The clock is propagated as far as the DCEs, and from each DCE is passed on to the corresponding DTE, thus ensuring that all the DTEs maintain an accurate and network-compatible transmitting bit rate.



Figure 3.5



Hierarchical network synchronisation plan with nominated primary and secondary sources DCEs and DTE/DCE Interfaces intended for use with analogue lines (Modems).
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In the case of analogue transmission lines, the DCE cannot rely on the network to provide accurate clocking information, since the bit rate of the signal received from the remote end is not accurately regulated by the PTO’s (public telecommunications organisation or operator) analogue network. For this reason, an internal clock is needed within the DCE in order to maintain an accurate transmitting bit rate.



DTE/DCE control signals DTE/DCE interfaces were originally multi-lead interfaces, with separate wires or circuits dedicated for each control action. The control signals defined by ITU-T recommendation V.24 and EIA RS-232 are the most widely used. These are listed in Table 3.1.



DTE/DCE electrical interface As an example of a standardised physical layer electrical interface, Figure 3.6 illustrates the ‘negative logic’ voltages defined by RS-232 and V.28 for use on each of the DTE/DCE circuits defined in Table 3.1. For a mark (binary value ‘1’), the transmitter should output a voltage between −5 V and −15 V. The receiver, meanwhile, interprets any received voltage between −3 V and −15 V as a mark. Similarly, when transmitting a space (binary value ‘0’), the Table 3.1 Signal code



DTE/DCE control signals defined by EIA RS-232/ITU-T recommendation V.24



Signal meaning



EIA ITU-T DB-25 Db-9 pin Connector pin number Rec. V.24 signal signal name (EIA 562) number name (ISO 2110)



CTS



Clear-to-send



5



8



106



CB



DCD



data carrier detect



8



1



109



CF



DSR



data set ready



6 (not always used)



6



107



CC



DTR



20



4



108.2



CD



GND



data terminal ready Ground



7



5



102



AB



RC



Receiver clock



17 (little used)



—



115



DD



RI



Ring indicator



22



9



125



CE



RTS



Request-to-send



4



7



105



CA



RxD



Receive data



3



2



104



BB



TC



Transmitter clock Transmit data



15 (little used)



—



114



DB



2



3



103



BA



TxD



Signal meaning for binary value ‘1’ or ‘mark’ From DCE to DTE.. ‘I am ready when you are’ From DCE to DTE.. ‘I am receiving your carrier signal’ From DCE (the ‘data set’ to DTE).. ‘I am ready to send data’ From DTE to DCE.. ‘I am ready to communicate’ Signal ground — voltage reference value Receive clock signal (from DCE to DTE) From DCE to DTE.. ‘I have an incoming call for you’ From DTE to DCE.. ‘please send my data’ DTE receives data from DCE on this pin Transmit clock signal (From DCE to DTE) DTE transmits data to DCE on this pin
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Figure 3.6



Defined output (send) and input (detect) voltages of RS-232 and V.28 circuits.



output voltage shall be between +5 V and +15 V, and any received voltage between +3 V and +15 V shall be interpreted as a space. This is a non-return-to-zero /NRZ)5 code. The wider voltage span used by the receiver rules out the possibility of marks or spaces being ‘lost’ on the line due to signal attenuation. Note that the maximum cabling length of a V.28/RS-232-based interface is around 15 to 25 m.



DTE/DCE connectors and cables The familiar 25-pin DB-25 connector (ISO 2110) used on modems is illustrated in Figure 3.7a. The DTE normally has a male connector (i.e., pins exposed in the socket) while the DCE has a female connector (socket with holes to receive pins). The DTE-to-DCE connection cable comprises a cable with a female plug at one end (for the DTE) and a male plug at the other



Figure 3.7 5



See Chapter 2.



Connectors used for V.24/V.28 or RS-232 interface.
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(for the DCE). This ensures, in particular, that the TxD (transmit data) and RxD (receive data) leads are correctly wired. (Recall from Chapter 2: the DTE transmits data on ‘TxD’ for the DCE to receive. The DTE receives data from the DCE on lead ‘RxD’.) The cable simply connects pin 1 at the DTE to pin 1 at the DCE, pin 2 to pin 2, etc. (Figure 3.8a). Some personal computers still present a 25-pin male connector as their means of connecting to an external modem or similar device, but more common nowadays is the 9-pin DB-9 connector (EIA 562) as the serial interface port. The nine most critical leads of the V.24-defined interface can simply be transposed into this smaller connector (Figure 3.7b) and therefore save valuable space on the back of the laptop computer. As time has moved on, computer users have not only wanted to have smaller serial port connectors on their PCs, they have also been innovative in finding ways of interconnecting their computers directly over the serial port. You can even directly connect two DTEs together by using a special null modem cable (Figure 3.8b). This is designed to ‘trick’ each of the computers into thinking it is communicating with a DCE. In a null modem cable, the TxD and RxD leads are ‘crossed’ since both devices expect to send on TxD and receive on RxD. MORAL: be very careful with computer cables, socket adapters and gender changers (male to female plug or socket adapters). Just because you can make the plug fit into the socket doesn’t mean it’s the right cable for the purpose! Don’t be surprised if the system doesn’t work!



Hayes AT-command set Early modem development concentrated on the need to adapt the telephone network to enable the carriage of data communication. The earliest modem was developed by a telephone company (AT&T) and was designed, like telephone networks of the day (date: 1956), in a hardware-oriented fashion. There were no microprocessors at the time. From this heritage resulted the relatively complex hardware-oriented interface V.24, with its multiple pin plugs, cables and sockets. But as time progressed, modems became more sophisticated, introducing the potential to control the modem by means of software commands. The most commonly



Figure 3.8



DTE/DCE and null modem cable types.
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used command set used for this purpose in the Hayes AT command set, developed by Hayes Microcomputer corporation in the 1970s. AT is short for attention. These are the two ASCII characters which precede each of the commands sent from a computer to a Hayes compatible modem (most modems are nowadays). Common commands are: • ATDT (followed by a number) = dial this number using tone dialling • ATDP (followed by a number) = dial this number using pulse dialling • [X1] = dial immediately • [X3] = wait for dial tone • [W] = wait for second dial tone (e.g., when dialling via a PBX, private branch exchange) • ATA = manual answer incoming calls • ATH = hang up • ATS0 = 0 = disable auto answer • ATZ = modem reset The modem responds by acknowledging the commands with the response ‘OK’. As well as the above commands, there are a number of signals which allow the internal configuration of the modem to be changed (e.g., change bit rate, timeouts, etc.). Rather than requiring dedicated leads, as in the V.24 interface, AT commands are sent directly over the TxD and RxD leads prior to establishment of a connection. (They therefore cannot be confused with user data.) Since the AT command set provides a powerful means of controlling the modem, the need for the multiple pins of the V.24 interface has reduced. Hence the typical use of seven leads (Figure 3.8a). But when using the ready-busy-protocol, only four are necessary (Figure 3.8c). An alternative scheme to the Hayes AT command set is offered by ITU-T recommendation V.25bis .



DTE/DCE interfaces for digital line bit rates exceeding 64 kbit/s — V.35/V.36 and X.21 DCEs (data circuit terminating equipment) used for the termination of digital leaselines (bit rates from 64 kbit/s to 45 Mbit/s or even higher) go by a variety of names: • CSU (channel service unit); • DSU (data service unit); • LTU (line terminating unit); • NTU (network terminating unit). Such devices have to cope with the special demands of high bit rate signals — in particular their sensitivity to electromagnetic interference. In the UK, France and North America, the V.36 interface is most commonly used to connect DTEs to DCEs designed to terminate lines of bit rates between 64 kbit/s and 1.544 Mbit/s
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Usual connectors for V.35 and V.36 (RS-449) interfaces.



(North America) or 2.048 Mbit/s (Europe). The V.36 interfaces is well suited for cases in which the DCE is connected to the main network by means of coaxial cable. Coaxial cables were initially used to carry digital leaselines from customer premises to the nearest telephone exchange building (coaxial cable local loops). The connectors and pin layouts of the V.35 and RS-449 (V.35/V.36) interfaces are illustrated in Figure 3.9. Note that many more circuits and pins are needed than in the case of V.24 or RS-232, because each of the main signals (transmit, receive, etc.) is allocated a pair of wires (‘a’ and ‘b’ leads) rather than using only the ‘a’ lead and sharing a common ‘b-lead’ or ground. This precaution helps prevent possible interference between the signals, and is necessary to support the higher bit rates which V.35 and RS-449 interfaces are designed for. In Germany and other continental European countries, the X.21 (V.11) interface is normally used for the DTE/DCE interface of digital leaselines. The emergence of X.21 and V.11 was driven by the use of standard telephone cabling (two twisted pair cables — i.e., 4-wire) for the local loop section of digital leaselines (from customer premises to the nearest telephone exchange). X.21 was also a natural choice because, at the time of conception of X.21, Deutsche Telekom (then called Deutsche Bundespost) needed a control mechanism capable for setting up dial-connections across their (now extinct) Datex-L public circuit-switched data network (PSDN). X.21 was developed later than V.24 and RS-232 with the specific objective of catering for higher bit rate lines, which became possible with the advent of digital telephone leaselines. X.21 line bit rates are usually an integral multiple of the standard digital telephone channel bandwidth (64 kbit/s) — hence the so-called n*64 kbit/s rates: 128 kbit/s, 192 kbit/s, 256 kbit/s, 384 kbit/s, 512 kbit/s, 768 kbit/s, 1024 kbit/s, 1536 kbit/s, 2048 kbit/s. Together with the related recommendations X.24, V.10 (also known as X.26) and V.11 (also known as X.27), X.21 sets out an interface requiring far fewer interconnection circuits
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than necessary for the earlier V.24 and RS-232 interfaces. In addition, X.21 was specifically targetted on synchronous communication.6 X.21 uses separate pairs of ‘a’ and ‘b’ leads for the main signal circuits, rather than employing a common signal (or ground ). This helps prevent interference between signals and allows for much greater DTE-DCE cabling distances of up to 100 m (the maximum cabling length had previously been limited by V.24/V.28 to around only 15–25 m). Instead of a large number of separate circuits for the individual control signals (as in V.24–Table 3.1), X.21 uses the control lead (from DTE to DCE) and the indication lead (from DCE to DTE) in a way which enables multiple control and indication messages to be sent using the transmit (T) and receive (R) pairs, thus greatly reducing the number of wires required for DTE/DCE cables and the number of pins and sockets needed in X.21 connectors (Figure 3.10). A simple logic achieves this: • When the control leads (C) are set ‘on’, then the data transmitted on the transmit leads (T) is to be interpreted by the DCE as a control message and acted on accordingly. • When the indicate leads (I) are set by the DCE to ‘on’, then the DCE is ready to receive data. Otherwise, when ‘off’, the data sent by the DCE to the DTE on the receive leads (R) may be either information being sent to the DTE or the idle state (a string of ‘1’s is sent in this case). The control signals and states defined by X.21 are listed in Table 3.2. DTE and DCE negotiate their way from the idle state through selection and connection to the data transfer state. Following the end of the communication session, the clearing procedure returns the line back to the idle state.



Subrate multiplexing When bit speeds below the basic digital channel bit rate of 64 kbit/s are required by the DTE, then the DCE may have to carry out an additional function: breaking down the line



Figure 3.10 6



See Chapter 2.



Connector and pin-layout according to ITU-T recommendation X.21.
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State name Ready Call request Proceed-to-select request (i.e., request dial) Selection signal sequence (i.e., number to be dialled) DTE waiting DCE waiting Call progress signal Incoming call Call accepted Call information (from DCE) Connection in progress Ready for data (i.e., to communicate) Data transfer (i.e., communication) Send data Receive data DTE controlled not ready, DCE ready Call collision DTE clear request DCE clear confirmation DTE ready, DCE not ready DCE clear indication DTE clear indication DCE ready DTE uncontrolled not ready (fault), DCE not ready DTE controlled not ready, DCE not ready DTE uncontrolled fault, DCE ready DTE provided information
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bandwidth of 64 kbit/s into a number of lower bit rate channels. This process is called sub-rate multiplexing (or terminal adaption). Terminal adaption is defined in ITU-T recommendation V.110. The process can derive one or a number of lower bit rate channel bit rates from a 64 kbit/s channel: 600 bit/s, 1200 bit/s, 2.4 kbit/s, 4.8 kbit/s, 7.2 kbit/s, 9.6 kbit/s, 12 kbit/s, 14.4 kbit/s, 19.2 kbit/s, etc.
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International leaseline connections Anyone who has ordered an international leaseline or other wide area network (WAN) connection (e.g., a frame relay connection) may have had cause to worry about whether an RS-232 DTE in the USA can be connected to a V.24/V.28 DTE in Europe or whether a V.35 DTE in the USA could be connected to an X.21 DTE in Europe. The answer is ‘YES’. You order the international digital leaseline with RS-232 interface in the USA and V.24/V.28 interface in Europe (or V.35 in USA and X.21 in Europe as appropriate). The fact that the two DTE-DCE connections have different formats is immaterial.



Line interfaces During the previous discussion about the DTE-to-DCE interface, you might well (with justification) have been wondering about what happens on the network side of the DCE at its network or line interface. A line interface is required for long-distance transport of data (anything more than the few metres of cable possible with DTE/DCE interfaces, right up to many thousand kilometres). As well as being used on the ‘line’ or ‘network side’ of DCE devices, line interfaces are also used for trunk connections between nodes in a wide area network (e.g., between the nodes of Figure 3.1). In this case, the DCE is dispensed with and the node equipment (e.g., a router or a switch) is equipped directly with a line interface card, to which the trunk line is directly connected. For obvious reasons of economy, line interfaces are usually designed to use the equivalent of only two pairs of wires (one pair for transmitting and one pair for receiving) rather than the multiple leads used by DTE/DCE interfaces. Where two devices in a network (DCEs, nodes, etc.) are interconnected by means of a line interface, the connections are always made from the Tx (transmit) port of the sending device to the Rx port of the receiver and vice versa (Figure 3.11). Thus the trunk port cards of routers or other node equipment are interconnected in this way: output A-to-input B and input A-to-output B.



Why bother with the DCE and the DTE/DCE interface at all? In the case where a DCE is used, a device external to the DTE (the DCE) has to perform a conversion of the physical layer interface from the DTE/DCE format used by the DTE (e.g., V.24/V.28, X.21, RS-232, RS-449 etc.) into a line interface format required by the wide area network (WAN). The line interface of a DCE may conform either to an analogue modem modulation format (e.g., V.23 or V.32) or to a digital line transmission format (e.g., G.703, PDH, SDH, SONET). So, if the DCE only performs a physical layer conversion, why bother with it at all? Why not instead let the DTE output its data directly in the line interface format? Answer: Because by using the DTE/DCE interface, the DTE need only implement this relatively simple interface and can be isolated from network technology changes. The bit rate of the long-distance line and the modulation technique can be upgraded without affecting the DTE (i.e., the user’s computer). The output speed of the DTE can be increased simply by increasing the clock speed delivered to it by the DCE across the DTE/DCE interface.



Digital line interface types — digital transmission in wide area networks (WANs) Wide area network (WAN) lines used in data networks are typically lines leased from public telephone companies and carried across their digital transmission networks. Since these
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Figure 3.11
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DCE (data circuit-terminating equipment) connections: the DTE/DCE interface and line interface.



networks were developed mainly for the initial purpose of telephone communication, the transmission systems which they use, and the bit rates which they offer as possible DCE line interfaces (see Figure 3.11) are geared around those employed for telephone (i.e., voice) communication. In contrast to DTE/DCE interfaces, line interfaces usually comprise a maximum 4 wires (or equivalent — (two twisted pairs, two coaxial cables or two fibres, etc.) rather than multi-wire interfaces. A further difference is that, unlike DTE/DCE interfaces, there is no opportunity for the physical layer of a line interface to be ‘not ready’. Bits are permanently flowing in both directions, if only a string of ‘0’s or ‘1’s is being sent as an idle pattern. The first digital transmission systems appeared as early as 1939, when pulse code modulation (PCM) was invented as a means of converting analogue signals such as speech into a digital format. But widespread use of PCM and digital transmission systems began only in the 1960s. All digital transmission systems are based on a basic telephone channel of 64 kbit/s bit rate. This is the bit rate corresponding to a ‘basic’ analogue telephone channel of 4 kHz bandwidth. The rate of 64 kbit/s comes about because during the process of converting an analogue telephone channel to a pulse code modulated (PCM) signal, the signal must be sampled at a frequency at least twice that of the bandwidth (i.e., at 2 × 4 kHz = 8 kHz — or every 125 µs). At each sample point, the amplitude of the original analogue signal is replaced by a numerical value between −128 and +127 (8 bits) corresponding to the analogue signal amplitude. The ‘basic’ telephone channel (of 4 kHz when in analogue form) thus has a digital bit rate of 8 kHz x 8 bits per sample = 64 kbit/s. This bit rate forms the ‘basic building block’ of all higher order digital transmission systems, and is referred to as a 64 kbit/s channel, a B-channel (bearer-channel) or DS0 -channel (digital signal, hierarchy level 0). Higher order digital multiplexing systems operate at rates which are an exact integral multiple of the 64 kbit/s basic channel rate. Three basic types of digital transmission are used
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in public telecommunications networks and these systems provide the transport for digital leaselines plesiochronous digital hierarchy (PDH); synchronous digital hierarchy (SDH) and SONET (synchronous optical network ). The various different hierarchy levels and bit rates have various names (e.g., DS1, DS3, T1, T3, E1, E3, STM-1, STS-3, OC3 etc.) but all are based on the same principles of multiplexing. We discuss multiplexing first, then each of the specific digital line transmission types in turn: PDH, SDH and SONET.



Multiplexing The suffix ‘plex’ in communications technology is used to describe the use of a single medium or channel to carry multiple signals simultaneously (from the latin perplexus: to entwine). Thus simplex is the carriage of a single signal, while duplex is the carriage of two separate signals (in opposite directions) to allow two-way communication. Logically, multiplex is the carriage of multiple signals on a signal cable or other medium. Multiplexing is the process by which the multiple individual signals are combined together and prepared for transport. Demultiplexing reverses the multiplexing process at the receiver end of the connection. In the case of digital multiplexing, a number of digital telephone channels (of 64 kbit/s bit rate) are combined to share a higher order digital bit rate (e.g., 32 telephone channels × 64 kbit/s may be multiplexed together to create a higher order bit rate of 2.048 Mbit/s). The multiplexing process works by taking 1 byte (corresponding to a single amplitude value of a PCM [pulse code modulation] signal or one ASCII character) in turn from each of the channels to be multiplexed. The process can be imagined to be like a ‘rotating selector’ as shown in Figure 3.12. In the example of Figure 3.12, 32 channels of 64 kbit/s are being multiplexed, taking one byte in turn from each channel: starting with channel 0 and working through to channel 31 before sending the next byte from channel 0. Since each digital telephone channel transmits one byte of data (one signal amplitude value) every 125 µs (corresponding to 8000 Hz), the higher order bit rate must be able to carry 32 bytes within the same time period. In other words, the bit rate must be 32 times higher. The resulting higher order signal has a byte-interleaved pattern and a bit rate of 2.048 Mbit/s. The demultiplexing process merely reverses the multiplexing process — ‘unweaving’ the individual signals from one another to recover the original thirty-two 64 kbit/s signals. Each of the individual tributary channels of a higher order digital bit rate are carried transparently, i.e., without affecting one another and without being altered in any way. The recovered signals (once demultiplexed) are identical to the input bit streams. The same principles (as described above) are the basis of all digital multiplexing and explain why higher order digital line bit rates are always an exact multiple of the basic telephone channel bit rate of 64 kbit/s. But for purposes of datacommunication, it is often more appropriate to use the higher order bit rates (e.g., 1.544 Mbit/s [T1], 2.048 Mbit/s [E1], 34 Mbit/s [E3], 45 Mbit/s [T3], 155 Mbit/s, etc.) directly for high speed data transport. Such higher bit rate signals can easily be carried by standard public telecommunications networks.



Plesiochronous digital hierarchy (PDH) Until the 1990s the backbone transmission networks of digital telephone networks were based upon a technology called PDH (plesiochronous digital hierarchy). Three different PDH hierarchies evolved in different regions of the world, as summarised in Figure 3.13. They share three common attributes:
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Figure 3.12 The principle of digital multiplexing.



Figure 3.13 The various plesiochronous digital hierarchies (PDH; ITU-T recommendation G.571).
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• they are all based on the needs of telephone networks, i.e., offering integral multiples of 64 kbit/s channels; • they require multiple multiplexing stages to reach the higher bit rates, and are therefore difficult to manage and to measure and monitor performance, and relatively expensive to operate; • they are basically incompatible with one another. Each individual transmission line within a PDH network runs plesiochronously. This means that it runs at a clock speed which is nominally identical to all the other line systems in the same operator’s network but is not locked synchronously in step (it is said to be freerunning). This results in certain practical problems. Over a relatively long period of time (say, one day) one line system may deliver two or three bits more or less than another. If the system running slightly faster is delivering bits for the second (slightly slower) system, then a problem arises with the accumulating extra bits. Eventually, the number of accumulated bits become too great for the storage available for them, and some must be thrown away. The occurrence is termed slip and can result in bit errors when transmitting data (as we saw in Chapter 2 — Figure 2.14c). But slip is not so damaging to speech connections. The problem of slip is kept under control in PDH transmission by adding extra bits, called framing bits (also called bit-stuffing or justification). The addition of the framing bits mean that the nominal line rate is slightly higher than the sum of the user signals to be carried. The framing bits allow the two end systems have to communicate with one another, slowing up or slowing down as necessary to keep better in step with one another. Not only this: whenever the normal user bits are not sufficient to carry the ‘accumulating’ bits, we can borrow some of the framing bits. The extra framing bits account for the difference, for example, between 4 × 2048(E1 bit rate) = 8192 kbit/s and the actual E2 bit rate (8448 kbit/s) — see Figure 3.13. Framing bits also account for the difference between 24 × 64 kbit/s = 1.536 Mbit/s and the actual T1 -line system bit rate of 1.544 Mbit/s. Extra framing bits are added at each stage of the PDH multiplexing process. In consequence, the efficiency of higher order PDH line systems (e.g., 139 264 kbit/s — usually termed 140 Mbit/s systems) are relatively low (91%). But more critical still, the framing bits added at each stage make it very difficult to break out a single 64 kbit/s channel or a 1.5 Mbit/s or 2 Mbit/s tributary from a higher order line system at an intermediate point without complete demultiplexing. In the example of Figure 3.14, six multiplexors are required to ‘split out’ a single E1 tributary from the 140 Mbit/s line at the intermediate point B. This makes PDH networks expensive, rather inflexible and difficult to manage. The electrical interface used for all the various bit rates of the PDH is defined in ITU-T recommendation G.703. Basically, it is a four wire interface, with one pair each used for transmit and receive directions of transmission. Unlike DTE/DCE interfaces, there are no additional wires or circuits for control messages. These messages (such as are necessary) are carried within the framing bits. The line codes employed by ITU-T recommendation G.703 are HDB3 (high density bipolar, order 3) in the European PDH hierarchy and AMI (alternate mark inversion) in the North American and Japanese hierarchies. These were illustrated in Chapter 2 — Figure 2.18. Recommendations G.704, G.732 and G.751 set out the allowed bit rates and the correct signal framing of the higher order bit rates.



Structured and unstructured formats of PDH (plesiochronous digital hierarchy) When you come to order a WAN (wide area network) connection for your data you may need to specify not only the user bit rate which you require, but also whether the line should be structured or unstructured.
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Note:* these E3 and E2 tributaries must also be demulitplexed to E1 rate



Figure 3.14



Breaking-out a 2 Mbit/s tributary from a 140 Mbit/s PDH line system.



Structured or unstructured refers to whether the framing has been added to the bitstream. The two different formats are incompatible, but both formats are not always available. The unstructured format is used when the full line bit rate is required (e.g., an E1-line of 2048 kbit/s or a T1-line of 1544 kbit/s). Since the framing (and thus the synchronisation timing) has not been ‘dictated’ by the network of the telecommunications carrier, the framing bits are available to be set and used by you, the ‘end user’. Thus your devices at either end of the point-to-point connection may stuff, justify and synchronise with one another directly, as discussed in the previous section. The structured format is that in which the framing has already been added by the public telecommunications network carrier. In this case, timeslot 0 (corresponding to the first 64 kbit/s channel within the frame) has been set by the network (for synchronisation purposes), and is not available for framing by the end user devices. Some carriers only offer the structured format (with maximum bit rates of 1920 kbit/s or 1984 kbit/s (in the case of E1 lines) or 1536 kbit/s (in the case of T1 and J1 lines)) instead of the full line bit rates of 2048 kbit/s and 1544 kbit/s respectively. The structured format is also used in the case that fractionalE1 or fractional-T1 bit rates are requested. Fractional bit rates are bit rate multiples of 64 kbit/s (i.e., n × 64 kbit/s) where n is an integer value between 1 and 31). For these bit rates, the carrier may choose to provide a local loop connection (i.e., the wire from your premises to the nearest telephone exchange building) based on a full E1 (2.048 Mbit/s) or T1 (1.544 Mbit/s) transmission system. By structuring the signal, the exact n × 64 kbit/s signal can be carried. The excess bit rate (making up the full 1544 kbit/s or 2 Mbit/s line signal) is simply thrown away. Any DCE (data circuit terminating equipment) needed to terminate the carrier’s PDH line in your premises, and convert to the physical interface (e.g., X.21 or V.35/V.36) for connecting the data terminal equipment (DTE) is usually provided and maintained by the carrier. However, in some countries, regulation requires that the customer be able to rent or purchase DCE, like other customer premises equipment (CPE), from a range of competing retailers. DCE intended to terminate digital leaselines go by a variety of names: CSU, channel service unit; DSU, data service unit; LTU, line terminating unit; NTU, network terminating unit, etc.
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Synchronous digital hierarchy (SDH) SDH, in contrast to PDH, requires the exact synchronisation of all the links and devices within a network. It uses a multiplexing technique which was specifically designed to allow for the adding and/or dropping of the individual tributaries within a high speed bit rate and for ring network topologies with circuit protection switching. Thus, for example, a single add and drop multiplexor (ADM) is used to break out a single 2 Mbit/s tributary from an STM-1 (synchronous transport module) of 155 520 kbit/s (Figure 3.15). The containers (i.e., available bit rates) of the synchronous digital hierarchy (SDH) were designed to correspond to the bit rates of the various PDH hierarchies, as illustrated in Figure 3.16 and Table 3.3. Containers are multiplexed together by means of virtual containers (abbreviated to VCs but not to be confused with virtual circuits which we will discuss elsewhere in this book), tributary units (TU), tributary unit groups (TUG), administrative units (AU) and finally, administrative unit groups (AUG) to form synchronous transport modules (STM). Synchronous transport modules (STM-1, STM-4, STM16, STM-64, etc.) are carried by SDH line systems.



Figure 3.15 Add/drop multiplexor (ADM) used to break-out 2 Mbit/s (E1) from a 155 Mbit/s (STM-1) line.



Figure 3.16 Synchronous Digital Hierarchy (SDH) Multiplexing Structure (ITU-T /G.709) [reproduced courtesy of ITU].
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Table 3.3 SDH (Synchronous digital hierarchy) and SONET (synchronous optical network) hierarchies North American SONET VT VT VT VT — —



1.5 2.0 3.0 6.0



— STS-1 (OC-1) STS-3 (OC-3) STS-6 (OC-6) STS-9 (OC-9) STS-12 (OC-12) STS-18 (OC-18) STS-24 (OC-24) STS-36 (OC-36) STS-48 (OC-48) STS-96 (OC-96) STS-192 (OC-192)



Carried Bit rate/Mbit/s



SDH



1.544 2.048 3.172 6.312 8.448 34.368 44.736 149.76 51.84 155.52 311.04 466.56 622.08 933.14 1244.16 1866.24 2488.32 4976.64 9953.29



VC-11 VC-12 — VC-21 VC-22 VC-31 VC-32 VC-4 — STM-1 — — STM-4 — — — STM-16 — STM-64



The basic building block of the SDH hierarchy is the administrative unit group (AUG). An AUG comprises one AU-4 or three AU-3s. The AU-4 is the simplest form of AUG, and for this reason we use it to explain the various terminology of SDH (containers, virtual containers, mapping, aligning, tributary units, multiplexing, tributary unit groups). The container comprises sufficient bits to carry a full frame (i.e., one cycle) of user information of a given bit rate. In the case of container 4 (C-4) this is a field of 260 × 9 bytes (i.e., 18720 bits), as illustrated in Figure 3.17a. In common with PDH (plesiochronous digital hierarchy) bit rates, the frame repetition rate (i.e., number of cycles per second) in SDH is 8000 Hz. Thus a C4-container can carry a maximum user throughput rate (information payload ) of 149.76 Mbit/s (18720 bits/frame × 8000 frames/second). The payload is available to be used as a point-to-point bandwidth. To a C-4 container is added a path overhead (POH) of 9 bytes (72 bits). This makes a virtual container (VC). The process of adding the POH is called mapping. The POH information is communicated between the point of assembly (i.e., entry to the SDH network) and the point of disassembly (i.e., exit from the SDH network). It enables the management of the SDH transmission system and the monitoring of the overall network performance. The virtual container is aligned within an administrative unit (AU) (this is the key to synchronisation). Any spare bits within the AU are filled with a defined filler pattern called fixed stuff. In addition, a pointer field of 9 bytes (72 bits) is added (Figure 3.17b). The pointers (3 bytes for each VC — up to three VCs in total, thus 9 bytes maximum) indicate the exact position of the virtual container(s) within the AU frame. Thus in our example case, the AU-4 contains one 3-byte pointer indicating the position of the VC-4. The remaining 6 bytes of pointers are filled with an idle pattern. One AU-4 (or three multiplexed AU-3s containing three pointers for the three VC-3s) forms an AUG. Alternatively, the AUG (AU-4) could be used to transport a complete 140 Mbit/s PDH line system, with fixed stuff padding out the unused bytes in each C-4 container. To a single AUG is added 9 × 8 bytes (576 bits) of section overhead (SOH). This makes a single STM-1 frame (of 19 440 bits). The SOH is added to provide for block framing and
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Figure 3.17 Basic structure of an STM-1 (SDH) or STS-3 (SONET) Frame.



for the maintenance and performance information carried on a transmission line section basis. (A section is an administratively defined point-to-point connection in the network, typically an SDH-system between two major exchange sites, between two intermediate multiplexors or simply between two regenerators.) The SOH is split into 3 bytes of RSOH (regenerator section overhead) and 5 bytes of MSOH (multiplex section overhead) as illustrated in Figure 3.17c. The RSOH is carried between, and interpreted by, SDH line system regenerators. The MSOH is carried between, and interpreted by the devices assembling and disassembling the AUGs (i.e., the line systems of higher order bit rate). The MOH ensures integrity of the AUG. Since the frame repetition rate of an STM-1 frame is 8000 Hz, the total line speed is 155.52 Mbit/s (19440 × 8000). Figure 3.17 shows the gradual build-up of a C-4 container into an STM-1 frame. The diagram conforms with the conventional diagrammatic representation of the STM-1 frame as a matrix of 270 columns by 9 rows of bytes. The transmission of bytes, as defined by ITU-T standards, starts at the top left-hand corner, working along each row from left to right in turn, from top to bottom. The structure is defined in ITU-T recommendations G.707, G.708 and G.709. Tributary unit groups (TUGs) and tributary units (TUs) provide for the breakdown of the VC-4 or VC-3 payload into lower speed tributaries, suitable for carriage of PDHs T1, T3, E1 or E3 line rates (1.544 Mbit/s, 44.736 Mbit/s, 2.048 Mbit/s or 34.368 Mbit/s). For higher bit rates (above the STM-1 rate of 155 Mbit/s), the SDH line systems also support ‘power-of-four’ (i.e., 1, 4, 16, etc.) multiples of AUGs. AUGs are multiplexed together with a proportionately increased section overhead, to make larger STM frames. Thus an STM-4 frame (4 AUGs) has a frame size of 77 760 bits, and a line rate of 622.08 Mbit/s. An STM-16 frame (16 AUGs) has a frame size of 311 040 bits, and a line rate of 2488.32 Mbit/s (2.5 Gbit/s).



SONET (synchronous optical network) SONET (synchronous optical network) is the name of the North American variant of SDH. It is virtually identical to SDH, but the terminology differs. The SONET equivalent of an
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SDH synchronous transfer module (STM) has one of two names: either optical carrier (OC) or synchronous transport system (STS). The SONET equivalent of an SDH virtual container (VC) is called a virtual tributary (VT). Some SDH STMs and VCs correspond exactly with SONET STS and VT equivalents. Some do not. Table 3.3 presents a comparison of the two hierarchies, presenting the various system bit rates, as well as the subrates offered by the various tributaries (virtual tributary or virtual container).



Physical media used for SDH and SONET SDH transmission signals, i.e., those conforming to the framing requirements of ITU-T recommendations G.707, G.708 and G.709, may be transmitted via either an electrical (copper wire) or an optical (glass fibre) physical interface. The electrical interface is defined by ITU-T recommendation G.703 (as with PDH). Otherwise a number of different optical fibre types may be used, as set out by ITU-T recommendation G.957. The individual fibre types are defined by ITU-T recommendations G.651 to G.655 (Table 3.4). When using the optical interface Table 3.4



Classification of optical fibre interfaces for SDH equipment Single mode fibre (SMF)



FibreCore diameter Fibre mantle diameter Glass cladding diameter Wavelength & attenuation 850 nm 1310 nm 1550 nm Relevant specifications



Typical range



Optical system designations



Multi-mode fibre (MMF)



8 µm



10 µm



50 µm



62.5 µm



125 µm



125 µm



125 µm



125 µm



250 µm



250 µm



250 µm



250 µm



Not used Not used 0.3 dB/km ITU-T rec. G.654 (loss minimised, 1550 nm only) ITU-T rec. G.653 (restricted use at 1310 nm) Long range



Not used 
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Figure 9.1



Use of a laptop computer and the console port for network equipment configuration.



In order to change the equipment configuration, text commands are issued by the technician via the terminal or PC to the equipment. The meanings and purpose of the commands are usually specific to the equipment and difficult for a newcomer to decipher (e.g. ‘atur’, ‘debug’, ‘load 4.x.5’, ‘resetxr’ etc.). Commands are typically confirmed either by the response ‘OK’ or by a prompt for another command. The prompt in the example above is the character ‘>’. Since routers rely largely on routing protocols to learn automatically about the surrounding network topology, there is no need for a great deal of manual configuration when they are first installed. By allowing the manual configuration to be undertaken from a ‘simple’ data terminal (or a PC with terminal emulation software) via the console port, both the network equipment and the tools required by the technician can be kept relatively simple, and thus relatively cheap. But there are three main drawbacks of using the console port for configuring or monitoring/diagnosing equipment. The first is that the console (i.e. technician’s terminal) has to be connected locally to the equipment. In other words, to reconfigure an entire network, the technician will have to visit each location and reconfigure each network component individually. The second drawback is that the text commands used at a console interface are usually quite complex and not intuitive — a skilled and trained specialist is required for the task of configuration. The final problem is that any errors in spelling or other command errors may lead to serious mis-configuration. (There is usually no helpful graphical user interface (GUI) software to check the commands issued, sort the commands into the right order, prompt for forgotten information and keep an ‘audit trail’ of the changes made so far.) Using the console port for equipment configuration and fault diagnosis requires only cheap equipment, but is rather cumbersome and requires quite a high level of training! As a result, alternative methods have emerged which have been specifically designed to provide for: • remote control of equipment — for purpose of configuration, monitoring equipment status or diagnosing faults; • specialised software-based tools for network management. Such tools present network status information in a graphical format and convert comprehensible commands given by the human network operator into the ‘gibberish’ which the network components expect as control commands. Nowadays, most network operators prefer to use a remote and centralised network management for configuration, monitoring and fault diagnosis of network components. Such remote network management relies heavily upon the simple network management protocol (SNMP), and the related managed objects and management information bases (MIBs). . .as we shall discover in
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the next sections of this chapter. But despite the availability of remote management methods, the console port (or an equivalent) will always be retained for at least two critical functions: • configuring the name and IP address of network components prior to first installation in a network. A router, for example, has to know its own IP address and the subnet range of addresses which are directly connected to it before it can be added to a network. It also has to have been configured to know which routing protocols will be used on which interfaces and to know the relevant routing area to which it belongs (refer back to Chapter 6 if necessary); • local connection of a PC for diagnosing a fault, re-loading software or similar measures: should the network component become isolated from the rest of the network as the result of a fault.



9.2 Basic network management: alarms, commands, polling, events and traps While the use of the console port may be a simple, convenient, cheap and effective means of configuring routers and other IP network nodes and components at their time of first installation, it would be impractical to use all the console ports for diagnosing faults in a large network. In a small network (maybe you have a small LAN at home) it may be adequate to configure the LAN switch, Internet access router and firewall using their respective console ports. As long as the network works, you may think it unnecessary to track the daily network statistics, alarm status and performance reports. When a fault occurs, you simply check each of the components in turn — using the console port as necessary. Or maybe you simply ‘reset’ them all by quickly switching them off and back on again. But as the network administrator of a large data network in a major bank, you could not consider visiting each of the branches any time a fault or network performance problem arose. As the early Internet developed and the number of interconnected routers rapidly increased, the need for remote network monitoring, fault diagnosis and equipment configuration became rapidly apparent. The solution was the development of an architecture for network management based on a standardised communications interface between a centralised network manager and a remote network element (i.e. network node or other network component). The standardised communications interface, as illustrated in Figure 9.2, is a protocol called SNMP (simple network management protocol). We shall describe it in detail later in this chapter. The centralised network manager is an SNMP manager and the network element (which ‘speaks’ to the SNMP manager by means of SNMP) is termed an SNMP agent. The SNMP manager, which receives network status information and alarms from SNMP agents and can issue commands for network configuration, is usually realised in software on centralised server hardware. Various manufacturer-proprietary systems are available as SNMP managers. Perhaps the best known is the Hewlett Packard company’s OpenView system. We shall return to the subject of so-called ‘umbrella management systems’ later in the chapter. SNMP (simple network management protocol) is a communications protocol by which the network element (the SNMP agent) can exchange status, configuration and command information with the SNMP manager. It is a standardised format in which information may be sought by the manager from the agent using a process called polling. Alternatively, the agent may send solicited or unsolicited reports to the manager. As the name suggests, the SNMP manager is in control of the communication. This is important, in order that the manager is not swamped by continual status updates from the
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Figure 9.2 Basic network management architecture, comprising SNMP manager and agent.



agents which it may be uninterested in, and anyway it may be unable to store or process at the time when they are received. Under normal circumstances, the SNMP manager software is designed to track the basic operation of the network and to respond to the requests and commands of the human network managers using it. In order to fulfil this function, it polls the network elements (regularly or sporadically — as it sees fit), soliciting information about their current operations and performance status. The information received from the different network elements as a result of polling is correlated and usually presented to human network operators as a series of different graphs, network topology diagrams, network load and performance charts as well as other graphics. Should a fault occur in any of the network elements, then the corresponding SNMP agent generates an alarm or event message which it sends to the SNMP manager. This message (called an SNMP trap) is said to be unsolicited. Unsolicited messages (SNMP traps) are usually of an urgent nature and are treated with priority by the SNMP manager. Indeed, SNMP trap messages use a different UDP (user datagram protocol) port number to differentiate them from ‘ordinary’ SNMP messages, and thus help their priority treatment. Depending upon the seriousness of the alarm, SNMP trap messages are typically presented immediately by the SNMP manager to the human network managers as either ‘yellow’ or ‘red status’ alarms. The affected network element is typically illustrated in yellow or red colour on the network topology graphic, and the human network manager may additionally be notified by means of an audible alarm, an immediate screen ‘pop-up message’ or by an urgent email. As well as being used for network status monitoring, the SNMP manager can also be used for network configuration. The three basic communications processes undertaken between SNMP managers and network elements (i.e. SNMP agents) are thus: • solicited ‘informational/status’ responses of the SNMP agents caused by polling (getmessages) of the SNMP manager; • unsolicited messages (SNMP traps) sent by SNMP agents to advise the SNMP manager of an alarm status, and
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• command messages (so-called set-messages) issued by the SNMP manager to instruct the SNMP agent to change the configuration of the associated network element and the related confirmational responses. The five basic types of SNMP message (SNMPv1) are thus: • get-request (by which the SNMP manager polls information from the SNMP agent); • get-next-request (this is a particular type of get-request message, used by the SNMP manager to solicit the next data value from a ‘table’ or ‘matrix’ of values held within the SNMP agent); • get-response (by which the SNMP agent sends solicited information to the SNMP manager); • set-request (by which the SNMP manager issues commands for changing the configuration of the network element associated with the SNMP agent), and; • trap-messages (by which an SNMP agent advises the SNMP manager of alarms and/or events and provides associated pre-defined additional status information). The protocol specification of SNMP defines the format of each of the message types above and how both the SNMP manager and SNMP agent are to conduct themselves during the exchange of information. But the real informational meaning of the requests and the content of the responses is not defined within SNMP. This is the domain of a management information base (MIB) and the managed objects which it defines. This is our next subject for consideration, but we shall return to a detailed discussion of SNMP later.



9.3 Management information base (MIB) and managed objects (MOs) On its own, SNMP (simple network management protocol) is not able to convey any useful information from SNMP agent to the SNMP manager or vice versa. SNMP is simply a set of ‘rules of orderly conversation’. In the same way that the project manager of a major building project can make sure that instructions are issued to the electrician, the bricklayer and the plumber and that each of the craftsmen understands his instructions and completes them on time, so SNMP is able to ‘project manage’ the task of managing a network. The actual content of the network management ‘work instructions’ depends upon the particular network component being managed, and is coded according to the appropriate management information base (MIB). The management information base (MIB) for a given type of network element defines the functions which the network element is capable of, the configuration options which are possible and the information it can provide in terms of a set of managed objects (MOs). A managed object is a standardised definition of a particular feature or capability of the network component, and the normalised states in which it can exist. Imagine a traveller’s water bottle to comprise two standard managed objects. The first managed object — the bottle itself — might be ‘a vessel for storing one litre of liquid’ (exactly what shape it is, is unimportant). The second object — the ‘stopper’ — might be a screw top, a cap-top or a cork, but as a managed object all three are simply ‘watertight stoppers’ which may be in any of the states ‘secured’, ‘opened’ or ‘being opened’. Standardised states of the bottle, meanwhile, might be ‘full’, ‘empty’, ‘half full’, etc. Standard management commands relevant to the bottle object might be ‘fill up’, ‘pour out’ while ‘secure’ or ‘undo’ commands might be sufficient for the ‘stopper’ object. The definitions of both the ‘bottle’ and ‘stopper’ objects, together with the related commands form the management information base (MIB) of
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the ‘travellers water bottle’. Provided all manufacturers produced traveller’s water bottles and stoppers which are able to respond to the management commands, you could buy whichever bottle and stopper combination was the most aesthetically pleasing and be confident that a standard command procedure will get the stopper out!!



Management information base (MIB): definition and object hierarchy Management information bases (MIBs) and the managed objects which they define are nowadays standardised for most types of new computer and telecommunications products. They may be defined either on an industry-standard basis and a large number have been defined by IETF (Internet Engineering Task Force) and similar standards bodies as a standardised means of managing: • IPv4 routers; • IPv6 routers; • IP (Internet protocol), TCP (transmission control protocol) and other networking protocols; • OSPF (open shortest path first) and other routing protocols; • ethernet, token ring and other LAN (local area network) devices; • ISDN (integrated services digital network), ATM (asynchronous transfer mode), FR (frame relay), SDH (synchronous digital hierarchy), SONET (synchronous optical network) and a range of other types of network interfaces. Having well-defined, standard MIBs for each of the network components is a critical prerequisite for centralised (remote) management of an entire network. In the case where industry standards do not already exist for a given network component, protocol or interface, most manufacturers nowadays define their own MIB (management information base) but publish it as an intended ‘standard’.



The structure and syntax of management information bases (MIBs) and managed objects (MOs) The definition of managed objects (MO) and managed information bases (MIBs) is carried out using the abstract syntax notation 1 (ASN.1). The procedure of definition, including advice on how to group and subdivide MOs is defined by ISO (International Organization for Standardization) and ITU (International Telecommunications Union) and is documented in ITU-T recommendations X.722 (ISO 8824, 8825) and X.739 (ISO 10164-11). These are the guidelines for the definition of managed objects (GDMO). They include strict rules about the naming and spelling conventions of objects and their hierarchical structure. The adaptations and specific use of these guidelines for the definition of Internet-related managed objects for use with SNMP are defined as the structure of management information (SMI). SMIs are defined in various RFCs: • the structure of management information version 1 (SMIv1) is defined in RFC 1155; • a methodology for defining concise MIB (management information base) modules for Internet usage is defined in RFC 1212; • the core set of managed objects for IP-suite protocols (called mib-2 or MIB-II) is defined by RFC 1156 and various updates are defined in RFC 1213; and • the structure of management information version 2 (SMIv2) is defined in RFCs 257880. SMIv2 was introduced concurrently with SNMPv3. In particular, SMIv2 requires the
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definition of security-related parameters about each managed object and provides for more powerful network management. Its use is obligatory with SNMPv3.



Managed objects and their relation to the ‘root’ object The management information base (MIB) for a particular network component, protocol or other function usually comprises a number of managed objects, structured in a hierarchical manner and defined using the abstract syntax notation (ASN.1). Each managed object has a name (the object identifier), a syntax and an encoding. Depending upon the object type, the data used to represent an object may be formatted as an integer, an octet string, an address value, a network mask, a counter, a timer or some other special format — as best describes the object. This is defined by the syntax assigned to the object type. The encoding defines how specific instances of the object type are represented using the syntax. The syntax and encoding define how the information about the object will be represented while being carried by SNMP (simple network management protocol). Thus, in the case of our traveller’s water bottle the object with the name ‘bottleVolume’ might be declared to be a single ‘floating point’ number within a given range, the value being defined to be equal to the volume of the bottle in cubic centimetres (cm3 ). On the other hand, an IPv4-type network address is best defined by the syntax of four decimal integer values (each between 0 and 255), separated by dots. Objects are defined in a hierarchical manner, all possible objects being derived from a standard root object (which is administered by ISO — International Organization for Standardization). Figure 9.3 illustrates the top level of the managed object inheritance hierarchy,



Key: ‘ccitt’ stands for international telephone and telegraph consultative committee (the old name for ITU-T— International Telecommunications Union standardization sector), ‘joint’ stands for ‘shared ISO/CCITT objects’, ‘org’ stands for ‘independent organisation’ and ‘dod’ stands for the United States ‘Department of Defense’.



Figure 9.3



The object inheritance hierarchy of the Internet group of objects from the ISO root object.
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showing how objects relating to the Internet are derived from the root object. As can be seen in Figure 9.3, the Internet management information base (the current version is mib-2) is one of the main object groups or modules within the Internet object group. Usually objects are referred to by their name (e.g. mib-2), but it is also important to understand their position within the object inheritance hierarchy. This can be denoted in one of two ways: • either by showing its direct parent thus • or by showing its absolute position in the inheritance hierarchy thus



mib-2 ::={mgmt 1} 1.3.6.1.2.1 [mib-2]



In the first of the above notations, the object mib-2 is defined to be the first object (i.e. denoted ‘1’) within the ‘mgmt’ group of objects. In the second notation the complete inheritance from the root object is recorded (compare with the values with the ‘branches’ of the inheritance ‘tree’ in Figure 9.3!). We shall illustrate some the actual managed objects and groups within the Internet mib-2 (management information base) later in this chapter, but we shall not cover all the managed objects which have been defined for Internet-related component and protocol management. For those readers who need this, there are a number of commercial software products available which provide an ‘encyclopaedia’ of the objects and their inheritance hierarchy (these are called GDMO browsers).



9.4 Structure of management information (SMIv1 and SMIv2) As we learned above, network management of the Internet and IP-based internetworks is intended to be carried out using the simple network management protocol (SNMP) and a series of managed objects defined within the Internet management information base (the current version is mib-2). The managed objects are defined according to the abstract syntax notation 1 (ASN.1), but the full capabilities of ASN.1 are not supported by SNMP. Instead a ‘simple and workable’ subset of ASN.1 is defined and called the structure of management information (SMI). In the same way that SNMP was defined by IETF (Internet Engineering Task Force) to be a ‘simple and workable’ alternative to the ISO/ITU-T management protocol CMIP (common management information protocol), so SMI is the ‘simple and workable’ subset of ASN.1. Together, SNMP and SMI form the architecture and management framework for the network management of IP-based internetworks. The first version of SMI (structure of management information) — SMIv1 — was introduced with SNMP version 1 and is defined in RFC 1155 (SNMPv1 is defined in RFC 1157). SMIv1 sets out the format in which MIB and managed object definitions should be presented and the various information which is required. A typical managed object definition (in ASN.1/SMI format) of an object-type called ‘tcpMaxConn’ is shown below: tcpMaxConn SYNTAX ACCESS STATUS DESCRIPTION



::= {tcp 4}



OBJECT-TYPE INTEGER read-only mandatory "The limit on the total number of TCP connections the entity can support. In entities where the maximum number of connections is dynamic, this object should contain the value −1"
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The first line of the SMI definition defines the name of the object (called the object identifier — in this case tcpMaxConn) and identifies it as an object (with the words OBJECT-TYPE). The syntax explains that this object is a data element of type INTEGER. The access line explains that the object value held within the SNMP agent may only be read (and thus not altered). The status line explains that all network elements with the tcp-MIB must ‘mandatorily’ be able to respond to a get-request for the value of tcpMaxConn. Finally, the description explains the meaning of the object and how it is to be encoded. The second (and current) version of SMI — SMIv2 — is an extension of SMIv1 to support more powerful capabilities of network management made possible by SNMPv3. SMIv2, which is defined in RFCs 2578-80, requires more information to be defined for each managed object. Among other things, SMIv2 provides more access mode types for each object: read-only, read-write, notify, etc. — in line with the extra security built into SNMPv3.



9.5 Management information base-2 (mib-2 or MIB-II) Figure 9.4 illustrates the basic modules which make up the sub-hierarchy of the Internet management mib (mib-2 or MIB-II). The mib (mib-2) is defined in RFC 1156 and RFC 1213. Note how the mib-2 modules already reflect both the network and interface components of an IP-based network, as well as the various protocols used for data transport. Take a look at the sub-modules in the lower levels of the mib-2 hierarchy (Figure 9.5) and you will start to find objects suitable for setting or reading (i.e. getting) protocol parameter settings or for controlling the actions of the protocols or other network devices. Thus, for example: • The object ipDefaultTTL [::= {ip 2}] might allow the default time-to-live parameter value in the Internet Protocol (IP) to be checked or changed; similarly • The object tcpMaxConn [::= {tcp 4}] allows the maximum number of connections to be established simultaneously by a given device using transmission control protocol (TCP) to be checked. This is the object for which we illustrated the full object definition in SMIv1-format earlier. As a quick reference to the main modules and higher layer managed objects in mib-2 we present Figure 9.5 and Table 9.1, but we shall not discuss these in detail.



Figure 9.4 Internet management information base version 2 (mib-2).
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9.6 Remote network monitoring (RMON) The RMON-MIB was specifically established for the purpose of Remote network MONitoring (RMON). It is designed to be used by monitors, probes 1 and other ‘RMON devices’. The RMON objects set out in the RMON-MIB provide for a ‘common language’ by which an
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Figure 9.5 mib-2 structure and modules. 1 A probe is a special device typically used for monitoring traffic on a LAN or internetwork. Network administrators use such probes to investigate poor network performance.
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RMON management application (such as a probe) can communicate using SNMP with an RMON agent (typically a network component). The current version of RMON is set out in SMIv2 (structure of management information version 2) format in RFC 2819.2 Many of the objects defined by RMON are intended to be suitable for different types of IP-based networks, but they may be too general to give full control of certain types of network or protocol. Initially, specific objects were developed for monitoring ethernet networks, and 2 RFC 1757, now superseded by RFC 2819, is a semantically identical version of RMON to RFC 2819 (using identically named objects). The difference is that RFC 1757 is defined in SMIv1 rather than SMIv2-format.
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the intention was that equipment designers could define similar objects for network types other than ethernet. Subsequently, many further modules have been added to RMON, and it is nowadays possible to remotely monitor nearly all the components and protocols of an IP-based network using RMON and SNMP. In particular, RMON is designed to provide for: • offline operation of remote devices; • multiple different managers operating simultaneously; • proactive monitoring of remote devices; • problem detection and reporting; and • ‘value-added data’ — a range of statistics helpful to human network managers in operating a network. RMON objects are organised in the groups and according to the hierarchy shown in Figure 9.6 which is presented as a quick reference without detailed discussion. But before we leave the subject of RMON, it is important to understand the references made to RMON-1 and RMON2. RMON-1 and RMON-2 are not versions one and two of RMON, but instead are mutually exclusive subsets of a single MIB called rmon. RMON-1 is used to denote the basic RMON modules (the current definition of which is contained in RFC 2819). RMON-2 is merely an optional extension MIB defined in RFC 2021, which allows RMON additionally to be used to monitor the application layer and related functions of remote hosts. The relation of RMON-1 to RMON-2 should be clear from Figure 9.6. Finally, SMON MIB (also illustrated in Figure 9.6) extends RMON for Switched network MONitoring. SMON is defined in RFC 2613.



9.7 MIB for Internet protocol version 6 (ipv6MIB) Finally, as a quick reference, and as a comparison with the Internet Protocol version 4 MIB (mib-2 modules 4 and 5 — as shown in Figure 9.5), Figure 9.7 presents the MIB (management information base) for the v6 versions of both the Internet Protocol (IPv6) and the Internet control message protocol (ICMPv6). The definition of a new MIB for IPv6 reflects the different structure and operation of the new protocol (as compared with its predecessor IPv4).



etherHistoryOctets etherHistoryPkts etherHistoryBroadcastPkts



historyControlInterval



historyControlOwner



historyControlStatus



alarmStatus



etherHistoryOversizePkts etherHistoryFragments



etherStatsFragments



etherStatsStatus



etherStatsOwner



Figure 9.6



etherStatsPkts1024501518Octets



etherStatsPkts512to1023Octets



etherStatsPkts256to511Octets



etherStatsPkts128to255Octets



etherStatsPkts65to127Octets



alarmFallingEventIndex



hostControlStatus



hostControlOwner



hostControlLastDeleteTime



hostControlTableSize



hostControlDataSource



hostControlIndex



hostControlEntry



hostControlTable



RFC 2819



hostOutMulticastPkts



hostOutBroadcastPkts



hostOutErrors



hostOutOctets



hostInOctets



hostOutPkts



hostInPkts



hostIndex



hostCreationOrder



hostAddress



hostEntry



hostTable



hosts 4



hosts



Hosts



hostTimeOutMulticastPkts



hostTimeOutBroadcastPkts



hostTimeOutErrors



hostTimeOutOctets



hostTimeInOctets



hostTimeOutPkts



hostTimeInPkts



hostTimeIndex



hostTimeCreationOrder



hostTimeAddress



hostTimeEntry



hostTimeTable



HostTopN



hostTopNStatus



hostTopNOwner



hostTopNStartTime



hostTopNGrantedSize



hostTopNRequestedSize



hostTopNDuration



hostTopNTimeRemaining



hostTopNRateBase



hostTopNHostIndex



hostTopNControlIndex



hostTopNControlEntry



hostTopNControlTable



hostTopNIndex



hostTopNReport



hostTopNEntry



hostTopNTable



hostTopNRate



hostTopNAddress



hostTopN 5



host Top "N" group



Remote MONitoring management information base (RMON MIB): RMON-1, RMON-2 and SMON.



etherHistoryUtilization



etherHistoryJabbers etherHistoryCollisions



etherStatsCollisions



etherStatsPkts64Octets



etherStatsJabbers



alarmOwner



etherHistoryUndersizePkts



etherStatsOversizePkts



alarmFallingThreshold alarmRisingEventIndex



etherHistoryMulticastPkts etherHistoryCRCAlignErrors



etherStatsUndersizePkts



alarmRisingThreshold



alarmStartupAlarm



alarmValue



alarmSampleType



alarmVariable



alarmInterval



alarmIndex



alarmEntry



alarmTable



etherStatsCRCAlignErrors



etherStatsMulticastPkts



etherHistoryDropEvents



historyControlBucketsGranted



etherStatsPkts



etherStatsBroadcastPkts



etherStatsOctets



etherHistoryIntervalStart



etherHistorySampleIndex



historyControlIndex



historyControlDataSource



historyControlBucketsRequested



etherStatsIndex etherHistoryIndex



etherHistoryEntry



etherHistoryTable



etherStatsDropEvents



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22



historyControlEntry



historyControlTable



etherStatsDataSource



etherStatsEntry



1



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



etherStatsTable



alarm 3



history 2



statistics 1



rmon module no. notes



object identifier



alarm



Alarm



history



statistics



full name



History



Statistics



object groups



RMON1



370 Managing the network



matrixDSSourceAddress



matrixDSDestAddress



matrixDSIndex



matrixDSPkts



matrixOctets



matrixDSErrors



matrixSDSourceAddress



matrixSDDestAddress



matrixSDIndex



matrixSDPkts



matrixSDOctets



matrixSDErrors



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22



matrixDSEntry



matrixDSTable



matrixSDEntry



matrixSDTable



DS = Destination/Source



1



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



rmon module no. notes



SD = Source/Destination



bufferControlTurnOnTime bufferControlOwner



channelStatus



Figure 9.6



(continued )



bufferControlStatus



bufferControlCapturedPackets



channelOwner



bufferControlMaxOctetsGranted



channelMatches channelDescription



bufferControlMaxOctetsRequested



filterStatus



channelEventStatus



filterPktStatusMask



bufferControlDownloadOffset



bufferControlDownloadSliceSize



filterOwner



channelEventIndex



bufferControlCaptureSliceSize



bufferControlFullAction



bufferControlFullStatus



bufferControlChannelIndex



bufferControlIndex



bufferControlEntry



bufferControlTable



filterPktStatusNotMask



channelTurnOffEventIndex



filterPktStatus



channelTurnOnEventIndex



channelDataControl



channelAcceptType



channelIfIndex



channelIndex



channelEntry



channelTable



filterPktDataNotMask



filterPktDataMask



filterPktData



filterPktDataOffset



filterChannelIndex



filterIndex



filterEntry



filterTable



captureBufferEntry



captureBufferTable



captureBufferPacketStatus



captureBufferPacketTime



captureBufferPacketLength



captureBufferPacketData



captureBufferPacketID



captureBufferIndex



captureBufferControlIndex



capture 8



filter 7



object identifier



matrix 6



Capture packet capture



filter



matrix



full name



Filter



Matrix



object groups



RFC 2819



RMON1 (contd)



eventStatus



eventOwner



eventLastTimeSent



eventCommunity



eventType



eventDescription



eventIndex



eventEntry



eventTable



logDescription



logTime



logIndex



logEventIndex



logEntry



logTable



event 9



event



Event



fallingAlarm



risingAlarm



0



rmonEventsV2



MIB for Internet protocol version 6 (ipv6MIB) 371



protocolDIrectoryGroup



protocolDirTable



protocolDirLastChange



rmon1TokenRingEnhancementGroup



rmon1EthernetEnhancementGroup



rmon1EnhancementGroup



rmonNotificationroup



protocolDirMatrixConfig



usrHistoryGroup probeInformationGroup probeConfigurationGroup



rmonFilterGroup



rmonEventGroup



alMatrixGroup



rmonMatrixGroup



rmonPacketCaptureGroup



protocolDirHostConfig



alHostGroup



rmonHostTopNGroup



protocolDirStatus



protocolDirOwner



protocolDirAddressMapConfig



protocolDirType



protocolDirDescr



nlHostGroup nlMatrixGroup



rmonHostGroup



protocolDIrLocalIndex



protocolDirParameters



rmonAlarmGroup



addressMapGroup



protocolDistributionGroup



rmonEthernetHistoryGroup



rmon2MIBCompliance rmon2ApplicationLayerCompliance



rmonEtherStatsGroup



rmonHistoryControlGroup



protocolDirID



rmonCompiance



rmonGroups



rmon2MIBGroups



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22



rmonCompliances



rmon2MIBCompliances



protocolDistControlStatus



protocolDistControlOwner



protocolDistControlCreateTime



protocolDistControlDroppedFrames



protocolDistControlDataSource



protocolDistControlIndex



protocolDistControlEntry



protocolDistControlTable



protocolDistStatsOctets



protocolDistStatsPkts



protocolDistStatsEntry



protocolDistStatsTable



protocolDist 12



protocolDirEntry



10



Protocol Distribution



ProtocolDistribution



rmonConformance 20 protocolDir 11



ProtocolDirection



RMON conformance



RMON conformance



RFC 2021



Token Ring



RFC 2819



1



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



rmon module no. notes



object identifier



full name



object groups



RMON2



RMON1 (contd)



372 Managing the network



addressMapInserts



nlHostControlIndex nlHostControlDataSource



addressMapSource



addressMapPhysicalAddress



addressMapLastChange



addressMapControlOwner



addressMapControlStatus



hlMatrixControlStatus



nlHostControlStatus



(continued )



hlMatrixControlOwner



nlHostControlOwner



Figure 9.6



hlMatrixControlAlDeletes



hlMatrixControlAlInserts



hlMatrixControlAlDroppedFrames



hlMatrixControlAlMaxDesiredEntries



nlHostCreateTime



nlHostControlAlInserts nlHostControlAlDeletes



nlHostOutMacNonUnicastPkts



nlHostControlAlDroppedFrames



nlMatrixSDCreateTime



nlMatrixSDOctets



nlMatrixSDPkts



nlMatrixSDDestAddress



nlMatrixSDSourceAddress



nlMatrixSDTimeMark



nlMatrixSDEntry



nlMatrixSDTable



SD = Source/Destination



nlMatrix 15



Network-Layer Matrix



nlMatrixDSTimeMark



nlMatrixDSEntry



nlMatrixDSTable



DS =Destination/Source



nlMatrixDSCreateTime



nlMatrixDSOctets



nlMatrixDSPkts



nlMatrixDSDestAddress



nlMatrixDSSourceAddress



Network-LayerMatrix



hlMatrixCOntrolNlMaxDesiredEntries



hlMatrixControlNlDeletes



hlMatrixControlNlInserts



hlMatrixControlNlDroppedFrames



hlMatrixControlDataSource



hlMatrixControlIndex



hlMatrixControlEntry



hlMatrixControlTable



nlHostControlAlMaxDesiredEntries



nlHostInOctets nlHostOutOctets



nlHostControlDeletes



nlHostOutPkts



nlHostInPkts



nlHostAddress



nlHostTimeMark



nlHostEntry



nlHostTable



nlHostControlNlMaxDesiredEntries



nlHostControlNlInserts



nlHostControlnlDroppedFrames



addressMapTimeMark



addressMapNetworkAddress



addressMapControlIndex



nlHostControlEntry



addressMapControlDataSource



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 ss 21 22



addressMapEntry



addressMapTable



nlHostControlTable



addressMayControlDroppedFrames



addressMapControlEntry



addressMapControlTable



addressMapMaxDesiredEntries



1



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



rmon module no. notes



addressMapDeletes



nlHost 14



addressMap 13



object identifier



Network-Layer Host



Address Map



full name



Network-LayerHost



AddressMap



object groups



RFC 2021



RMON2 (contd)



MIB for Internet protocol version 6 (ipv6MIB) 373



alHostOUtPkts alHostInOctets



nlMatrixTopNDestAddress



nlMatrixTopNPktRate



nlMatrixTopNReversePktRate



nlMatrixTopNOctetRate



nlMatrixTopNReverseOctetRate



nlMatrixTopNControlDuration



nlMatrixTopNControlRequestedSize



nlMatrixTopNControlGrantedSize



alMatrixTopnControlOwner alMatrixTopnControlStatus



nlMatrixTopNControlStatus



alMatrixTopnControlGrantedSize



alMatrixTopnControlRequestedSize



alMatrixTopnControlDuration



alMatrixTopnControlGeneratedReports



alMatrixTopnControlTimeRemaining



alMatrixTopnControlRateBase



alMatrixTopnControlMatrixIndex



alMatrixTopnControlIndex



alMatrixTopNControlEntry



alMatrixTopNControlTable



alMatrixTopnControlStartTime



alMatrixDSCreateTime



alMatrixDSOctets



alMatrixDSPkts



alMatrixDSTimeMark



alMatrixDSEntry



alMatrixDSTable



nlMatrixTopNControlOwner



alMatrixSDCreateTime



alMatrixSDOctets



alMatrixSDPkts



alMatrixSDTimeMark



alMatrixSDEntry



alMatrixSDTable



nlMatrixTopNControlStartTime



alHostCreateTime



alHostOutOctets



nlMatrixTopNSourceAddress



nlMatrixTopNControlTimeRemaining



nlMatrixTopNControlGeneratedReports



nlMatrixTopNControlRateBase



alHostINPkts



alHostTimeMark



nlMatrixTopNIndex



nlMatrixTopNProtocolDIrLocalIndex



nlMatrixTopNControlIndex



nlMatrixTopNControlMatrixIndex



alHostEntry



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22



nlMatrixTopNEntry



nlMatrixTopNTable



nlMatrixTopNControlEntry



nlMatrixTopNControlTable



alHostTable



alMatrix 17



alHost 16 DS = Destination/Source



Application-Layer Matrix



Application-Layer Host



nlMatrix 15



Appl-LayerMatrix



Network-Layer Matrix



SD = Source/Destination



RFC 2021



ApplicationLayerHost



Network-LayerMatrix (contd)



1



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



rmon module no. notes



object identifier



full name



object groups



RMON2 (contd)



alMatrixTopNReverseOctetRate



alMatrixTopNOctetRate



alMAtrixTopNReversePktRate



alMAtrixTopNPktRate



alMAtrixTopNAppProtocolDirLocalIndex



alMatrixTopNDestAddress



alMatrixTopNSourceAddress



alMatrixTopNProtocolDIrLocalIndex



alMatrixTopNIndex



alMatrixTopNEntry



alMatrixTopNTable



374 Managing the network



usrHistoryIntervalStart



trapDestIndex



serialConnectStatus



(continued )



serialConnectOwner



serialStatus



Figure 9.6



serialConnectSwitchResetSeq



serialConnectSwitchDisconnectSeq



serialConnectSwitchConnectSeq



serialConnectDialString



serialConnectType



serialConnectDestIpAddress



serialDialOutTimeout



trapDestStatus



trapDestOwner



trapDestAddress



trapDestProtocol



trapDestCommunity



serialModemConnectResp



serialModemHangUpString



netConfigStatus



serialModemNoConnectResp



usrHistoryValStatus



serialModemInitString



netConfigIPAddress netConfigSubnetMask



usrHistoryControlStatus



usrHistoryControlInterval



serialMode serialTimeout



serialProtocol



usrHistoryControlOwner



usrHistoryAbsValue



usrHistoryControlBucketsGranted



usrHistoryIntervalEnd



usrHistorySampleIndex



usrHistoryObjectIndex



usrHistoryObjectVariable



usrHistoryObjectSampleType



trapDestEntry



serialConnectIndex



usrHistoryControlIndex



usrHistoryControlObjects



usrHistoryControlBucketsRequested



serialConfigEntry netConfigEntry



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22



usrHistoryEntry



serialConfigTable



probeDownloadStatus



probeDownloadAction



probeDownloadTFTPServer



trapDestTable



serialConnectionEntry



usrHistoryObjectEntry



probeDateTime probeResetControl probeDownloadFile



netDefaultGateway



usrHistroyControlEntry



netConfigTable



1



probeCapabilities probeHardwareRev



probeSoftwareRev



serialConnectionTable



usrHistoryTable



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



usrHistoryObjectTable



usrHistory 18



rmon module no. notes



usrHistoryControlTable



probeConfig 19



User History



object identifier



Probe Configuration



UserHistory



full name



smonRegistrationPoints



portCopyConfig



smonStats



dataSourceCaps



smonMIBObjects



switchRMON 22



switched service MON



switch RMON



RFC 2613



RFC 2021



object groups



ProbeConfiguration



SMON



RMON2 (contd)



MIB for Internet protocol version 6 (ipv6MIB) 375



376



Managing the network ipv6MIB [mib-2 (55)]



object groups full name



ipv6MIBObjects



object identifier



ipv6MIBObjects 1



rmon parameter no. notes



0 1 2 3 4 5 6 7 8 9 10 11 12



RD=Routing Domain



ipv6Forwarding ipv6DefaultHopLimit ipv6Interfaces ipv6IfTableLastChange ipv6IfTable ipv6IfStatsTable ipv6AddrPrefixTable ipv6AddrTable ipv6RouteNumber ipv6DiscardedRoutes ipv6RouteTable ipv6NetToMediaTable



1



ipv6IfEntry



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34



ipv6IfIndex ipv6IfDescr ipv6IfLowerLayer ipv6IfEffectiveMtu ipv6IfReasmMaxSize ipv6IfIdentifier ipv6IfIdentifierLength ipv6IfPhysicalAddress ipv6IfAdminStatus ipv6IfOperStatus ipv6IfLastChange



Figure 9.7



ipv6IfStatsEntry



ipv6IfStatsInReceives ipv6IfStatsInHdrErrors ipv6IfStatsInTooBigErrors ipv6IfStatsInNoRoutes ipv6IfStatsInAddrErrors ipv6IfStatsInUnknownProtos ipv6IfStatsInTruncatedPkts ipv6IfStatsInDiscards ipv6IfStatsInDelivers ipv6IfStatsOutForwDatagrams ipv6IfStatsOutRequests ipv6IfStatsOutDiscards ipv6IfStatsOutFragOKs ipv6IfStatsOutFragFails ipv6IfStatsOutFragCreates ipv6IfStatsReasmReqds ipv6IfStatsReasmOKs ipv6IfStatsReasmFails ipv6IfStatsInMcastPkts ipv6IfStatsOutMcastPkts



ipv6AddrPrefixEntry



ipv6AddrEntry



ipv6RouteEntry



ipv6NetToMediaEntry



ipv6AddrPrefix ipv6AddrPrefixLength ipv6AddrPrefixOnLinkFlag ipv6AddrPrefixAutonomousFlag ipv6AddrPrefixAdvPreferredLifetime ipv6AddrPrefixAdvValidLifetime



ipv6AddrAddress ipv6AddrPfxLength ipv6AddrType ipv6AddrAnycastFlag ipv6AddrStatus



ipv6RouteDest ipv6RoutePfxLength ipv6RouteIndex ipv6RouteIfIndex ipv6RouteNextHop ipv6RouteType ipv6RouteProtocol ipv6RoutePolicy ipv6RouteAge ipv6RouteNextHopRDI ipv6RouteMetric ipv6RouteWeight ipv6RouteInfo ipv6RouteValid



ipv6NetToMediaNetAddress ipv6NetToMediaPhysAddress ipv6NetToMediaType ipv6IfNetToMediaState ipv6IfNetToMediaLastUpdated ipv6NetToMediaValid



MIBs for Internet Protocol version 6 and Internet control message protocol version 6.



9.8 Simple network management protocol (SNMP) As its name suggests, the simple network management protocol (SNMP) is a ‘simple’ protocol designed to enable remote network management (monitoring and control) of Internet networking devices and protocols. It is an application layer (i.e. layer 7) protocol carried by the user datagram protocol (UDP) on port 161 (SNMP traps on port 162) and formatted in the standard manner for modern application layer protocols — in ASN.1 (abstract syntax notation 1). SNMP was designed to provide a standard means for the carriage of information between a network manager and a remote networking device. The information carried by SNMP may be either a command to set a given parameter in the remote device, a request to get current status information (for purpose of remote network monitoring) or a response to one of these requests. Alternatively, certain alarm and other trap messages are sent unsolicited (i.e. without a previous request) to notify the network manager of faults or other events (changes in network status).
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ipv6IcmpMIB [mib-2 (56)]



ipv6Notifications



ipv6Conformance



ipv6IcmpMIBObjects



ipv6IcmpConformance



ipv6Notifications 2



ipv6Conformance 3



ipv6IcmpMIBObjects 1



ipv6IcmpConformance 2



ipv6NotificationPrefix ipv6Compliances



ipv6IfIcmpTable



ipv6IcmpCompliances



ipv6Groups



ipv6IfStateChange



ipv6Compliance



ipv6GeneralGroup ipv6NotificationsGroup



ipv6IcmpGroups



ipv6IfIcmpEntry



ipv6IcmpCompliance



ipv6IcmpGroup



ipv6IfIcmpInMsgs ipv6IfIcmpInErrors ipv6IfIcmpInDestUnreachs ipv6IfIcmpInAdminProhibs ipv6IfIcmpInTimeExcds ipv6IfIcmpInParmProblems ipv6IfIcmpInPktTooBigs ipv6IfIcmpInEchos ipv6IfIcmpInEchoReplies ipv6IfIcmpInRouterSolicits ipv6IfIcmpInRouterAdvertisements ipv6IfIcmpInNeighborSolicits ipv6IfIcmpInNeighborAdvertisements ipv6IfIcmpInRedirects ipv6IfIcmpInGroupMembQueries ipv6IfIcmpInGroupMembResponses ipv6IfIcmpInGroupMembReductions ipv6IfIcmpOutMsgs ipv6IfIcmpOutErrors ipv6IfIcmpOutDestUnreachs ipv6IfIcmpOutAdminProhibs ipv6IfIcmpOutTimeExcds ipv6IfIcmpOutParmProblems ipv6IfIcmpOutPktTooBigs ipv6IfIcmpOutEchos ipv6IfIcmpOutEchoReplies ipv6IfIcmpOutRouterSolicits ipv6IfIcmpOutRouterAdvertisements ipv6IfIcmpOutNeighborSolicits ipv6IfIcmpOutNeighborAdvertisements ipv6IfIcmpOutRedirects ipv6IfIcmpOutGroupMembQueries ipv6IfIcmpOutGroupMembResponses ipv6IfIcmpOutGroupMembReductions



The fact that SNMP provides a standardised interface allows network management software and hardware provided by one manufacturer to be used to manage remote network devices (so-called network elements) provided by a different manufacturer. SNMP itself only sets out the basic rules of the communication between the manager and the network element, allowing a small set of basic functions to be performed — setting configuration parameter values, getting (i.e. monitoring) parameter values, etc. The parameters which are subjected to the set and get commands are the standard managed objects which are defined in the network element’s associated management information bases (MIBs). Examples of MIBs were presented in Figures 9.5, 9.6 and 9.7. An example of a managed object which we have previously discussed is tcpMaxConn — this object represents the maximum number of TCP (transmission control protocol) connections which a remote device (in this case a host) can support. Without the MIBs (management information base) and managed objects which are related to a particular network element, SNMP is useless. And alone the MIBs are also useless. Together
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they create a request or a response in a format which object-oriented computer programmers will recognise. Thus, the following example of an SNMP get-request will request that the remote host advises the SNMP manager of the number of TCP connections it can support simultaneously. The request makes use of the managed object typMaxConn, the definition of which we saw earlier: get-request RequestID, 0, 0, tcpMaxConn



SNMP protocol definition in ASN.1 format Like the managed objects and MIBs (management information bases), the commands of application layer protocols (layer 7) are defined using the ASN.1 (abstract syntax notation 1) language. The following part of the SNMPv1 definition (RFC 1157 — in ASN.1 format) defines there to be five (and only five) different SNMP message types: -- protocol data units PDUs ::= CHOICE{ get-request GetRequest-PDU, get-next-request GetNextRequest-PDU, get-response GetResponse-PDU, set-request SetRequest-PDU, trap Trap-PDU, }



The five messages (called protocol data units or PDUs — we met these in earlier chapters too) are called: • get-request • get-next-request • get-response • set-request •



trap



These different messages are also objects in an ASN.1-sense, and thus have small letters at the start of their names. The five objects listed above are actually ‘PDU type identifiers’. The PDUs which go with them (called GetRequest-PDU, GetNextRequest-PDU, GetResponsePDU, SetRequest-PDU and Trap-PDU) are the names of pre-defined ‘data structures’ or ‘data formats’. In this case, these structures correspond to the ‘protocol fields’ which provide the main details and ‘content’ of the SNMP message. In line with ASN.1 practice, these data structure names (PDU names) have a name commencing with a capital letter. The structure of each PDU is also defined using ASN.1. Thus, for example, the form of the GetRequest-PDU (SNMPv1 and SNMPv2 — as defined in RFCs 1157 and 1905) is: GetRequest-PDU ::= [0] IMPLICIT SEQUENCE {



Simple network management protocol (SNMP) request-id RequestID, error-status ErrorStatus, error-index ErrorIndex, variable-bindings VarBindList }
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--- always 0 --- always 0



In turn, the GetRequest-PDU definition (above) refers to four more object types (request-id, error-status, error-index and variable-bindings) and their related data structures (RequestID, ErrorStatus, ErrorIndex, VarBindList). To format the complete PDU and be able to program an SNMP message you will need to refer to all the object and command definitions which crop up along the way. We shall not cover this here, but hope nonetheless that our brief explanation of ASN.1 and the few examples above will help when referring to other reference sources. (For your assistance, Figure 9.8 is presented in the ‘classical manner’ for illustrating protocol formats to aid the interpretation of the ASN.1 manner of presenting the same information). A complete SNMP message in SNMPv1 (and SNMPv2) is defined to be structured as follows: -- top-level message Message ::= SEQUENCE { version INTEGER { Version-1(0) } community OCTET STRING, data ANY



---value 0 for SNMPv1 ---value 1 for SNMPv2c



--- e.g. PDUs is trivial --- authentication is --- being used



}



Figure 9.8



Format of SNMPv1 and SNMPv2 PDUs.
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A simple SNMP get-request message in its full form might thus be something like below: version community



get-request RequestID, 0, 0, tcpMaxConn



The actual coding of the message will depend upon the values of each of the objects and data formats. Thus, for example, the version number will be an INTEGER value in the range (0..2147483617 — a 32-bit value). The value ‘0’ represents SNMP version 1. The community is an alphanumerical value (i.e. an OCTET-STRING) identifying the community name to which the SNMP message belongs. We shall discuss SNMP communities later. ‘get-request’ identifies the PDU-type contained in the message, and the four data values are the pre-defined structure of the standard GetRequest-PDU-format. The RequestID is a unique integer value identifying the get-request message. The get-response will be identified by the same identifier. This helps the associated get and set messages to be easily related to one another. The two ‘0’ values are the error-status and error-index as defined in the GetRequest-PDU definition. (The allowed values of ErrorStatus appear later in Table 9.4.) Finally, the object name tcpMaxConn identifies the requested parameter value. Using the example SNMP get-request message presented above, an SNMP manager could request the SNMP agent of the addressed network element to respond with the current value of the tcpMaxConn parameter. The response will come as a get-response message with the same RequestID and including the value. In this response, the value of the object (in our example ‘tcpMaxConn’) will be formatted in the manner defined in the MIB for that object (e.g. integer value, octet-string, pre-defined special data-format etc.). As we illustrated earlier in the chapter, ‘tcpMaxConn’ is defined as an object with INTEGER value. Thus the get-response message which is returned to the manager will contain an INTEGER value corresponding to the current maximum number of TCP connections which the remote network element (in this case a host) can support.



A side observation about the use of ASN.1 for describing application layer objects and protocols It is common practice to define application layer protocols using the abstract syntax notation 1 (ASN.1). This gives the protocol formats a very different appearance from the ‘box-like’ formats of octets, bits and bytes which we encountered in earlier chapters (e.g. Internet Protocol format as explained in Chapter 5). The protocol format appears much more like a ‘computer program command’ than like the ‘bits/bytes/octets’ Internet Protocol message format (e.g. Figure 5.14 of Chapter 5). This is appropriate, given the need to ‘integrate’ layer 7 datacommunications protocols into ‘ordinary’ computer software, but it would be possible (if you had the time) to work out the exact string of octets and even bits which go to make up the message. In assisting you to try to understand the manner of protocol definition using ASN.1, Figures 9.8 and 9.12 have been added in the ‘classical style’ of protocol format presentation. These diagrams can be compared with the corresponding ASN.1-format protocol format definitions which appear in the text. It is normal practice to code alphanumeric (i.e. text-type and octet-string) fields of relevant ASN.1 objects according to ISO/IEC alphabet ISO 10646-1, otherwise known as the universal transformation format-8 or UTF-8. This is also equivalent to an 8-bit ‘padded-out’ version of the original 7-bit ASCII code.



Goals of SNMP as a ‘simple’ network management protocol Critical for the correct operation of SNMP network management is that:
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• both network manager (SNMP manager) and network element (SNMP agent) are using the same version of SNMP, and • the relevant MIBs (and thus managed objects) are known to both parties. Just in case a given MIB (management information base) or managed object is unknown to one of the parties, the simple network management protocol (SNMP), of course, is able to return suitable error messages. Newcomers to the subject of network management may not find any of the foregoing explanation about the workings of SNMP very simple, so why the name simple network management protocol, you might ask? The answer is that it was developed by IETF for the Internet as a simpler alternative to the common management information protocol (CMIP). CMIP is a very robust, but complex protocol intended for remote network management strictly conforming to the open systems interconnection (OSI) model. CMIP was developed by CCITT (International Telephone and Telegraph Consultative Committee — now called ITU-T: International Telecommunications Union Standardization sector) and ISO (Organization for International Standardization). In contrast to CMIP, SNMP was designed to eliminate the ‘elaborate access control policies’ of CMIP and to use only a restricted (i.e. simplified) subset of ASN.1 (abstract syntax notation.1). The goals of SNMP were to: • make the development of management agent software for network elements as simple as possible, and thereby to • maximise the management functionality which can be provided, • minimise the restrictions on the controls and monitoring functions which can be supported, and • minimise the costs of management agent software development.



SNMP managers, SNMP agents and basic network management architecture Simple network management protocol (SNMP) is used as a protocol for communication only between an SNMP manager and an SNMP agent. As Figure 9.9 illustrates, the SNMP manager is a software program, usually running on powerful workstation or server computer hardware. Typically this hardware, and the complete set of software running on it is called a network management system (NMS). The SNMP manager software will be only one of many software applications running on this system. The SNMP agent, meanwhile, is a software module running on a remote network element (e.g. a router, a host or some other network device). A network management data communications network (DCN) provides for the communication path between manager and agent. Typically the same IP router network as that being managed will be used for this purpose (although sometimes dedicated management networks are used in order to minimise the risk of unwanted network intervention by unauthorised third parties). The human network managers (operators) are usually equipped with PCs or workstations and are located in a network operations centre (NOC) or network management centre (NMC). The NMS hardware may or may not be located within the NOC or NMC, but immaterial of the location, a standard client/server or equivalent protocol interface is used to connect the operator workstations to the NMS. The NMC hardware typically maintains an extensive database of information about the network topology, status and performance. This database is kept up-to-date by means of the SNMP messages received from the various SNMP agents (network elements). The messages might be generated by the SNMP agents because of a change of status — such as an event
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Figure 9.9



Basic network management architecture showing SNMP manager and SNMP agent.



or alarm (these are sent as SNMP trap messages) — or might be polled on a regular basis by the SNMP manager (these are response messages). Polling might be used, for example, every few minutes to keep track of the current traffic loading on a trunk, or perhaps on a daily basis to transfer a complete statistical performance record. An enquiry from a human network operator about current network status or historical performance will generally be dealt with by the NMS software by making an analysis of the database and presenting the results in a suitable graphical format. A command from the human operator for a network configuration change, on the other hand, will be converted to an SNMP message by the SNMP manager software and sent to the SNMP agent in the relevant network element(s). Exactly which information may be monitored or which configuration parameters may be changed using SNMP is defined by the SNMP access policy — which we will explain in the following section.



Components, terminology and basic functioning of SNMP SNMP communication is initiated and controlled by SNMP application entities. While there are application entities in both the SNMP manager and in the SNMP agent, we shall be most concerned with those in the SNMP manager. The manager’s SNMP application entity is the application software which is the main ‘brains’ of the process. A number of different SNMP application entities may exist in the SNMP manager — each designed for a particular network management function (Figure 9.10). The application entities communicate with peer entities in the SNMP agent, and are designed to monitor and control the different functions, capabilities and status of the network element as represented by its various MIBs and managed objects (Figure 9.10). In particular, it might be that one application entity is concerned with ‘network configuration’ while another is concerned with ‘network monitoring’, a third with ‘alarm reporting’, a fourth with ‘historical network performance’, etc. Thus, depending upon the responsibilities of individual groups of operations staff, different employees may be allowed to use some application entities but not others. For example, customer service staff may be able to ‘monitor’ the network, while only ‘network administration’ staff may be permitted to undertake network configuration.
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Figure 9.10 SNMP application entities, SNMP agent, managed objects and MIBs.



Figure 9.11 SNMP community and SNMP community profile.



A collection of closely related SNMP application entities and the particular network elements (i.e. SNMP agents) with which they are allowed to interact is called an SNMP community (Figure 9.11). The idea is that the different operations staff units correspond to different SNMP communities — and thus have different capabilities of network management.
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The effect of the SNMP access policy on the SNMP messages allowed



MIB access-view



SNMP community access view



SNMP messages allowed



None Read-write Read-write Read-only Write-only



Does not matter Read-write Read only Read-write or read only Read-write



None Get, Set and Trap Get and Trap only Get and Trap only Get, Set and Trap



The particular subset of a MIB within the SNMP agent which the SNMP application entities are allowed to deal with (and thus which the particular SNMP community is allowed to manage) is called the SNMP MIB-view (Figure 9.11). The SNMP access-mode defines which management actions are permitted, for example objects may only be monitored (read-only), monitored and/or changed (read-write) or may be alerted should a certain event occur (notify mode). Both the SNMP community and the individual managed objects within the SNMP MIB-view have a defined SNMP access-mode. In the case of the managed objects within the SNMP MIB-view the access-view is defined in the MIB definition. We saw in our example earlier in the chapter, how the SNMP access-mode for the object tcpMaxConn is read-only. Together the access modes of the SNMP MIB-view are called the SNMP community profile (Figure 9.11 and Table 9.2). The SNMP community and its corresponding SNMP community profile are together termed the SNMP access policy. The establishment of such an SNMP access policy is a useful means by which SNMP-based network management can be controlled — allowing for a simple authentication and checking of messages by the application entities. This might ensure, for example, that unintended network configuration changes are not undertaken by unauthorised employees (i.e. those that do not belong to an appropriate operations ‘community’). The SNMP community name is included in each SNMP message. It ensures that only appropriate SNMP agents will respond to each message.



Different versions of SNMP The original version of simple network management protocol — SNMPv1 — is defined in RFC 1157 (issued in 1990). SNMPv1 defines only five different PDU (protocol data unit) types of SNMP message to allow the managed objects of an SNMP agent’s MIB to be inspected or altered. The five types of PDU defined by SNMPv1 (and the ‘basic functions’ of SNMP) are: • GetRequest-PDU (this is sent from SNMP manager to SNMP agent to request status information for the purpose of monitoring the network); • GetNextRequest-PDU (this is similar to a GetRequest message, but is specifically designed to allow the SNMP manager to scan through a ‘table’ or ‘matrix’ of data in the SNMP agent to locate a particular value); • GetResponse-PDU (this is the response message sent by an SNMP agent to an SNMP manager in response to either a GetRequest-PDU or GetNextRequest-PDU); • SetRequest-PDU (this is sent by the SNMP manager to the SNMP agent to initiate a change in the configuration of the associated network element); • Trap-PDU (this is sent by the SNMP agent to the SNMP manager unsolicited — i.e. without a request — and notifies of an event, i.e. change of status, or alarm condition). The second version of SNMP, SNMPv2 was first proposed in RFCs 1441-50 (issued in 1993) but it was not until 1996 that a stable version was agreed (RFCs 1901-10). SNMPv2 added
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extra PDU-types, as we shall discuss in detail later in the chapter, and is significantly more powerful, but more complex than SNMPv1. Unfortunately, during the process of trying to agree on the SNMPv2 definition, a number of slightly different versions appeared, which held-up its widescale deployment: • SNMPv2c (community-based SNMP) (RFC 1901) — this version was a popular ‘experimental’ version of SNMPv2 which tried to maintain close compatibility with SNMPv1, and in particular, retained the use of SNMP communities as the main means of ensuring security of the network and its management information; • SNMPv2u (RFC 1909–1910) — this version included more security and administration features than SNMPv2c, but lacked the endorsement of IETF; • SNMPv2* also lacked the endorsement of IETF. As a result of the confusion over SNMPv2, development of the protocol has continued — and SNMPv3 has appeared. In its basic operation, SNMP3 is the same as SNMPv2 (as defined in RFC 1905), and the PDUs used are the same. The main difference introduced by SNMPv3 are specific security and administration procedures: • a user-based security model (USM) — this sets out the elements of procedure for SNMP message level security (RFC 2574) — allowing a network administration to define different management information access rights (for monitoring or changing network parameters) for each individual employee; and • a view-based access control model (VACM) (RFC 2575) designed to give ‘generic’ access rights to particular groups of employees (i.e. organisational units). The structure of management information (SMI — the object data definition language) to be used with SNMPv3 must conform to SMIv2 (RFC 2578-80). Coexistence of both SMIv1 and SMIv2 types would have required conversion from SMIv1 to SMIv2 and is not supported. SNMPv3 is defined by RFC 2570-5 (issued in 1999). SNMPv3 shares the same basic structure and components as its predecessors, SNMPv1 and SNMPv2, but further develops it. In particular, SNMPv3 introduces a new message format as well as introducing the idea of PDU-classes. Seven different PDU classes are defined, and the idea is that over time, different types of each of the new PDU classes will appear. Individual PDUs are classified into one of the classes 1–5 as follows: 1 Read class 2 Write class 3 Response class 4 Notification class (SNMP traps and event notifications) 5 Internal class (these PDUs are exchanged internally between SNMP devices) In addition, each PDU is additionally classified according to whether or not a response is expected: 6 Confirmed class 7 Unconfirmed class In the first instance, the SNMPv2 PDUs (RFC 1905) are retained and classified according to the new structure and no new PDU-types are added. The basic operation of the PDUs also
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Managing the network Table 9.3 SNMP protocol data unit (PDU) types



PDU name and format get-request GetRequest-PDU



get-next-request GetNextRequest-PDU



get-bulk-request GetBulkRequest-PDU



get-response GetResponse-PDU Response Response-PDU



set-request SetRequest-PDU



Inform-request InformRequest-PDU



Trap Trap-PDU



Snmpv2-trap SNMPv2-Trap-PDU



Report Report-PDU



Function SNMP manager requests information from the SNMP agent (polls the agent) SNMP manager requests that the agent send the next value in a ‘table’ or ‘matrix’ of values. SNMP manager sends a single request to generate a response from the SNMP agent containing potentially a very large amount of data. SNMP agent response to a GetRequest or GetNextRequest PDU SNMP agent response to a ‘get’ type message, a confirmation of a ‘set’ message or a response to an‘InformRequestPDU’. SNMP manager sends a command to the SNMP agent for reconfiguration of the associated network element. Request by the SNMP manager to be informed by the SNMP agent should a given event occur. Unsolicited message sent by the SNMP agent (SNMPv1) to advise of the occurrence of a given alarm or other pre-determined event. Unsolicited message sent by the SNMP agent (SNMPv1) to advise of the occurrence of a given alarm or other pre-determined event. An SNMP message containing message in the form of a report.



SNMPv1 SNMPv2



SNMPv3



Yes



Yes



Yes (READ class and CONFIRMED class)



Yes



Yes



Yes (READ class and CONFIRMED class)



No



Yes



Yes (READ class and CONFIRMED class)



Yes



No



No



No



Yes



Yes (RESPONSE class and UNCONFIRMED class)



Yes



Yes



Yes (WRITE class and CONFIRMED class)



No



Yes



Yes (NOTIFICATION class and CONFIRMED class)



Yes



No



No



No



Yes



Yes (NOTIFICATION class and UNCONFIRMED class)



No



Yes



Yes (RESPONSE class and UNCONFIRMED class)
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remains unaffected by SNMPv2. The classification of SNMPv2 PDU-types into the SNMPv3 PDU-classes appears in Table 9.3.



Other new terminology introduced by SNMPv3 Although the basic network management framework employed by SNMPv3 is shared with its predecessors, SNMPv1 and SNMPv2, the protocol has become considerably more complex — requiring a new structure of structured management information (SMIv2 — RFC 257880) and a new message structure. These changes have largely been necessitated by the introduction of the more robust security and information access controls. SNMPv3 is considerably more complex than its predecessors. To keep it manageable, it was decided to break it down into a number of smaller functional modules, and these have lead to new terminology. In particular, the following new terms have been introduced. . . A device employing SNMP comprises an SNMP entity and an SNMP engine. The SNMP entity is an application which generates or receives SNMP messages. There are two main types of SNMP entity (corresponding to what was previously called an SNMP manager and an SNMP agent): • One type of SNMP-entity comprises a command generator and a notification receiver (formerly this combination was called an SNMP manager). • The second SNMP-entity comprises a command responder and a notification originator (formerly this combination was called an SNMP agent). An SNMP engine serves to process, dispatch and receive the SNMP messages on behalf of the SNMP entities (in effect, this subdivides the SNMP protocol into a number of sub-layers). The ‘layered’ functions are: • a dispatcher; • a message processing subsystem; • a security subsystem; and • an access control subsystem. The idea is that, in principle, the same SNMP engine hardware and software can be used in both ‘manager’ and ‘agent’. In addition, by using a modular structure, individual components (e.g. access control or security) can be more easily modified without affecting the rest of the SNMP system. But by introducing sub-layer protocols, there are many more protocols and primitives (standardised signals and commands used between the different sub-layers) which have to be defined. These are covered in RFC 2571, but we do not have space to cover them in detail here. SNMPv3 dispenses with the idea of SNMP communities for access control in favour of a user-based security model (USM — RFC 2474) and a view-based access control model (VACM — RFC 2475). In SNMPv3 the term context is used instead to refer to management information which is accessible by an SNMP entity. As you will have gathered, the word ‘simple’ does not appropriately reflect the complexity of SNMPv3!



SNMP message format The SNMP protocol and the management information which it is used to carry are coded according to the abstract syntax notation 1 (ASN.1 — ISO 8824/5). The actual messages have
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the appearance of object-oriented computer programs (applications), and it is this syntax which we shall use to illustrate the actual structure of messages in this section. The actual coding of data within the messages is covered by the definition of the objects or commands, but typically either an integer value (in binary coding) or an octet value (in UTF-8 — universal transformation format) is used to code the octets of the actual message.3



Format of SNMPv1 and SNMPv2c messages SNMPv1 and SNMPv2 messages comprise a version number (the version of SNMP), an SNMP community name and the message itself. The message is made up of one of a number of pre-defined PDUs (protocol data units). The most important PDUs, as discussed earlier in the chapter, are those related to the get, set and trap messages. Get messages are used for monitoring purposes. Set messages are used for changing the configuration of the network element, and trap messages report alarms, specific events or other network status changes. Defined in ASN.1 notation, the message format and structure of an SNMPv1 message are as follows (RFC 1157): Message ::=



SEQUENCE { version community data }



INTEGER {version-1(0)}, OCTET STRING --- community name ANY --- PDUs



Format of SNMPv3 messages SNMPv3 introduced a new format for SNMP messages. As you will see from the following definition (in ASN.1-format), it introduces a number of new fields into the message ‘header’ (also called the message ‘wrapper’): SNMPv3Message



::= SEQUENCE { msgVersion msgGlobal Data msgSecurityParameters msgData }



INTEGER Header OCTET STRING ScopedPduData



The value of msgVersion refers to the version of SNMP in use. This is presented first, to retain compatibility with earlier versions of SNMP. Value ‘0’ represents SNMPv1. Value ‘1’ represents SNMPv2c. Value ‘2’ represents SNMPv2u. Value ‘3’ represents SNMPv3. The msgGlobalData object includes a number of ‘header’ fields in a special data format called ‘Header’. This includes the message identifier (msgID), the maximum allowed message size (msgMaxSize), various header flags (msgFlags) and an identification of which security model (for information protection/access) is in use (msgSecurityModel). The main ‘substance’ of the SNMP message is included in the msgData field, which is structured in the standard-format (as defined in ASN.1 and called ScopedPduData). The actual PDUs used in SNMPv3 are the same as those of SNMPv2 (RFC 1905). These are listed in Table 9.3. 3



When ‘padded out’ to 8 bits, standard 7-bit ASCII is equivalent to UTF-8.
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SNMP error messages



ErrorStatus Meaning



Error status (INTEGER value)



Error message meaning



NoError TooBig NoSuchName BadValue ReadOnly GenErr NoAccess



(0) (1) (2) (3) (4) (5) (6)



WrongType WrongLength WrongEncoding WrongValue NoCreation InconsistentValue ResourceUnavailable



(7) (8) (9) (10) (11) (12) (13)



CommitFailed



(14)



UndoFailed AuthorizationError



(15) (16)



NotWritable InconsistentName



(17) (18)



The associated PDU does not contain an error. The associated PDU is too big to be received. There is no known object with this name. The value indicated is not understood. The parameter requested may not be changed. Generic error message (unspecified cause). The user or community is not allowed access to this field. Data is of the wrong type. Data is of the wrong length. Data is wrongly encoded. Wrong data value. There is no facility to create further objects. Value is inconsistent. This object or other resource is unrecognised or not available. The attempted configuration change commit failed. The attempted ‘undo’ command failed. The SNMP message failed due to an authorisation error. The object is not currently writable. The name provided is inconsistent.



SNMP PDU (protocol data unit) types Table 9.3 lists all the the different PDU types used in SNMPv1, SNMPv2 and SNMPv3 messages.



SNMP message errors Just like everything else to do with SNMP, the error message formats are specified in ASN.1. Thus the data format ErrorStatus is defined to be an INTEGER with the possible values as appear in Table 9.4. We encountered the data type ErrorStatus earlier in the chapter when we presented the ASN.1-format definition of the SNMPv1 GetRequest-PDU. The error message is sent simply by returning the PDU with the ErrorStatus value reset from ‘0’ (noError) to one of the values in Table 9.4.



SNMP traps SNMP traps (Figure 9.12) are messages sent unsolicited (i.e. not in answer to a direct getrequest of the SNMP manager). They report alarm conditions or other pre-defined changes in network status (often called events). In order that they can be dealt with by the SNMP manager as a matter of priority, they use a dedicated UDP (user datagram protocol) port number. SNMP traps are carried on UDP port 162. (‘Ordinary’ SNMP messages are carried on UDP port 161). As Table 9.5 lists, there are a number of standard definitions for ‘generic’ traps, but in addition, equipment manufacturers will usually arrange that their equipment send
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Figure 9.12 Trap-PDU (SNMPv1) and SNMPv2-Trap-PDU (SNMPv2 and SNMPv3) formats. Table 9.5 Generic traps



Generic SNMP traps Meaning



ColdStart



(0)



WarmStart



(1)



LinkDown



(2)



LinkUp



(3)



AuthenticationFailure



(4)



EgpNeighborLoss



(5)



EnterpriseSpecific



(6)



Sending protocol entity is re-initialising itself. This may result in an alteration of the configuration. Sending protocol entity is re-initialising itself. This will not result in an alteration of the configuration. SNMP manager has detected a failure in the communication link represented in the agent’s configuration. SNMP manager has detected that the failed communication link represented in the agent’s configuration has come up again. The addressee of the message cannot be authenticated properly. The EGP neighbour has been marked down and the peer relationship no longer exists. A pre-defined but enterprise-specific event has occurred.



alarm messages and other notification messages (event messages) to advise network operators of current network fault conditions or to warn them of growing congestion or other likely imminent problems. In most cases, there will be a default set of SNMP traps defined and pre-configured within a particular network element. Thus if a communication link fails, the appropriate SNMP trap is sent. Similarly, if a trunk goes into ‘congestion’ this might be notified as a ‘warning’ — a ‘yellow’ alarm, as it were, instead of a ‘red’ one. In many cases the traps themselves are
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configurable. Thus the exact percentage of trunk usage which is deemed to correspond to ‘congestion’ might be able to be adjusted by the network operator. In order to ensure that the SNMP traps reach the appropriate SNMP manager, it is necessary to configure the SNMP traps in the network element when it is first installed. This involves configuring the SNMP agent to ‘know’ the IP address of the SNMP manager for each relevant type of SNMP trap. It may be that all SNMP traps are to be sent to the same SNMP manager, or certain types of messages may be required to be sent to different, or even to multiple SNMP managers. The SNMP manager also needs to be configured to receive SNMP traps. Typically SNMP managers allow alarms and notifications of a nature considered by the human network management to be of no or little importance to be ‘filtered out’ (alarm filtering). Remaining alarms, meanwhile, are presented immediately to the human network manager — typically by turning the ‘icon’ of the affected network element on a network topology map from a green (‘OK status’) to a yellow (warning) or red (critical alarm) status. In the case that the SNMP manager is equipped with management software specifically designed for the management of a particular type of network element, the meaning of the various standard SNMP traps will already be known, and the job of configuring the SNMP manager to receive them will be easy. But in a case where previously unknown SNMP traps are being sent (for example, SNMP traps configured by the network operator for his own special use), the SNMP manager will have to be specially configured or programmed to deal with them. This can be a very onerous task.



SNMP proxy agents The fact that most IP networking equipment is designed to be capable of being managed using SNMP (simple network management protocol) has led to the emergence of a wide range of ‘umbrella manager’ solutions for the network management of entire data networks. The idea of the ‘umbrella manager’ is that a single network management solution collects and correlates network status and configuration information from all the different devices within the network, irrespective of their type and whether they were manufactured by different manufacturers (Figure 9.13).



Figure 9.13



Use of an ‘umbrella network management system’ using SNMP to manage a wide range of different equipment making up an internetwork.
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Unfortunately, not all network elements are capable of supporting SNMP (simple network management protocol). In other words, not all network elements have a resident SNMP agent. Without an SNMP agent entity (the relevant software for acting as an SNMP agent), a network element is unable to exchange SNMP messages with the SNMP manager. In this case, the network element cannot be managed or even monitored by the ‘umbrella network management system’ (Figure 9.13). This, of course, rather defeats the object of an ‘umbrella network manager’. The pragmatic solution is often to use a SNMP proxy agent (Figure 9.14). An SNMP proxy agent is usually a ‘proprietary’ network management system, provided by the manufacturer of the network element which is unable to support SNMP. Manufacturers who provide such ‘proprietary’ network management systems typically argue that by their use of a ‘proprietary’ management protocol between the management system and the network element, a greater range of network management functionality is made possible and the ‘overhead’ of network management traffic on the network can be minimised. The SNMP proxy agent (the ‘proprietary’ network management system) merely converts the standard SNMP messages exchanged between itself and the SNMP manager into the ‘proprietary’ message format required to ‘talk’ to the network component (Figure 9.14).



Figure 9.14 An SNMP proxy agent.



Note : SNMP modules listed in Table 9.6



Figure 9.15 MIB for Simple network management protocol versions 2 and 3.



The ISO management model: FCAPS, TMN, Q3 and CMIP/CMISE Table 9.6



SNMP modules included in SNMP MIB



Name 1 2 3 6 10 11 12 13 14 15 16 18 19



snmpMIB snmpM2M partyMIB usecMIB snmpFrameworkMIB snmpMPDMIB snmpTargetMIB snmpNotificationMIB snmpProxyMIB snmpUsmMIB snmpVacmMIB communityMIB snmpv2tmMIB
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Description MIB for SNMPv2 SNMPv2 M2M MIB SNMPv2 Party MIB User-based security for SNMPv2 SNMP management architecture SNMP message processing SNMP target SNMP notification SNMP proxy SNMP user-based security for SNMPv3 SNMP view-based access control SNMPv2 community MIB SNMPv2-TM MIB



Specified by: RFC RFC RFC RFC RFC RFC RFC RFC RFC RFC RFC



1907 1451 1447 1910 2571 2572 2573 2573 2573 2574 2575



Network management of SNMP itself Finally, before we leave the subject of SNMP, we should note that the devices and software functions which enable the network management of network elements using SNMP can themselves be network managed. SNMP has its own MIB (management information base) in order that it can itself be remotely managed. Figure 9.15 and Table 9.6 present the highest level of the SNMPv2 MIB — as used to manage SNMPv2 and SNMPv3.



9.9 The ISO management model: FCAPS, TMN, Q3 and CMIP/CMISE The ISO (International Organisation for Standardization) model for classifying the functional processes which must be undertaken in the management of computer and telecommunications networks is the model which underlies all network management protocols and frameworks. All management tasks are classified into one of the following five categories: • fault management; • configuration management; • accounting management; • performance management, and; • security management. This model is referred to widely by ITU-T’s recommendations on telecommunications management network (TMN), and is reproduced in the ITU-T X.700-series recommendations (Figure 9.16). It is sometimes called the FCAPS-model — this name having been derived from the first letter of each management category.



FCAPS Fault management is the logging of reported problems, the diagnosis of both short- and long-term problems, ‘blackspot’ analysis and the correction of faults.
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Figure 9.16 ITU-T telecommunications management network (TMN) model for network management architecture (ITU-T/M.3010) [reproduced courtesy of ITU].



Configuration management is the maintenance of network topology information, routing tables, numbering, addressing and other network documentation and the coordination of network configuration changes. Accounting management is the collection and processing of network usage information as necessary for the correct billing and invoicing of customers and the settlement with other operators for the use of their interconnected networks to deliver packets. Performance management is the job of managing the traffic flows in a live network — monitoring the traffic flows on individual links against critical threshold values and extending the capacity of links or changing the topology by adding new links. It is the task of ensuring performance meets design objective (e.g. service level agreement). Security management functions include: • identification, validation and authorisation of network users and network management operators; • security of data; • confirmation of requested network management actions, particularly commands creating or likely to create major network or service upheaval; • logging of network management actions (for recovery purposes when necessary, and also for fault auditing); and • maintenance of data consistency using strict change management.



TMN management model The telecommunications management network (TMN) is the management infrastructure developed by ITU-T for full-scale network management of complicated networks — and in particular, of carrier networks. While it is not directly relevant to IP-based networks, many network
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operators may in practice encounter its terminology and interfaces. For this reason, we present it here. Figure 9.16 illustrates the architecture of management system components in a TMN. The most important components of the architecture are as follows: • the operations system (OS) — this is a combination of hardware and software — what in common language is called a ‘network management system’ or ‘network management server’. • the data communications network (DCN) — this is generally conceived as a dedicated datacommunications network for collecting and distributing network management information. (This function could also be provided by the data network being managed.) • the network element (NE) being managed. • the Q3 -interface — this is the interface over which the CMIP (common management information protocol) is intended to be used. CMIP is a protocol similar to SNMP, but more powerful and more complex; • the mediation device (MD) — this is the equivalent of an SNMP proxy agent. It converts management messages from the standard Q3-format to non-standard ‘proprietary’ formats. • the workstation (WS) — this is the computing device (e.g. PC or workstation) used by human network managers to access the network management system (i.e. the OS). Figure 9.17 illustrates the typical split of TMN functions between a network manager (typically server hardware and software) and the agent (network management functions residing in the network element being managed). It also shows the interfaces (F, Q3 , Qx , X) intended to be standardised as part of TMN. Figure 9.18 shows the five layers of functionality defined by the OSI (open systems interconnection) management model for a TMN. The layers are intended to help in the clear and rational definition of TMN operating system boundaries, thus simplifying the definition, design and realisation of software applications and management systems, by simplifying their data and communication relationships to one another. At the lowest functional layer of Figure 9.18 (network element layer, NEL) are the network elements themselves. These are the active components making up the networks. Above them, in the second layer of the hierarchy, is the element management layer (EML) containing



Figure 9.17 Typical division of functionality between a TMN network manager and its agents.
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Figure 9.18 The functional layers of TMN.



element managers. Element managers are devices which provide for network management and control of single network components or subnetworks (e.g. a local management terminal or a proprietary network management system). At the third layer, the network management layer (NML) are managers which control all the subnetworks of a given network type (e.g. ISDN or ATM). The service management layer (SML) contains service managers which monitor and control all aspects of a given service, on a network-independent basis. Thus, for example, it is possible in theory to conceive a frame relay service provided over three different network types — packet switched-type network, ISDN and ATM. The service manager ensures installation of a given customer’s connection line needs on the appropriate network(s) and monitors the service delivered against a contracted frame relay service level agreement. The business management layer (BML) contains functionality necessary for the management of a network operator’s company or organisation as a whole. Thus purchasing, bookkeeping and executive reporting and information systems are all resident in this layer.



The Q3-interface and the common management information protocol (CMIP) Crucial for the successful communication between manager and agent over the Q3 -interface of the TMN (telecommunications management network) architecture is: • the definition of a standard protocol (set of rules) for communication (this is the common management information protocol, CMIP), and; • the definition of standardised network status information and control messages for particular standardised types of network components (the managed objects and management information base — MIB).
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CMIP (common management information protocol) delivers the common management information service (CMIS) to the operating system of Figure 9.16. CMIS is the service allowing a CMISE (common management information service entity — i.e. a software function) in the manager (the ‘OS’ of Figure 9.16) to communicate status information and network control commands with a CMISE in each of the various agents. CMIP itself is an OSI layer 7 protocol (rather like SNMP), which sets out the rules by which the information and commands (CMISE services) may be conveyed from manager to agent or vice versa. These basic CMISE services are restricted in number. They are listed in Table 9.6. Note the similarity with the basic protocol messages (PDUs — protocol data units) of SNMP (simple network management protocol).



9.10 Tools for network management Over the years, a range of different software-based tools has emerged for network-managing large and complex data networks. The market demand for good tools is strong, and a number of the tools have become ‘household names’ in the telecommunications industry, but there is still no single tool which is up to the ‘whole job’. Instead de facto standard solutions for specific tasks have appeared (i.e. specialised solutions for fault management, order-processing and configuration, network service performance management, etc.). Tools are beginning to mature, but nonetheless continue to be developed. Specialist network management software manufacturers are typically trying to expand their areas of ‘specialism’ into neighbouring areas — so that they may take market share from competing products. Meanwhile, many manufacturers of network components (so-called network elements) do not invest much effort in their ‘proprietary’ element manager (EM) network management software. Their belief (rightly or wrongly) is often that an expensive network management solution may count against the choice of their networking products. Some network management tool manufacturers would like you to believe that they can offer a ‘complete’ or ‘umbrella’ solution for everything — order processing, provisioning, Table 9.7



The basic CMISE (common management information service entity) services [CMIP protocol commands]



Service name M-ACTION



M-CANCEL-GET M-CREATE M-DELETE M-EVENT-REPORT



M-GET



M-SET



Function This service requests an action to be performed on a managed object, defining any conditional statements which must be fulfilled before committing to action. This service is used to request cancellation of an outstanding previously requested M-GET command. This service is used to create a new instance of a managed object (e.g. a new port now being installed) This service is used to delete an instance of a managed object (e.g. a port being taken out of service) This service reports an event, including managed object type, event type, event time, event information, event reply and any errors. This service requests status information (attribute values) of a given managed object. Certain filters may be set to limit the scope of the reply. This service requests the modification of a managed object attribute value (i.e. is a command for parameter reconfiguration).
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configuration, performance management, billing, fault management and SLA (service level agreement) management, but even the most comprehensive solutions are rarely little more than a ‘patchwork’ of different ‘specialised function’ systems (e.g. for fault management, configuration management, etc.) which have been loosely tied together. Perhaps the best-known and most widely used system is Hewlett Packard’s OpenView. OpenView started life as a popular SNMP manager for collecting SNMP alarms and monitoring the current network performance status. It is still one of the most popular network management products for this function. However, over time, Hewlett Packard have started to offer a range of complementary software for other network management functions under the same marketing name — ‘OpenView’. Some of these products were originally developed by partner companies or start-up companies which got taken over by Hewlett Packard and have been adapted for ‘integration’ into the original OpenView software. A product with similar functionality to Hewlett Packard’s OpenView is the IBM company’s NetView. NetView is popular among large enterprise organisations with established large networks of IBM mainframe computers, since it allows for an effective management of both the network and the computer software applications running across it — allowing human system operators to diagnose quickly the root cause of any problems which might arise.



Configuration management Historically, the systems available for end-to-end configuration management of complex networks have not been sophisticated enough to cope with the complexity of the task. Configuration management requires that a single consistent database be maintained about the complete topology and configuration of the network. For many years, it was impossible to even create such a database, let alone maintain it, because of the lack of standardised MIB (management information base) definitions of all the possible managed objects which go to make up a network. While nowadays many MIBs and managed objects have been defined, there are endless possibilities for how different objects may be related to one another. Thus, for example, an end-to-end data connection between two inter-communicating computers might traverse a large number of different types of connections represented by different types of managed objects (Figure 9.19). To understand the entire end-to-end connection, each of these objects needs to have been appropriately related to one another. But how do you easily relate objects of a different nature to one another? Let us consider Figure 9.19 in detail. The ‘connection’ between the Internet user’s PC and the server in Figure 9.19 traverses a number of different networks and configuration types. There is a dial-up connection across the public switched telephone network (PSTN), followed by an IP ‘connection’ across a router network and an ethernet LAN ‘connection’ at the far end. But to complicate things, the two routers forming the IP part of the network are actually interconnected by means of a frame relay network. Next let us consider the effect of a failure in the frame relay network at the centre of this connection. Ideally, as the network manager responsible for the connection from the PC to the server I would like to be immediately informed of the cause of the failure. But how can I relate the frame relay network line failure to the knock-on service problems it will cause? The answer is — with great difficulty. A pragmatic approach to working out the list of customer connections affected by a particular frame relay network connection failure in Figure 9.19 might appear to be to make a list of customer names or network addresses and associate this list with the frame relay line ‘object’ in the network configuration database. In a few cases, such an approach (coupled with a large amount of effort to maintain the database) might work. But in practice, such an approach is impractical in most cases. Each time the PC user in Figure 9.19 dials in to the network he/she will arrive at a different port on the router and be allocated a different IP address by DHCP
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Example of an end-to-end ‘connection’ traversing different types of networks.



(dynamic host configuration protocol). In addition, the IP path to the destination router may change according to traffic conditions or due to changes in topology of the router network. In short, the connection may take a different path through the frame relay network each time. So the knock-on effect of any individual frame relay network trunk will be difficult to predict. The network manager of a network like that illustrated in Figure 9.19 faces three main problems when either trying to configure new ‘connections’ ordered by customers or when trying to trace the cause of faults. These are: • the different components of the network (corresponding to the different managed objects in the MIB of the relevant network element) can be combined together in different combinations to create an overall end-to-end connection (there is not a set of simple ‘hard-and-fast’ rules about how to combine the different components); and • the relationship of different components to one another may be on a 1 : 1 basis, or alternatively on a 1:n, n:1 or n:n basis (This makes it very difficult to conceive a simple network configuration database structure which is capable of recording the correct one of many possible different network topology permutations). Worst of all: • the network topology is changing all the time. It is affected by the provision of new customer lines and trunks, new nodes, current traffic loading and current network failures. The complexity of creating a configuration management system is indeed awesome. But the potential reward of significantly higher levels of network service and quality have spurred many network operators and network management software developers to attempt a solution. Much money has been spent and some interesting approaches have been developed but much work still has to be done. Perhaps one of the most effective tools for end-to-end management of ‘connections’ across a network is provided by the Syndesis company tool NetProvision. This aims to provide a solution for end-to-end network connection ‘service creation and activation’.
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There is a wide range of ‘provisioning support’ and ‘service activation’ software tools available, but many of these are oriented to the realisation of a ‘simple’ customer network access line rather than for the provision of the end-to-end connection across an entire network. Typically these systems are designed to: • check that a network port is available at the relevant first network node to connect the customer premises (order and schedule new equipment if necessary); • check that a line is available within the local cabling network to connect the customer premises to the port; • allocate an available network address (as appropriate); • schedule the installation manpower to undertake the task; and • confirm the installation date to the customer. Some ‘provisioning’ systems are linked to ‘customer service’ databases, and are intended to track the quality achieved on customer lines while in operation. In this case, the quality of the line is assumed to be adequate except during times when the ‘fault’ or ‘trouble ticket’ database system has received a ‘live’ fault report for the connection. Such an approach assumes that the customer will complain when his service is not working and thus that the customer is the main means of quality monitoring. The number of tools available for assisting the planning and configuration of networks increases daily, but the task remains heavily dependent on skilled network engineers and technicians; their knowledge of how to combine different types of components into reliable network services and their experience of diagnosing and tracing faults encountered with such networks. The ultimate ‘umbrella network manager’ (the ‘glue’ between the different network management tools) is still a human engineer! Below, we review some of the common tools used for configuration of Internet network components: • Cisco IOS (Internetworking Operating System) is a largely text-based control language used for configuring network services and networked applications in a standard manner on Cisco routers and other Cisco devices. It is intended to provide a unified and homogeneous manner of configuring devices and of controlling and unifying complex and distributed network information; • Cisco works is a tool designed for optimising network traffic and managing router access lists; • Cisco ConfigMaker is a software tool intended for the configuration of small router networks; • Juniper’s JunOS (Juniper Operating System) is the Juniper equivalent of Cisco’s IOS and is used to configure Juniper’s routers. An approach used in some SNMP-based ‘umbrella’ network manager systems (and possible with HP OpenView, among other systems) is to enable the configuration of all the different network device types from a ‘single workstation’. For some network operators, such a ‘single workstation’ approach has been important, because of the impracticability and costs of multiple video screens and keyboards for each network management operator. Nowadays it is becoming increasingly common to find that such a ‘single workstation’ approach is based on the standard use of SNMP to monitor and configure all the network components directly. In the past, however, it was not uncommon for the different configuration softwares of the
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different network components simply to be ‘hidden’ behind a shared graphical user interface. Thus the ‘click’ to configure one component of the network (shown on a common topology diagram) would activate a different configuration software than the ‘button’ for configuring a different kind of device.



Fault management tools Faults in an IP-based data network are usually discovered as the result of either: • the receipt of an SNMP alarm or event message (an SNMP trap); or • the reported complaint of a customer or end-user to the help desk. It is usual that both types of ‘fault report’ be recorded by the issue of a trouble ticket by a fault management system. Probably the best-known fault management and trouble ticket system is the Remedy system (nowadays marketed by Peregrine systems). Faults reported by humans are entered into the trouble ticket system by hand either by helpdesk or customer service representatives. Sometimes this software is also integrated into call centre system software (in order that customer details can be automatically filled out by derivation from the calling telephone number). A trouble ticket number is issued and the ticket remains ‘open’ until a technician has diagnosed the cause of the fault, rectified the problem and ‘handed over’ the use of the network back to the customer or end-user. At this point, the trouble ticket is closed with an explanatory report classifying the problem and its resolution. The trouble ticket system provides valuable statistics for analysing the quality of network service achieved, and can thus be used to manage service level agreements (SLAs) made with end-users. By integrating an SNMP-based ‘umbrella’ network management system (such as Hewlett Packard’s OpenView) into a trouble ticket system, certain ‘critical’ SNMP trap messages (network alarms) can be made to generate a trouble ticket automatically. Such automatic generation of trouble tickets is standard practice in large scale networks. It can be a handy way of ‘calling out’ a technician using the ‘dispatch’ and ‘scheduling’ functions of the trouble ticket system. In addition, the automatic generation of trouble tickets leads to a much more precise measurement of the achieved standard of service quality and availability. For the monitoring and diagnosis of network faults, SNMP-based ‘umbrella’ network management systems are generally used. These typically filter and correlate the plethora of information received by means of SNMP (SNMP traps, alarms, events as well as other information) in an attempt to locate the ‘root cause’ of a problem. One of the greatest problems is sifting through the deluge of information which a single network failure can lead to. Thus, for example, a frame relay connection failure in the network of Figure 9.19 will lead to a whole range of different alarm, event and other SNMP messages being reported. The two routers at either end of the frame relay connection will report the loss of the trunk on a given port. The PC meanwhile will lose its end-to-end connection with the server. It might notice immediately, or may have to conclude as the result of a timeout (the server having failed to respond) that this connection has been severed. The PC will report that the ‘connection to the server has been lost’. By filtering and alarm correlation, the ‘umbrella’ network management system is programmed to conclude that the fact that the ‘connection to the server has been lost’ because of the ‘link failure on router port X’. In consequence it prioritises the link failure fault for the immediate attention of the human network manager. The correlation and filtering of alarms usually rely on human experience and judgement, though some ‘expert’ software in fault diagnosis systems is able over time to ‘learn from experience’ (by working out which was the most frequently determined root cause and resolution
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determined by human technicians on previous occasions). A good dose of human input is required in the job of tracing, diagnosing and correcting network faults! Two of the most popular network management software tools for monitoring and managing network faults are Hewlett Packard’s OpenView and Micromuse’s Netcool products. As a simple tool for small networks, CiscoWorks is also widely used for troubleshooting and network optimisation.



Localisation of network faults The localisation of faults within a network is often carried out by checking sections of the end-to-end path in turn, using loopbacks. Working from one end (say, the PC in Figure 9.20), the technician attempts to locate the point in the end-to-end connection where continuity has been lost. First he or she checks that the PC is getting a response from the modem and can ‘talk’ in both directions with the modem. This is done by setting a loopback condition at the modem and then sending a test signal. Provided the test signal is returned by the modem in the loopback condition, then the technician concludes that the PC, the modem and the line between them are all working ‘OK’. Next, the loopback at the modem is removed and replaced with a loopback at the first router. If the line between the modem and the router is faulty, then the new test signal from the PC will not be returned. If, on the other hand, the signal is returned, then the line from the PC as far as the router is assumed to be ‘OK’. Steadily the technician checks each progressive link in the connection until the faulty link is found. More detailed checks can then go into determining the precise cause of the fault and the most appropriate remedy. There are a number of different ways in which loopbacks (or equivalent tests) can be conducted. Since I have myself discovered technicians struggling to interpret the results of different types of loopback tests, I think it may be worth explaining how some of the different types work. Figure 9.20 illustrates a number of different loopback-type tests. The PING (packet Internet groper) test is specific to IP networks. The other tests shown in Figure 9.20 are commonly used standard loopback tests used in telecommunication line transmission testing. The tests function in very different manners. Understanding how they work is critical to understanding the results of the test! Figure 9.20a shows the configuration of a connection in ‘normal operation’. The connection commences at node A and traverses node B. Since the communication is duplex there is a separate path used for transmit and receive directions of transmission.



Figure 9.20 Different types of network loopback tests.



Tools for network management



403



Figures 9.20b and 9.20c both show physical path loopbacks. Telecommunications line transmission equipment in particular (including line terminating devices such as CSUs, DSUs, NTEs and NTs — see Chapter 3) typically allow such loopbacks to be applied by means of remote network management commands to the device (device B in both Figures). Such loopbacks return the physical layer (layer 1) protocol signal unchanged to the sender (device A). A tone-generating device or a BERT (bit error ratio tester) are the correct types of test device to send signals to such a loopback. An IP (Internet protocol) packet, on the other hand, is an inappropriate test signal in the case of a physical loopback. . . . The problem is that the device A has to send a packet with the same source as destination address (its own IP address). IP devices such as routers usually discard such ‘unallowed’ packets. You therefore might conclude (incorrectly) that the path from node A to node B was broken, when in fact the packet only did not return because it was (rightly) discarded. Use care when using this type of loopback! During the period of the loopback, the transmission path from node A to the remote destination is cut. Figures 9.20d, 9.20e and 9.20f are all special types of loopback tests developed for testing the transmission continuity of different types of data network and layered protocols. Figure 9.20d illustrates the widely used PING (packet Internet groper) test used to check the continuity of IP (Internet protocol) paths between routers, hosts and other IP-network components. An IP packet containing an ICMP (Internet control message protocol) message is sent to the IP address of a particular node in the network (in the case of Figure 9.24 the addressed node is node B). When the packet is received at node B, node B returns a confirmation message as a reply, including the time when it received the initial PING request in its PING response. Such PING messages can be a useful way not only of checking continuity, but also of determining network delays along the route (calculated from the timestamp included in the response). The response message can also be programmed to record all the intermediate nodes traversed along the route back from node B to node A. So in addition, the PING message can be used to determine the exact path of IP ‘connections’ through a router network. PING is a simple, but very valuable means of localising problems in IP-based networks! Figure 9.20e illustrates a type of loopback available in some types of frame relay network. The loopback comprises not only a physical layer loopback to cause received frames to be returned, but in addition, reverses the source and destination addresses in the frame. This allows the node A to receive the packets it itself sent. Without this reversal of source and destination addresses, frames would be discarded as invalid. (As we discussed above, node A will usually discard as ‘invalid’ frames it receives in which it appears to be the source.) Figure 9.20f illustrates a type of loopback available in ATM (asynchronous transfer mode) networks. In this case, the node B is able to return (i.e. loopback) special PL-OAM (ATM physical layer operations and maintenance) cells while simultaneously allowing the ‘normal’ operation of the end-to-end connection to continue undisturbed. In many ways the operation of the PL-OAM cell is analogous to the PING procedure used in IP networks (Figure 9.24d).



Performance management tools For everyday performance monitoring of large networks, the same network management systems as used for receiving SNMP traps come into question — Hewlett Packard’s OpenView, Micromuse Netcool, Cisco Works, Cisco Netsys, etc. Major network operators typically expect the following abilities from performance management tools: the ability to: • view network traffic demand history and trends; • analyse network traffic statistics in a variety of ways;
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• determine quickly areas of the network in congestion (where new nodes, new or upgraded trunk circuits need to be added); and • report and manage the network quality achieved and compare this with the contracted service level agreements (SLAs) regarding network performance and availability with individual end users and customers Specialised analysis tools are used widely to analyse network performance problems. Typically such problems are reported by users rather vaguely as ‘slow application response times’. They do not necessarily result from specific network failures and SNMP alarms, and tend to exhibit symptoms of ‘malaise’ rather than of identifiable ‘illness’. They can be hard (but important) to trace, and in consequence a number of different manufacturers offer tools, variously called probes, sniffers and such like. Such devices typically aim to help the network operator identify and measure: • overall statistics of usage; • network usage of Top Talkers (i.e. the main sources of network traffic); • average transaction delay; • link utilisation, including peak packet rates and packet sizes; and • software application activity. We shall return to the subject of network performance optimisation in detail in Chapter 14.



Accounting tools In comparison to the range of accounting and billing tools available for charging of telephone network usage, the range of tools available for the accounting and billing of IP data network usage is rather sparse, and somewhat primitive. This mostly reflects the Internet ‘culture’ of the network being a ‘good thing’ — something for which users should pool and share their resources without charging one another: ‘you can use my network if I can use yours.’ Internet service providers (ISPs) still apply charges largely based on the telephone network usage — a monthly subscription service (to cover the Internet network access) and ‘per-minute’ charges (to cover the telephone network costs used for dial-in) — rather than based on the volume or the value of the data transmitted. But the situation is bound to change, as the major Internet service providers and backbone network providers look for more ways of generating revenue from their networks. We can expect to see the introduction of new network tariffing models as new types of services (for example, voice-over-IP, VOIP) and different grades of service are offered by the providers. An IP network operator has a number of questions to consider in deciding how to tariff his services and how to collect and process the necessary accounting records for billing (if billing is to be network usage-based): • Which usage should be billed? — e.g. connected minutes, number of transported bytes or Megabytes, the number of simultaneous connection established, the bit rate at which data is carried; • Can I handle the volumes of accounting data records which my chosen method of usage charging will generate? (e.g. If you tried to count individual bits, the counter would rapidly increment, and there might be a danger of ‘over-running’ the counter. Alternatively, the
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network might collapse in congestion at the extra network load resulting from collecting the accounting records to a central billing database server.) • How and when shall I collect the accounting data records? Are the network components capable of the reliable delivery of accurate records? • Do the accounting records need to be mediated ? (i.e. converted to a standardised format prior to rating — the actual tariffing process).



Network security management Chapter 13 deals in detail with the design of IP-based networks for secure transport of userdata across them, and we shall therefore not cover the subject of network security management here, other than to stress the huge importance of the secure protection of access to the network management system and network analysis tools. As I heard someone once say: ‘the most dangerous potential hackers are employed in the network management organisation’ — disgruntled employees or former employees can be the greatest risk of all! The network manager, or an ex-employee with a password which has not been cancelled can cause a huge amount of havoc! Valuable and important security precautions for the design and installation of network management systems are: • individual passwords and other authentication for all individual employees with access to network management systems or tools; • use of one-time passwords (see Chapter 13) as far as possible, in order to ensure that the same password is never used twice; • restricted authorisation of individual employees for performing critical network configuration changes; and • segregation of the data transport network used for carrying network management messages (as far as possible). The use of VPN, IPsec and or other techniques as described in Chapter 13 can be effective ways of ensuring that outside ‘hackers’ cannot tamper with, misuse or reconfigure the network maliciously.



The main challenge of network management Despite the progress made with the standardisation of MIBs (management information bases) for many different types of network component, one of the biggest problems faced by designers of network management software and operators of network management systems is the collation of configuration and status data for all relevant network entities in a consistent database type and format (e.g. relational database, hierarchical file system, UNIX free text files, etc.).



10 Data Networking and Internet Applications In nine chapters so far, we have discussed in detail the protocols and transmission techniques used to convey data between inter-communicating computers across a modern Internet protocol IP-based network. We have addressed the physical and electrical interfaces used to transfer the bits which make up a binary-encoded data signal. We have learned about the various layered protocols which combine to ensure the reliable, efficient and error-free transmission of data from one end of a network connection to another. And we have also covered the routing and network management protocols and techniques needed for administration. But surprisingly perhaps, even all the foregoing techniques put together are still an inadequate basis for sending data from one computer software program (application) to another on a different computer. The final missing pieces of the data communications ‘jigsaw’ are the session, presentation and application layer protocols. In this chapter we introduce the most important application layer protocols used with IP (Internet protocol)-networks and explain how these provide the main foundation of modern ‘networked computing’. In particular, we shall explain in detail: telnet, FTP (file transfer protocol), TFTP (trivial file transfer protocol), SSH (secure shell) and RTP (real-time application transport protocol). We shall refer to a number of ‘proprietary’ networking protocol suites and programs and explain their uses (e.g., Microsoft Networking, Appletalk, Sun Microsystems’ NFS (network file system), samba, Novell’s IPX and Netware). We shall also introduce the DNS (domain name system) and SMTP (simple mail transfer protocol) protocols. The detailed protocol functions and formats of DNS and SMTP are covered in following chapters.



10.1 Computer applications and data networks: application layer protocols It is first at the application layer that computer users and software programmers start to recognise the commands and syntax associated with communications protocols. Thus standardised application layer protocols (OSI layer 7 protocols) undertake a range of valuable functions of use to computer users and programmers, including: • transmitting keyboard commands from a computer terminal to a remote computer or printing device;
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• allowing users or computer programs to search through the file system of a distant computer and transfer files to or from this ‘file server’; • allowing users to send text messages and attached files as electronic mail (email) messages; or • allowing users to send voice, video or other data on a ‘real-time’ basis from one computer to another. The first two standard application layer protocols — telnet and FTP (file transfer protocol) developed in the early 1980s as part of the original development of ARPANET (ARPANET laid the foundation of the modern Internet). At the time the objectives were to enable the ‘sharing of files’ among the US scientific and computing community and ‘encourage the use of remote computers’. Telnet and FTP laid the foundation for modern computer networking by establishing a standardised system for the representation, filing and transfer of data between computer hardware and operating systems of differing design and manufacture. In the early 1980s, computer applications were largely confined to numerical ‘numbercrunching’ tasks with text-oriented input and output. Simple text messaging was also possible, but mainly used for communication between computer system users and operators about system status and ‘job scheduling’. A large proportion of computer program output was simple printed onto paper. In consequence, you will find that the basic terminology of the telnet and FTP protocols reflects the simple computer devices of the time — the terminal (or teletype, TTY ), the printer and the file directory system. The number of functions which could be undertaken with such simple devices and protocols was somewhat limited. During the intervening 20 years since the early 1980s, the capabilities of computers (the functions or applications they are able to perform) have developed enormously. The number of computers, particularly the number of personal computers (PCs) has grown exponentially — as have the expectations of the many millions of users. In consequence, the range of computer applications software on offer has increased dramatically, as have the number and capabilities of different applications layer communications protocols. Indeed, the range of modern applications layer protocols is so large that we cannot even name them all here — never mind explaining how they work in detail. We shall thus restrict our coverage to only the best-known protocols and to explaining the standard principles used to define modern applications protocols. In addition, we shall explain the use of the abstract syntax notation 1 (ASN.1) as the standard means of defining a modern applications layer protocol.



Standard application layer protocols Figure 10.1 illustrates a typical computer data network of the early 1980s and the main demands placed upon them. The emergence of data networks, the capability to perform a remote login (rlogin) and to transfer files from one location to another sealed the end of the era in which ‘jobs’ were sent away to the computer centre for processing (e.g., on punched cards or magnetic tape) and received back as a large computer printout. The earliest requirements of application layer protocols were thus the support of terminal-to-mainframe and terminal-toprinter communications, as well as computer-to-workstation file transfers. The first robust and stable protocols designed for these functions (Telnet and FTP — file transfer protocol ) remain in use today. As Figure 10.2 illustrates, the telnet and file transfer protocols (FTP) are designed to use the reliable data transmission service provided by the combination of the transmission control protocol and the Internet protocol (TCP/IP ). Telnet uses TCP port 23, while FTP uses TCP ports 20 and 21. At the same time in the early 1980s as the telnet and FTP protocols were being developed, a number of other important application layer protocols emerged, as also shown
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Figure 10.1 Basic demands of early application layer protocols.



Figure 10.2 Common application layer protocols and their underlying transport protocols.



in Figure 10.2. Together these form the foundation of modern IP-based computer networking. TFTP (trivial file transfer protocol — RFC 783) appeared in a stable version in June 1981 (TFTP version 2), followed by SMTP (simple mail transfer protocol — RFC 788) in November 1981. The telnet protocol was developing at the same time, but continued to be amended until a stable version appeared in May 1983 (RFC 854). The stable version of FTP (file transfer protocol) did not appear until October 1985 (RFC 959) — even though its low TCP port number belies its earlier conception. FTP was adapted several times to accommodate the
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needs of the UNIX operating system, the ‘minicomputers’, ‘mid-range’ computers, ‘servers’ and ‘workstations’ which were appearing at the same time. SSH (TCP port 22), as we shall discuss in detail later in the chapter, is a ‘modern and secure version of telnet’ — a protocol used for secure remote login to a distant server. The first domain name system (DNS) was defined in 1984 — concurrently with a new version of SMTP. This laid the foundation of modern electronic mail (email).



Object-oriented application layer protocols and the abstract syntax notation 1 (ASN.1) Up to 1981, most computing had remained largely text-based — using teletypes and terminals to access remote ‘timeshared’ mainframe computers. But in 1981 came a revolution — the IBM personal computer. The computing world changed ‘overnight’. Suddenly nearly every desk had a PC on it, and many more people were writing their own ‘application’ programs. There was a clamour for ‘shared data’, ‘shared files’, graphical presentation of data and rapid file transfer — but the programming styles and data formats used by individual programmers made this nearly impossible. Meanwhile, computer system management staff were struggling to manage the local area network devices, routers and workstations which had appeared — they needed a means of remote monitoring and management. There was only one way forward — a standardised method for defining computer information, file formats and other such computing objects. Object-oriented computer programming emerged. Object-oriented programming allows computer programmers to define the data characteristics of a tangible item, a function, a file or a process in a standard manner which other programmers can easily interpret and use. Once defined in this way, the item, function, file or process is called an object. Each type of different object uses a standard data format to describe it (e.g., a circle might be defined by means of its radius, its location coordinates and its colour. Meanwhile a ‘bank balance’ object might be defined by means of its account number, owner, address.) The parameter definitions of objects, as well as the actual data values which can be easily passed from one computer program to another, make for much easier data ‘sharing’. In 1988, for the purpose of remote monitoring and management control of widespread network and computing devices, ISO (International Organization for Standardization) and ITU-T (International Telecommunications Union telecommunications sector — formerly called CCITT) established a hierarchical set of standardised objects and a standard procedure by which further objects could be defined and added to the set. The language for object definition is called ASN.1 (abstract syntax notation one). (ASN.1 is defined in ISO 8824-5 and ITUT recommendations X.208-9, X.680-3 and X.690). We encountered ASN.1 in Chapter 9. We illustrated the syntax used to describe different types of network components as ASN.1 objects and learned how groups of objects corresponding to a single network component or protocol are called a management information base (MIB). We also learned in Chapter 9 how quite a simple protocol — SNMP (simple network management protocol) could be used in conjunction with the standardised MIBs to provide for very powerful monitoring and remote management of telecommunications networks. SNMP appeared in parallel with ASN.1 in 1988. The appearance of object-oriented computer programming and of ASN.1 has allowed much faster development of a wide range of different applications software and complementary application layer communications protocols. Today there are more than 5000 TCP and UDP port allocations for different application protocols, most of which have been defined using ASN.1 and we cannot even list them all here. But with an understanding of ASN.1, most modern application protocols can be deciphered (refer to Chapter 9 for coverage of ASN.1 or other specialist books if necessary).
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Other modern application layer protocols The most recent demands made upon IP data networks are for the transport of multimedia signals. Multimedia, and in particular ‘real-time’ video and voice-over-IP (VOIP) signals, place very stringent demands upon the telecommunications networks which carry them. As a result, it has been necessary to develop a new range of application layer protocols. Later in the chapter, we shall review the techniques used to carry video and voice-over-IP (VOIP) signals, and in particular will describe the real-time application transport protocol (RTP) and the associated real-time application transport control protocol (RTCP) which are used for this purpose.



Review of application layer protocols Because of the importance of the application layer protocols illustrated in Figure 10.2, we shall explain the uses and protocol operation of each in detail. In this chapter we shall cover the following protocols in turn: • telnet; • file transfer protocol (FTP); • trivial file transfer protocol (TFTP); • secure shell (SSH); and • real-time application transport protocol (RTP), real-time application transport control protocol (RTCP) and their use for carriage of video and voice-over-IP (VOIP). Our detailed coverage of the domain name system (DNS) appears in Chapter 11 and the simple mail transfer protocol (SMTP) is discussed in Chapter 12. Coverage of the simple network management protocol (SNMP), meanwhile, appeared in Chapter 9.



10.2 Telnet The current version of the telnet protocol is defined in RFC 854, issued in May 1983, though a number of adaptations and extensions of the protocol have been issued subsequently (as listed in the abbreviations appendix of this book). Telnet was designed to provide for 8-bit (byte)-oriented bidirectional communication between a computer terminal device and an associated remote computer ‘process’. Telnet uses TCP (transmission control protocol) port 23. The designers of the telnet protocol were faced with the need to define a protocol which allowed the connection of a remote terminal provided by one manufacturer to a computer process (typically called a computer control ‘shell’) running on a mainframe computer provided by a different manufacturer (Figure 10.3). The main problem lie in the definition of a common format in which data could be exchanged. In consequence, Telnet comprises a standardised combination of session layer, presentation layer and application layer protocol functions. A telnet session provides for a communications connection (on TCP port 23) across a TCP/IP network between a virtual terminal (VT) and a remote device such as a mainframe computer (Figure 10.3). The telnet protocol itself assumes that there is a terminal and a printer at both ends of the connection. This configuration is called network virtual terminal (NVT). Figure 10.4 illustrates the imaginary NVT connection between a virtual terminal and its virtual printer in one of the directions of communication. A similar NVT connection to Figure 10.4 is imagined to exist in both other directions of communication. Thus the real
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Figure 10.3



The main objective and usage of the telnet protocol.



Figure 10.4 The imaginary network-virtual terminal (NVT) communication relationship using the telnet protocol.



terminal of Figure 10.3 acts as both virtual terminal (when sending data) and virtual printer (when receiving data). The data actually sent on a telnet connection reflects the imaginary NVT (network virtual terminal) relationship of the two devices. In particular, the data is sent with the relevant printer control commands to reproduce the information as if it is required to be formatted and printed on a sheet of paper. The telnet NVT data file format was used by early computer programming methods, and in addition is ideally suited to program input or output of text-type data. The data sent over a telnet NVT (network virtual terminal) connection is a standardised character set called NVT-ASCII (network virtual terminal — American standard code for
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information interchange). NVT-ASCII is based upon the original 7-bit ASCII code, but each ASCII-character is sent as an 8-bit (1 byte) sequence. The most significant bit (MSB) is set at ‘0’ and followed by the normal 7-bit ASCII code value for individual alphanumeric characters. In this way, NVT-ASCII set the foundation for the modern UTF-8 (universal transformation format-8) and ISO 10646 character sets. However, unlike ASCII and other character sets, only a limited number of printer control characters are valid (as listed in Table 10.1). The transport of data by a telnet connection is byte-oriented (i.e., framed as a series of bytes representing individual characters). The characters themselves are first stored by the terminal until a complete line of data is ready for transmission. Typically the end of the line of data is signalled by means of the CRLF (carriage return line feed) key nowadays usually called the enter key. Thus, for example, the terminal user in Figure 10.3 might type a command to the mainframe computer ‘e.g., delete file.com’ and then hit the enter key. At this point, the entire command will be forwarded via the telnet connection using a single TCP segment to the mainframe computer. Waiting in this way until an entire line of data is ready to be sent has two important benefits: • the most efficient use is made of the data network, since only a single TCP segment/single IP packet is necessary for the transmission; and • the mainframe computer processor need only be interrupted to handle the incoming data once — at the time when the complete command has arrived. Individual bytes (representing individual NVT-ASCII characters or commands) are sent in the canonical format (i.e., least significant bit first). As well as introducing the concept of a standard presentation format (NVT), telnet also laid the groundwork for peer protocols by developing a communication protocol based on a symmetric view of terminals and the processes with which they communicated. Another concept introduced in telnet and now commonly used in other communications protocols is the ability to negotiate options. The negotiated options of telnet (listed in Table 10.1) allow additional services over and above those of the basic NVT (network virtual terminal) character set to be requested at one end of the connection and either accepted or rejected at the other. Such options allow, for example, computers from the same manufacturer to intercommunicate via a telnet connection using additional control characters which may not be supported by all types of computer. The telnet commands used for the negotiation of options are called WILL, WON’T, DO and DON’T (character values 251–254). Their use is explained in Table 10.1. An interesting feature of the telnet protocol is the SYNCH signal. As detailed in Table 10.1, the SYNCH signal is sent by coding the data mark (DM) (value 242) character into the outgoing telnet connection, while simultaneously setting the TCP (transmission control protocol) urgent marker.1 The SYNCH signal is designed to clear the data path from a terminal to a distant mainframe computer. To understand why we might need it, consider the following example. Table 10.1 The telnet network virtual terminal (NVT) character and command set (NVT-ASCII) Telnet control functions and signals



Code (decimal)



Code (hexa-decimal)



Function



NULL (NUL) Bell (BEL)



0 7



00 07



No operation. (Option) Produces an audible or visible signal without moving the print head. (continued overleaf )



1



See Chapter 7.
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Table 10.1 (continued ) Telnet control functions and signals



Code (decimal)



Code (hexa-decimal)



Function



Back space (BS)



8



08



Horizontal tab (HT)



9



09



Line feed (LF)



10



0A



Vertical tab (VT)



11



0B



Form feed (FF)



12



0C



Carriage return (CR) Alphanumeric characters and punctuation Subnegotiation end (SE) No operation (NOP) Data mark (DM)



13



0D



32–126



20–7E



(Option) Moves the printer one space towards the left margin, remaining on the current line. (Option) Moves the printer to next horizontal tab stop (undefined is where exactly this is). Moves the printer to the next line, but retaining the same horizontal position. (Option) Moves the printer to next vertical tab stop (undefined is exactly where this is). (Option) Moves the printer to the top of the next page, retaining the same horizontal position. Moves the printer to the left margin of the current line. Alphanumeric text (ASCII) characters making up the main portion of the telnet data.



240



F0



241



F1



242



F2



Break (BRK)



243



F3



Interrupt process (IP)



244



F4



Abort output (AO)



245



F5



Are you there? (AYT)



246



F6



This signal indicates the end of subnegotiation of option parameters. This signals that no operation is possible. The data stream part of the SYNCH mechanism — for clearing a congested data path to the other party. The break command is an additional command outside the normal ASCII character set required by some types of computers to create an ‘interrupt’. It is not intended to be an alternative to the IP command, but instead used only by those computer systems which require it. This command suspends, interrupts, aborts or terminates a user process currently in operation on the remote host computer. (This is the equivalent of the ‘break’, ‘attention’ or ‘escape’ key.) This command causes the remote host computer to jump to the end of an output process without outputting further data. This command causes the remote host computer to reply with a printable message that it is still ‘alive’.
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Table 10.1 (continued ) Telnet control functions and signals



Code (decimal)



Code (hexa-decimal)



Function



Erase character (EC)



247



F7



Erase line (EL)



248



F8



Go ahead (GA) Subnegotiation (SB)



249 250



F9 FA



WILL (option code)



251



FB



WON’T (option code) DO (option code) DON’T (option code)



252



FC



This command deletes the last character sent in the data stream currently being transmitted. This command deletes all the data in the current ‘line’ of input. Continue. This signal indicates that the following codes represent the subnegotiation of telnet features. This signal is a request to start performing a given (indicated) option. A rejection of the requested option.



253



FD



An acceptance of the requested option.



254



FE



IAC SYNCH



255 —



FF —



An instruction to the remote party not to use, or to stop using the indicated option. Data byte 255. The SYNCH signal is a combination of a TCP ‘urgent notification’ coupled with a ‘data mark’ character in the data stream. SYNCH clears the data path to a remote ‘timeshared’ host computer. The ‘urgent’ notification bypasses the normal TCP flow control mechanism which is otherwise applied to telnet connection data.



Imagine that the mainframe computer of Figure 10.3 is timeshared between a number of remote terminal users (this was a common practice in the 1980s). As users, we are therefore sharing the capacity of the mainframe’s central processing unit (CPU) with a large number of other users. Now let us assume, that things are busy, so that the CPU is heavily loaded and not responding very quickly. To make things worse, all the commands we are sending to the computer are simply being ‘stacked up’ to wait their turn for processing. Unless we have a way of ‘jumping the queue’ we will have to wait for all our previous commands to be executed before changing our minds to do something else. How do we achieve this? By using the SYNCH command to purge the data path — deleting as-yet-unexecuted commands sent in the outgoing path. The telnet protocol was rapidly adopted and integrated directly into computer operating system software. Thus, for example, the UNIX operating system incorporated new commands (telnet and rlogin) to enable UNIX workstation users to conduct remote logins to distant servers using a single command line input. UNIX took off as the favoured operating system for networked computing and virtual terminal (VT) and terminal emulation flourished for UNIX workstations and PCs alike.
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Figure 10.5 UNIX realisation of telnet protocol: terminal and telnet daemon functions.



Figure 10.5 illustrates the protocol functions which must be undertaken by both the virtual terminal (VT) and the server of a UNIX-based telnet connection. The server runs a telnet software program called telnetd (telnet daemon) to respond to incoming users who wish to establish telnet connections to the server. Each virtual terminal first establishes a TCP (transmission control protocol) connection to telnetd. Thereafter, telnetd takes over control and gives the terminal user the impression of being a locally connected terminal (VT) to the distant UNIX server, host or mainframe. Within the ‘telnet window’ which appears on the virtual terminal PC or workstation, the user sees commands to and responses of the distant server. The actual content and syntax of these operating system commands and responses (e.g., ‘delete’, ‘edit’, ‘execute’, etc.) are called the shell. In the years since 1983 and the issue of the telnet protocol specification in RFC 783 there have been many optional extensions made to telnet. Noteworthy are the versions specifically designed for IBM terminal-to-IBM mainframe communications (TN3270 ) and for VT100 terminal emulation. (VT100 was originally defined as part of the DECnet suite of protocols, but became perhaps the most widely-used terminal character set.)



10.3 FTP (file transfer protocol) The file transfer protocol (FTP) is defined in RFC 959 (issued in October 1985). The protocol was intended to provide a reliable and efficient means of data transfer to encourage: • the ‘sharing of files’ and • the ‘use of remote computers’. FTP allows a remote user (typically a UNIX workstation user) to search through the file system of a remote file server (typically a UNIX server) and to insert, remove or copy files to the directory. It provides a standardised system for such file transfer and for simple file and directory manipulation of remote servers (e.g., adding and removing file directories).
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By means of the standard FTP-defined file system, the two communicating devices at either end of the FTP connection need not be concerned with any ‘proprietary’ file directory structure or file naming conventions used by their correspondent. Unlike the equivalent ‘proprietary’ protocols which went before it, FTP was specifically designed to be suitable for all types of computers and manufacturers. It is implemented on mainframes, minicomputers, mid-range computers, workstations and personal computers alike. In common with telnet, FTP commands are embedded into the UNIX operating system.



Principles of FTP (file transfer protocol) The file transfer protocol (FTP) may be used to set up access for a user (FTP user) to a remote file server (FTP server) system (Figure 10.6). Access controls define the FTP user access privileges, i.e., which systems and files are allowed to be accessed. The FTP connection actually comprises two separate connections: • an FTP control connection (on TCP port 21); and • an FTP data connection (on TCP port 20). The FTP control connection connects the user-PI (protocol interpreter) with the server-PI (protocol interpreter) for the purpose of exchange of FTP commands and replies. Meanwhile, the data connection is used for the transfer of the user’s actual data (i.e., the file to be transferred). A data transfer process (DTP) in each of the ends (user and server) coordinates the actual communication across the data connection. At any point in time, the user and/or server DTPs are either active (currently transferring user data) or passive (not transferring data). As shown in Figure 10.7, the protocol interpreter (PI) and data transfer process (DTP) are rather like different ‘layers’ of the OSI-model (open systems interconnection model). Indeed,



Figure 10.6



Use and terminology of the file transfer protocol (FTP).
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Figure 10.7 Sublayers of FTP (file transfer protocol): PI (protocol interpreter) and DTP (data transfer process).



the experience gained in developing protocols in the early 1980s led to the definition of the OSI model. But FTP pre-dates the OSI model and includes a mixture of session layer (layer 5), presentation layer (layer 6) and application layer (layer 7) functionality. The protocol interpreter (PI) is the software function within FTP (file transfer protocol) which sends FTP commands and receives FTP replies by means of the control connection. By means of the protocol interpreter, the FTP user (Figure 10.7) is able to indicate to the distant server which file he or she wishes to transfer to the server or receive from the server. A standardised file directory system (called NVFS — network virtual file system) is used by the protocol interpreter to locate the storage position of the file on the remote server. Once everything has been prepared, the user’s data file is transferred by the FTP data transfer process (DTP) by means of the data connection. The network virtual file system (NVFS) has much in common with the UNIX network file system (NFS). This is hardly surprising, given the hand-in-hand development of UNIX and the TCP/IP protocol suite!



Protocol operation of FTP (file transfer protocol) As its presentation layer (for user data transfer across the data connection), the FTP specification recommends that both FTP commands and user files are transferred across the network in the standard NVT (telnet network virtual terminal ) format (Table 10.1). The two computers communicating by means of FTP are assumed to convert between their internal data formats and the 8-bit NVT format called the data transfer size as necessary. (At the time, the different computer manufacturers used very different character set formats and data storage formats: e.g., five 7-bit characters stored in a 36-bit data word (with one bit ‘empty’); 8-bit characters stored as an 8-bit byte (the IBM approach — using the EBCDIC alphabet) or four 9-bit characters in a 36-bit word). The logical byte size is the term given to describe the length of data words used to store the data in one of the two computers at either end of the FTP connection. The conversion between the logical data size (computer-internal data storage format) and the data transfer size (always 8-bit NVT-ASCII) is the responsibility of the relevant PI or DTP function — before and/or after data transfer.
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FTP commands and the FTP control connection FTP (file transfer protocol) commands have the style of an old computer programming command! Indeed, UNIX experts are likely to be familiar with the commands, some of which are also built directly into the UNIX operating system. FTP commands (which are sent via the FTP control connection — TCP port 21) allow a remote user to access and navigate around the file directories of a remote file server and then arrange either to send or receive a file. FTP commands (Table 10.2) are sent on the control connection using the Telnet (NVTASCII) character set (Table 10.1) for coding the individual characters which make up the command. Thus to send the control command, the sequence ACCTCRLF is sent (where CRLF is the telnet EOL character). If parameter values are required by the commands, these follow the command and a ‘space’ character. FTP replies (Table 10.3) ensure that requests and actions are coordinated and that recovery is possible (after a problem or error). Every command must generate at least one reply. The replies consist of a three-digit number (coded as standard 8-bit NVT-ASCII characters) followed by the space character, one line of printable text and the telnet end-of-line character CRLF. FTP commands and replies are intended to alternate. Table 10.2 FTP command code



FTP commands



Full command name



Operation performed



Access Control Commands ACCT



Account



CDUP



Change to parent directory



CWD



Change working directory



LANG



Language



PASS QUIT



Password Logout



REIN



Reinitialize



SMNT



Structure mount



USER



User name



Telnet string identifying user’s account, not necessarily the same or related to USER A special command within CWD. This command simplifies the change of working directory in a case that the two different communicating computer operating systems have different syntax for naming the parent directory Allows user to work with a different directory without altering login or accounting information New parameter introduced by RFC 2640 to identify in which language to present server greetings and text of server responses Telnet string with user’s password Command terminates a user and closes control connection if file transfer is not still in progress Command terminates a user, flushing all input, output and account information Allows user to mount a different system data structure Telnet string identifying the user — the name required to access the server file system



Transfer parameter commands MODE



Transfer mode



This parameter indicates the mode to be used for data transfer: B — block-mode C — compressed-mode S — stream-mode (continued overleaf )
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Table 10.2 (continued ) FTP command code



Full command name



PORT EPRT



Data port



PASV EPSV



Passive



STRU



File structure



TYPE



Representation type



Operation performed This indicates the host port to be used for the data connection PORT replaced by EPRT in IPv6 (extended address — RFC 2428) Command requests server to ‘listen’ on a data port (other than its default) and to wait for a connection rather than initiate one PASV replaced by EPSV in IPv6 (extended address — RFC 2428) This parameter indicates the data structure of the file being transferred: F — file-structure P — page-structure R — record-structure This parameter indicates the data type being transferred: A — ASCII C — carriage control E — EBCDIC I — image L — local byte size N — non-print T — telnet format effectors



FTP service commands ABOR



Abort



ALLO



Allocate



APPE



Append (with create)



DELE



Delete



HELP



Help



LIST



List



MKD



Make directory



NLST



Name list



NOOP



Noop



PWD REST



Print working directory Restart



RETR



Retrieve



Command tells server to abort the previous FTP service command and any associated data transfer Command may be needed by some servers to reserve storage prior to data transfer Command causes the server to accept the data transferred and to store them, appending them as necessary to any existing file with the same name. Command causes the indicated file to be deleted at the server site Server will return helpful information regarding its status and how to initiate next action Command causes a list of all files and their details in the specified current directory or current information on the specified file to be returned Command causes the specified directory to be created Command causes a list of all the names (only) of files in the current directory or a specified directory to be returned No action or operation need be performed other than to send an OK reply Command causes current directory name to be returned in reply This parameter indicates the server marker at which the file transfer is to be restarted Command causes the server to transfer a copy of the file to the other end of the connection.
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Table 10.2 (continued ) FTP command code



Full command name



RMD RNFR



Remove directory Rename from



RNTO



Rename to



SITE



Site parameters



STAT



Status



STOR



Store



STOU



Store unique



SYST



System



Table 10.3 Reply types and numbers x0z x1z x2z x3z x4z x5z Positive preliminary reply (1yz) 110 120 125 150 Positive completion reply (2yz) 200 202 211 212 213 214 215 220 221 225



Operation performed Command causes the specified directory to be removed Command indicates the old pathname of the file which is to be renamed. Command indicates the new pathname of the file which is to be renamed Command used by server to provide system-specific services essential to file transfer The reply to this command, sent over the control connection, indicates the status of the operation in progress Command causes the server to accept the data transferred and to store them. Command has similar effect to STOR — except that the file is to be stored in the current directory with a unique name The reply to this command indicates the operating system in user on the server



FTP replies Meaning



Syntax error; unrecognised or superfluous command or simply OK confirmation Request for further information Reply refers to control and data connection Authentication and accounting replies during login Unspecified Status of file system The requested action is being initiated — wait for a further reply before issuing a new command Restart marker reply Service ready in nnn minutes Data connection open, transfer commencing File status OK The requested action had been completed successfully Command OK Command not implemented: superfluous System status or system help ready Directory status File status Help message NAME system type Service ready for new user Service closing control connection Data connection open, no transfer in progress (continued overleaf )



422



Data networking and Internet applications



Table 10.3 (continued ) Reply types and numbers 226 227 230 250 257 Positive intermediate reply (3yz) 331 332 350 Transient negative completion reply (4yz) 421 425 426 450 451 452 Permanent negative completion reply (5yz) 500 501 502 503 504 530 532 550 551 552 553



Meaning Closing data connection — file action successful Entering passive mode User logged in Requested file action OK and completed PATHNAME created The command has been accepted but the requested action has not been commenced, while awaiting further information — which should be sent by the user User name OK, need password Need account for login Requested file action awaiting further information The command was not accepted and the requested action not undertaken, but the action may be requested again — if so by returning to the beginning of the command sequence Service not available, closing control connection Data connection cannot be opened Connection closed, transfer aborted Requested file action not undertaken, file not available Requested action aborted due to local processing error Requested action not possible due to insufficient storage The command was not accepted and the requested action not undertaken. The same request command sequence should not be repeated Syntax error, command unrecognised Syntax error, parameter or argument error Command not implemented Bad sequence of commands Command not implemented for parameter specified Not logged in Account required for storing files Requested file action not undertaken, file not available Requested action aborted, page type unknown Requested file action aborted, exceeds storage allocation Requested action not undertaken, file name not allowed



FTP data transfer Data transfer using the file transfer protocol (FTP) takes place by means of the data transfer process (DTP) and the FTP data connection (TCP port 20). The user-DTP runs at the user (human user or terminal) end of the connection, while the server-DTP runs on a file server (e.g., UNIX server) at the other end (Figure 10.7). Alternatively, a server-DTP may exist at both ends of the connection. It is recommended that data sent over the FTP data connection be coded as NVT-ASCII (network virtual terminal-ASCII — Table 10.1). This is effectively the ‘presentation layer’ protocol of FTP. The computer sending a file may need to convert data stored internally in another format into the NVT-ASCII format, and likewise the receiving computer will convert from NVT-ASCII to its own internal data storage format if necessary. But NVT-ASCII is not the only allowed data type which may be used. The following data types are also allowed:
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• ASCII (the default character set is NVT-ASCII — network virtual terminal-American standard code for information interchange); • EBCDIC (extended binary coded decimal interchange code — this is an 8-bit character code originally defined by the IBM company); • IMAGE-type (this is data coded as a simple stream of contiguous bits); and • LOCAL-type (this data type allows identical computers at either end of the FTP connection to exchange data in a ‘proprietary’ format, e.g., of a non-standard logical byte size, without the need to convert it to the NVT-ASCII format). The exact format of ASCII and EBCDIC types may be adapted by means of a second parameter which indicates whether the file includes any vertical format control characters (i.e., whether the file includes the page or print format). Files with vertical format control indicate non-print characters (i.e., characters which do not appear in a printed form of the file). These characters are also called format controls. The standard set of vertical format control characters are: • • • • • •



CR LF NL VT FF CRLF



[carriage return]; [line feed]; [new line]; [vertical tab]; [form feed]; [carriage return line feed — this is the normal EOL (end-of-line) character]



No matter what the logical byte size of the data is, the transfer byte size used by FTP is always an 8-bit byte.2 The files to be transmitted by means of FTP may have one of three different file structures: • file structure; • record structure; or • page structure. Both user-DTP and server-DTP have a default data port on which they listen (when otherwise they are passive — i.e., not actively transferring data) across a connection. This is called the passive data transfer process. The user data port is the control connection. In other words, the user-DTP listens on the control connection for activity on the part of the server. (Alternatively, the user-DTP can be replaced by a second server-DTP.) Meanwhile, the server DTP listens on the data connection. Prior to sending a transfer request, both user-DTP and server-DTP must confirm by listening on their respective data ports to confirm that there is no current activity. The direction in which the first FTP request command is sent determines the direction of the data transfer which will follow. Upon receipt of a request, the FTP file server initiates the data connection (swapping the use of the port connections appropriately). Files (in any of the three formats) may be transferred according to one of the three available transfer modes: • stream mode; • block mode; or • compressed mode. 2 In the early days of computing, different manufacturers used different character sets — in particular different numbers of bits (the logical byte size) to represent alphanumeric characters, as we saw earlier.
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The transmission of files sent in all three transfer modes is always terminated by the indication of an EOF (end-of-file). This can be done either explicitly (by the inclusion of an EOF character or sequence of characters) or implied by closing the data connection. When files are transferred in the FTP stream mode: • file-structure EOF (end-of-file) is indicated by closing the data connection; • record-structure EOF and EOR (end of record) are both indicated by a two-byte control character code. The first byte is set as all ‘1’s (hexadecimal FF — the escape character). The second byte is coded 01(hex) for EOR (end-of-record); 02 (hex) for EOF (end-of-file); or 03 (hex) for EOR/EOF on last byte. • page-structure EOF is indicated either by an explicit EOF or by closing the data connection. When transferred in the FTP block mode, files are split up into blocks, each of which is preceded by a block header. The FTP block header (as illustrated in Figure 10.8a) includes a descriptor field of 1 byte (or octet) length, a byte count field of 16 bits (value 0–65535) and the data field. The descriptor defines the coding used to represent EOR (end-of-record), EOF (end-of-file) and the restart marker (The restart marker is used for error recovery, as we shall explain shortly). The coding of the descriptor field is as shown in Table 10.4. When sent in the FTP compressed mode, files are sent by means of three kinds of data: • data and text — is sent as a string of bytes (the standard format uses the NVT-ASCII character set — Table 10.1); • compressed data — allows repetitions of the same character in a string (e.g., lots of ‘tabs’ or ‘spaces’) to be sent more efficiently. In this format, up to 63 consecutive occurrences



Note : This method of data compression is one of the earliest and most basic forms of data compression used in data communications. It allows much more efficient and effective use to be made of low speed lines when large text files have to be sent. Nowadays, data compression has become a common feature of modern email software, and is normally used for the transmission of email attachments.



Figure 10.8



FTP block transfer mode and compressed-mode transfer formats.
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Table 10.4 FTP block mode transfer: block header — descriptor field meanings Descriptor code value (decimal — hex) 16 (10 hex)



32 (20 hex) 64 (40 hex) 128 (80 hex)



Meaning This data block is a restart marker (i.e., the value in the data field is used to indicate a particular block in the data file, in case a recovery should become necessary from this point) There are suspected errors in a data block The end of this data block is the end-of-file (EOF) The end of this data block is the end-of-record (EOR)



of the same character in the text (e.g., ‘spaces’ or ‘tabs’), can be transmitted using only 2 bytes of code — as shown in Figure 10.8b. • control information — is sent in two-byte escape-code sequences. The first byte is always the escape character (00). The second byte is coded in the same way as the descriptor codes of the FTP block mode (see Table 10.4). FTP includes a simple mechanism for ‘error’ recovery and restart. The procedure is intended to protect against major system failures — indeed it is better to think of the recovery as being a ‘failure’ recovery, rather than a recovery from a bit error or a small transmission hiccup. The detection of bits lost or scrambled during data transfer is assumed to be handled by TCP (transmission control protocol 3 ). In the case that the two communicating file systems become ‘out of synchronism’ during the transmission (as the result of a system failure or other problem), the FTP block-transfer-mode and compressed transfer mode allow transmission to be recommenced starting at the position of the indicated restart marker. In the FTP block-mode, the restart marker is an extra block of data, periodically inserted into the data stream. It has a unique number value which is indicated in the data field (see Figure 10.8a) of the restart marker block (a block in which the descriptor value is set at decimal value ‘16’ (hexadecimal value ‘10’)). The range of the number value can be set in accordance with the chosen byte count length set for the restart marker clock. In the FTP compressed mode the restart marker is indicated by a two-byte escape-code sequence.



10.4 TFTP (trivial file transfer protocol) TFTP (trivial file transfer protocol) is a very simple but unreliable file transfer protocol. It is not intended for ‘normal’ file transfer, but instead is typically used to transfer boot files or keyboard font files to terminals, diskless PCs or diskless workstations (Figure 10.9). TFTP is defined in RFC 783 and operates on UDP (user datagram protocol) port 69. Three modes of transfer are defined by TFTP: • netascii-mode (this mode of transfer indicates that the file is coded in 8-bit NVTASCII — Table 10.1); • octet-mode (this mode of transfer, previously called binary mode is the equivalent of FTP stream mode — a string of binary bits transmitted with an 8-bit transfer size); • mail-mode (in this mode netascii characters are sent to a user rather than to a file. This allows, for example, a message to appear on a terminal screen.) 3



See Chapter 7.
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Figure 10.9



Typical uses of TFTP (trivial file transfer protocol).



Figure 10.10 TFTP (trivial file transfer protocol): RRQ, WRQ and ACK message packet formats.



TFTP (trivial file transfer protocol)
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The TFTP file transfer process is established by first sending a request message — either a WRQ (write request) or a RRQ (read request). Provided a positive reply is received, the file transfer may begin. An ACK (acknowledgement) packet represents a ‘permission’ to write (i.e., to send a packet to the remote end). The positive reply to a read request (RRQ) is a response containing the first data packet of the file requested. The header of all TFTP packets (Figure 10.10) consists of a 2-byte opcode field (Table 10.5) which indicates the TFTP packet-type. Table 10.5 TFTP packet types and opcode values TFTP opcode 1 2 3 4 5



Operation RRQ WRQ DATA ACK ERROR



Full name Read request Write request Data packet Acknowledgement Error



RRQ (read request) and WRQ (write request) packets, as shown in Figure 10.10a, include the TFTP opcode (value ‘1’ or ‘2’), the name of the file to be transmitted (in a text string format), a NULL octet and then the mode in which it is to be transmitted (again indicated as a character string in NVT-ASCII character format). A further NULL octet completes the RRQ or WRQ packet. The ACK (acknowledgement) packet (Figure 10.10b) is initially returned with the block number set at 1. The acknowledgement indicates the number of the next expected data block. Should the response to an RRQ or WRQ message be an error packet (opcode = ‘5’), then the request has been denied. Each data packet includes the TFTP block number, consecutively numbered starting at 1. This is used for data flow control, as we discussed in detail in Chapter 3. Following the opcode (set at value ‘3’) and the block number (which is incremented for each successive packet), comes the data itself (Figure 10.11a). A TID (terminal identification) is chosen randomly by



Figure 10.11 TFTP (trivial file transfer protocol): data and error message packet formats.
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Data networking and Internet applications Table 10.6 TFTP (trivial file transfer protocol) error message code values Error code value



Meaning



0 1 2 3 4 5 6 7



Not defined, see textual error message (if any) File not found Access violation Disk full or allocation exceeded Illegal TFTP operation Unknown transfer ID File already exists No such user



both ends and these values are used for duration of connection as the values of the UDP source and destination ports. The initial request (RRQ or WRQ), on the other hand, is sent to the UDP port corresponding to TID = 69 (decimal). Error messages have the format shown in Figure 10.11b, where the error code value is set according to Table 10.6. Error messages are typically extended by means of a short text message which is intended to appear on the user’s terminal screen.



10.5 Secure shell program and protocol (SSH or SECSH) Because the traditional telnet protocols (RFC 854) and related UNIX remote login commands (e.g., rsh, rlogin (RFC 1282), rcp, etc.) are vulnerable to different kinds of network attacks, there has been an increasing focus on improving the security of protocols (as we shall discuss in more detail in Chapter 13). A third party who has network access to hosts or servers connected to the Internet, or simply with physical access to communications lines, can gain unauthorised access to systems, steal passwords and wreak havoc in a variety of ways. For this reason, the ssh (SSH or secure shell) program and protocol was designed as a secure replacement for telnet, rlogin and similar data network services. SSH (secure shell) is a protocol and program for secure remote login and other secure network services over an insecure network. It is used in particular as ‘secure version of telnet’ or as a secure shell — a program which allows commands to be executed in a remote machine, for the transfer of files between machines and other secure network services. It was invented by SSH Communications Security Oy, and ssh is a trademark of this company. It is currently an Internet draft (being prepared as an RFC by IETF — Internet Engineering Task Force), where it is also known as secsh (secure shell). SSH is designed to protect against: • interception of passwords and other data by intermediate hosts; • manipulation of data by people in control of intermediate hosts or network transit points; • IP spoofing (in which a targetted machine is ‘conned’ by a remote host which sends IP packets which pretend to come from another, trusted host); • DNS spoofing (in which an attacker forges domain name system (DNS)4 server resource records. 4



See Chapter 14.
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Figure 10.12 SSH protocol architecture (SSH-ARCH).



SSH considers the network to be a hostile and evil environment — not to be trusted — and protects data to be carried by the network accordingly. Even though a hostile third party who manages to wrest control of the network can force SSH connections to disconnect, they will not be able to decipher or play back messages, and will not be able to take over (i.e., hijack) connections. SSH achieves this by using encryption. The basic principles of SSH are similar to those of IPsec.5 In essence, SSH adds a new ‘data security (authentication and encryption) layer’ between the transport layer (layer 4) and the application data and protocols (see Figure 10.12).



SSH protocol architecture SSH has a three-layer protocol architecture comprising the following components: • the SSH transport layer protocol (SSH-TRANS ) provides for a secure, low-level transport connection — a confidential connection (called a session). It provides for encryption, message authentication and compression too (if required). It is usual for the SSH transport layer protocol to be run over a TCP (transmission control protocol)6 connection [port 22], but any other reliable data stream protocol may be used instead; • the SSH user authentication protocol (SSH-USERAUTH ) runs over the transport layer protocol and is used by the client to authenticate itself to the server. If authorisation is successful, then an SSH tunnel results; • the SSH connection protocol (SSH-CONNECT ) provides for the multiplexing of several logical channels into the single tunnel provided by the transport and authentication protocols. It runs over the user authentication protocol. The layered protocol architecture of SSH (called SSH-ARCH and illustrated in Figure 10.12) is intended to allow for easy adaption of the protocol suite and incorporation of other protocols.



SSH transport layer protocol Once a TCP/IP connection has been established on port 22 for the SSH protocol, both the SSH client and SSH server will begin to listen on this port. The first action is for the two 5 6



See Chapter 13. See Chapter 7.
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ends to check their SSH version compatibility. This is done by each end sending a plain text message as a single TCP segment/IP packet in the format: SSH-protoversion-softwareversion-comments followed by 



Note how the SSL specification documents refer to CR-NL (carriage return, new line) rather than to CRLF (carriage return line feed). Nonetheless the same ASCII characters (13 and 10) are used. Once compatibility has been established (the current version of SSH incidentally is 2.0), SSH packets are composed in the SSH transport protocol binary packet protocol format as shown in Figure 10.13. The individual fields have the following meanings and uses: • packet length — this is the length of the SSH packet (in number of bytes or octets), but not including MAC field or the packet length field itself. • padding length — this is the number of bytes (octets) of padding which has been added to the payload field to make the total length of the SSH packet (minus MAC field) equal to a multiple of 8 bytes or a multiple of the encryption code cipher block size. There must be at least 4, but no more than 255 bytes. • payload — the payload is the useful contents of the packet. Normally, this will contain both compressed and encrypted information. The use of encryption on the payload is what makes SSH a secure protocol. But, at the start, while the SSH transport layer protocol is still establishing the secure connection — a process which involves exchange of security encryption keys and negotiation of compression algorithms, plain text (unencrypted and uncompressed text) may be used in this field. The plain text takes the format of an SSH message type (a one byte field, coded with the message numbers according to Table 10.7 and followed by relevant message parameters). The character set used to code such plain text messages must be explicitly specified. In most places, ISO 10646 with UTF-8 encoding is used (RFC-2279). When applicable, a field is also provided for the language tag (RFC1766) — to indicate the human language in which text messages appear. • random padding — this is a random pattern of data used to fill out the payload to the standard length required by the encryption algorithm.



Figure 10.13 SSH transport protocol binary packet protocol format.



SSH transport protocol



Used by SSH protocol:



SSH− MSG− SERVICE− REQUEST



2 3



SSH− MSG− IGNORE SSH− MSG− UNIMPLEMENTED SSH− MSG− DEBUG 5



4



1



Message number



SSH message numbers



SSH− MSG− DISCONNECT



Message name



Table 10.7



Service names: Ssh-userauth Ssh-connection (continued overleaf )



Always display (Boolean value) Message (RFC 2279) Language tag (RFC 1766) Service name



Reasons: 1 host not allowed to connect 2 protocol error 3 key exchange failed 4 reserved 5 MAC (message authentication) error 6 compression error 7 service not available 8 protocol version not supported 9 host key not verifiable 10 connection lost 11 disconnect by application 12 too many connections 13 authorisation cancelled by user 14 no more auth. methods available 15 illegal user name Message-specific data Packet sequence number of reject message



Reason code Description (RFC 2279) Language tag (RFC 1766)



Message parameters
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(general authentication)



SSH authentication



Used by SSH protocol:



21 30



SSH− MSG− NEWKEYS SSH− MSG− KEXDH− INIT SSH− MSG− KEXDH− REPLY Reserved for other kex (key exchange) packets SSH− MSG− USERAUTH− REQUEST SSH− MSG− USERAUTH−



20



SSH− MSG− KEXINIT



51



50



32–49



31



6



Message number



SSH− MSG− SERVICE− ACCEPT



Message name



Table 10.7 (continued )



Username Service name Method name Authentications− that− can− continue Partial success (Boolean value)



(message specific)



Value f of encryption algorithm



Service names: Ssh-userauth Ssh-connection (key exchange using following parameters:) cookie kex algorithms server− host− key− algorithms encryption− algorithms− client− to− server encryption− algorithms− server− to− client mac− algorithms− client− to− server mac− algorithms− server− to− client compression− algorithm− client− to− server compression− algorithm− server− to− client languages− client− to− server languages− server− to− client first kex packet follows (Boolean value) (confirmation of end of key exchange — no parameters) Value e of encryption algorithm



Service name



Message parameters
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SSH connection protocol



(method specific)



Text message Language tag (message specific)



53



82



91



92



SSH− MSG− CHANNEL− OPEN− FAILURE



90



(continued overleaf )



Channel type (e.g., ‘session’) Sender channel number Initial window size Maximum packet size Recipient channel number Sender channel number Initial window size Maximum packet size Recipient channel number Reason code Additional text Language code



—



(no parameters)
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83–89



Request name Want reply (Boolean value) Request-specific data Response-specific data (usually none)



80



60–79



(no parameters)
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SSH− MSG− CHANNEL− OPEN− CONFIRMATION



SSH− MSG− REQUEST− SUCCESS SSH− MSG− REQUEST− FAILURE Reserved for other generic connection protocol messages SSH− MSG− CHANNEL− OPEN



FAILURE SSH− MSG− USERAUTH− SUCCESS SSH− MSG− USERAUTH− BANNER These messages are only sent by the server (client sends only SSH− MSG − USERAUTH− REQUEST messages). Different authentication methods reuse the same message numbers. SSH− MSG− GLOBAL− REQUEST
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Used by SSH protocol:



Recipient channel number Channel-type required Want reply (Boolean value) Channel-type-specific data Recipient channel number Recipient channel number



98



100



128–191 192–255



Reserved for local extensions



101–127



99



—



—



—



Recipient channel number



97



96



Recipient channel number Data type code Data Recipient channel number



Reason codes: 1 administratively prohibited 2 connect failed 3 unknown channel type 4 resource shortage Recipient channel number Data



Message parameters



95



94



Message number



SSH− MSG− CHANNEL− SUCCESS SSH− MSG− CHANNEL− FAILURE Reserved for other connection protocol channel-related messages Reserved for client protocols



SSH− MSG− CHANNEL− EOF SSH− MSG− CHANNEL− CLOSE SSH− MSG− CHANNEL− REQUEST



SSH− MSG− CHANNEL− DATA SSH− MSG− CHANNEL− EXTENDED− DATA



Message name



Table 10.7 (continued )
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• MAC (message authentication code) — this field contains the message authentication code bytes (of a length appropriate to the message authentication algorithm). The MAC is also called a fingerprint or digital signature. It serves the same function as a hand-written signature at the bottom of a letter — it confirms the authenticity of the message and the sender. Initially the MAC value will be set as none. Once the TCP connection has been set up and once both SSH client and server have agreed to use the same SSH version, the SSH transport protocol can start its work in earnest. The first step is to undertake key exchange to establish the encryption, MAC (message authentication code) and compression algorithms which will be used to code the packet payload contents. The SSH client starts the process by sending an SSH MSG KEXINIT to initiate the key exchange (kex). The message informs the SSH server of all the encryption, MAC and compression algorithms which it supports. The server replies with a similar SSH MSG KEXINIT message. The encryption, MAC algorithm and compression initialisation process takes place by exchange of SSH MSG KEXDH INIT and SSH MSG KEXDH REPLY messages (see Figure 10.14). The client selects its chosen algorithms, calculates certain encryption code values (we shall discuss encryption keys and MAC digital signatures in more detail in Chapter 13) and communicates relevant initialisation vector (IV)7 values for the encryption algorithm chosen. Since the encryption in the reverse direction (server-to-client) may be different, the server also chooses encryption, compression and MAC algorithms and similarly informs the client of initialisation vector values. (The algorithms used in the two directions are recommended to be run independently of one another if not by different algorithms — this gives greater security.) The different encryption algorithms (ciphers) which may be used in association with SSH are listed in Table 10.8. The different types of keys which may be used in association with these algorithms may conform with any of the standards listed in Table 10.9. The message authentication code (MAC, integrity check value, fingerprint or digital signature) associated with the message may conform to any of the standards listed in Table 10.10.



Figure 10.14 SSH transport protocol: keyexchange and establishment of a secure transport connection. 7



See Chapter 13.
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Cipher name



SSH Transport layer protocol: alternative encryption algorithms and ciphers Use in SSH protocol



Cipher code name



3des-cbc



REQUIRED



aes128-cbc



RECOMMENDED



aes192-cbc



OPTIONAL



aes256-cbc



OPTIONAL



arcfour



OPTIONAL



Triple-DES (Defense encryption standard — 3DES) [CBC — cipher block chaining — mode] AES (advanced encryption standard) [CBC mode; 128-bit key] AES (advanced encryption standard) [CBC mode; 192-bit key] AES (advanced encryption standard or Rijndael code) [CBC mode; 256-bit key] ARCFOUR stream cipher



blowfish-cbc



RECOMMENDED



Blowfish (CBC mode)



cast128-cbc idea-cbc



OPTIONAL OPTIONAL



none serpent128-cbc



OPTIONAL (NOT RECOMMENDED) OPTIONAL



CAST-128 (CBC mode) IDEA (International Data Encryptions Algorithm CBC mode) [ASCOM AG company-patented encryption mechanism] No encryption



serpent192-cbc



OPTIONAL



serpent256-cbc



OPTIONAL



twofish-cbc or twofish256cbc



OPTIONAL



twofish128-cbc



RECOMMENDED



twofish192-cbc



OPTIONAL



Serpent (CBC mode: 128-bit key) Serpent (CBC mode: 192-bit key) Serpent (CBC mode: 256-bit key) Twofish (CBC mode; 256-bit key)



Twofish (CBC mode; 128-bit key) Twofish (CBC mode; 192-bit key)



Specified by: RFC 1851



FIPS-197 (NIST Federal Information Processing Standard) FIPS-197



FIPS-197



(Internet draft, December 1999) Bruce Schneier: Fast Software Encryption [Cambridge Security Workshop Proceedings, Dec 1993: Springer-Verlag 1994] RFC 2144 RFC 3058



— www.cl.cam.ac.uk/ ∼rja14/serpent.html (see above) (see above) The Twofish Encryption Algorithm (Schneier, Kelsey, Whiting, Wagner, Hall, Ferguson) John Wiley & Sons (see above) (see above)



Note: CBC = cipher block chaining mode. An excellent reference work on encryption is Applied Cryptography (Bruce Schneier), published by John Wiley & Sons.
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SSH public key and certificate formats



Use in SSH protocol



ssh-dss ssh-rsa x509v3-sign-rsa



REQUIRED RECOMMENDED OPTIONAL



x509v3-sign-dss



OPTIONAL



spki-sign-rsa



OPTIONAL



spki-sign-dss



OPTIONAL



pgp-sign-rsa



OPTIONAL



pgp-sign-dss



OPTIONAL
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Certificate and key name Simple DSS Simple RSA X.509 certificates (RSA key) X.509 certificates (DSS key) SPKI certificates (RSA key) SPKI certificates (DSS key) OpenPGP certificates (RSA key) OpenPGP certificates (DSS key)



Specified by: www.datasecuritysolutions.com www.rsasecurity.com RFC 2459 RFC 2459 RFC 2692-3 RFC 2692-3 RFC 1991 RFC 1991



Table 10.10 SSH message authentication code (MAC) algorithms MAC name



Use in SSH protocol



Hmac-md5



OPTIONAL



Hmac-md5-96



OPTIONAL



Hmac-sha1



REQUIRED



Hmac-sha1-96



RECOMMENDED



None



OPTIONAL (NOT RECOMMENDED)



MAC (message authentication code) algorithm name



Specified by:



HMAC-MD5 (digest length = key length = 16) HMAC-MD5 truncated to 96 bits (digest length = 12, key length = 16) HMAC-SHA1 (digest length = key length = 20) HMAC-SHA1 truncated to 96 bits (digest length = 12, key length = 20) No MAC



RFC 2104, RFC 1321



RFC 2104, RFC 1321



RFC 2104, RFC 3174 RFC 2104, RFC 3174



—



As we shall discuss in more detail in Chapter 13, the message authentication code is a value calculated using the message itself, an encryption-like algorithm (called a message digest algorithm) and a shared secret code (the key). The resulting code (MAC) is unique and it is almost impossible for a third-party to work out how it was derived. Only a recipient who knows the ‘unlocking’ key is able to tell whether the received integrity check value (i.e., MAC value) corresponds to the message. Thus if either the message or the MAC are tampered with during transport through the network, the recipient will be able to detect the tampering. If tampering has occurred, the SSH connection will be disconnected and re-established. The compression algorithms supported by the SSH transport layer protocol are either none or ZLIB (LZ77 algorithmn — as defined in RFCs 1950 and 1951). Once a secure SSH transport layer connection (an SSH session) exists between SSH client and SSH server, the authentication process can commence. The SSH client requests the authentication service (ssh-userauth) by means of a SSH MSG SERVICE REQUEST message
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(Figure 10.14). The SSH server responds with the SSH MSG SERVICE REPLY if successful. Alternatively, the server may reply with a failure or rejection message, or simply disconnect.



SSH authentication protocol The SSH authentication protocol runs on top of the SSH transport layer protocol and provides a single authenticated tunnel for the SSH connection protocol. The service name for the authentication protocol is ssh-userauth. Authentication is the means by which the SSH server confirms that the identity of the SSH client is genuine — and is authorised to use the relevant service. There are three alternative methods for user authentication: • public key; • password; or • host-based. The most secure method is the public key method. When using the public key method of authentication, the client sends a message and generates an appropriate message authentication code (MAC) for that message using its private key for encryption.8 The server uses the client’s public key 9 to decode and verify the correctness of the MAC received. If correct, this serves to confirm the client’s authenticity. Should the client not have a pair of public and private keys,10 then a simple password authentication and authorisation method may be used. But while the password method is not as secure as the public key method, at least the encrypted SSH transport layer connection sees to it that the password is not carried across the network in ‘plain text’. This makes interception of the password much harder. The authentication process is conducted by the client sending an SSH MSG USERAUTH REQUEST message (Figure 10.15 and Table 10.7). The message identifies the service which the client subsequently wishes to access and contains sufficient information to identify and authenticate the client to the SSH server. The SSH server will respond either with an SSH MSG USERAUTH SUCCESS message or an SSH MSG USERAUTH FAILURE message. A success message allows the client to generate an SSH MSG SERVICE REQUEST message for the SSH connection service (ssh-connection), while a failure message advises the client of the authentication methods available to the client. (This may be bogus information if desired.) Authentications that can continue (the main parameter of the message SSH MSG USERAUTH FAILURE [message number 51]) is a comma-separated list of authentication method names that may be used to continue attempting the authentication process. This is ‘helpful information’ sent by the server to assist the client in authenticating itself. Only once the server is satisfied about the authenticity of the client’s identity, will the client be allowed to progress to the connection service. Should the client take too long during the authentication process (typically a timeout is set at 10 minutes), then the SSH server will disconnect the SSH transport layer connection. The server also limits the number of failed authentication attempts (recommended: 20) which a client may perform in a single session. There is also an option for host-based authentication (i.e., authentication of the server by the client) but this is not normally recommended. 8



See Chapter 13. See Chapter 13. 10 See Chapter 13. 9
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Figure 10.15 SSH authentication (ssh-userauth) and connection (ssh-connection) services.



If the authentication is successful, then the service name in the SSH MSG USERAUTH message specifies the service which will now be started by the SSH server and an SSH tunnel is said to exist between the SSH client and the relevant service on the SSH server. Alternatively, the client may send an SSH transport layer protocol message — SSH MSG SERVICE REQUEST to request the SSH connection service (ssh- connection). If the requested service is not available, the server may disconnect immediately or at any later time. If the requested user does not exist, the server may disconnect or send a bogus list of acceptable authentication methods. This makes it possible for the server to avoid disclosing information useful to an intruder.



SSH connection protocol Once the SSH transport layer protocol has established an SSH session and the authentication protocol has converted this into an SSH tunnel, then the SSH connection protocol is activated to provide the ssh-connection service, which in turn may be used to set up SSH channels (Figure 10.15). The connection protocol, which is designed to run on top of both the SSH transport layer and authentication protocols, provides channels which can be used for a wide range of purposes. Standard methods provide for the setting up of secure pseudo-terminal (pty) session or interactive shell sessions or for the secure forwarding (i.e., tunnelling) of an arbitrary TCP/IP port or an X-Windows (e.g., X11) connection. These allow for interactive login sessions of clients to remote servers, remote execution of commands, forwarded TCP/IP connections, and forwarded X11 connections. A number of channels (as required by the SSH client and server) can be multiplexed into a single encrypted SSH tunnel. The SSH channel types which may be opened are listed in Table 10.11. Either the SSH client or the SSH server may open a channel and multiple channels may be multiplexed into a single tunnel connection. The different channels are identified by numbers at each end and the numbers used for the same channel will usually differ between the sender and receiver end of the tunnel (this adds to security).
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Data networking and Internet applications Table 10.11 SSH channel types and related channel requests



Channel type



Relevant channel requests



direct-tcpip Forwarded-tcpip



Session



Env Exec exit-signal



exit-status pty-req Shell Signal Subsystem window-change



x11



xon-xoff x11-req



Purpose



Channel opened for transfer of a given TCP port connection Channel opened to forward a given TCP port to the other side of the SSH connection (following request for the relevant TCP port forwarding using the relevant SSH− MSG− GLOBAL− REQUEST message Setting environment variables Executing a given command Causes a remote command or process to terminate violently. Possible signals are • ABRT abort • ALRM alarm • FPE floating point exception • HUP hangup • ILL illegal instruction • INT interrupt • KILL kill process • PIPE write to pipe if no process to read • QUIT quit process • SEGV segmentation violation • TERM software terminal signal • USR1 user-defined signal 1 • USR2 user-defined signal 2 Returns the exit status of a given requested command. After this message, the channel is closed. Pseudo-terminal mode required Request to start a shell program A means of sending a signal to a remote process or service A means of starting a remote subsystem program Notifies remote end of a change in the space available for the window A request to use XON/XOFF data flow control. A request for the x11 version of the X-Windows protocol



A request to open a channel (using the SSH− MSG− CHANNEL− OPEN message — see Figure 10.15 and Table 10.7) includes the channel number the sender will use. The SSH− MSG− CHANNEL− OPEN− CONFIRM message sent as a reply indicates the channel number which will be used by the receiver. Any subsequent messages from sender to receiver regarding the channel will refer to the recipient’s channel number. The data carried by an SSH channel is subject to flow-control using a windowing mechanism similar to that of TCP (transmission control protocol). The initial window (IW) size (defined in the SSH MSG CHANNEL OPEN message) specifies how many bytes of channel data may be sent to the sender of the message before the channel window must be adjusted (the data is not acknowledged as in TCP with an ACK message — instead the window size must be adjusted). The window size is frequently adjusted (as appropriate) by means of the SSH− MSG− CHANNEL− WINDOW− ADJUST message. No data may be sent across a channel until a message is received to indicate that the appropriate window space is available. The maximum packet size indicated in the SSH MSG CHANNEL OPEN message specifies the maximum size of an individual SSH data packet which may be sent to the sender of the
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OPEN message (smaller packets may be chosen for interactive connections to give a faster response on slow links). Following the SSH MSG CHANNEL OPEN request, the remote SSH device decides whether it can open the channel, and responds appropriately — either with an SSH MSG CHANNEL OPEN CONFIRMATION or a failure message (SSH MSG CHANNEL OPEN FAILURE). The failure message is usually accompanied by a short text message (and relevant language tag) to provide the human user with a readable message explaining the situation. If the recipient does not support the requested channel type, it may (if desired and appropriate) initiate a disconnection of the SSH transport layer connection (as a security precaution). Once the SSH channel has been opened, relevant SSH MSG CHANNEL REQUEST messages may be generated (appropriate to the channel type) to configure the channel or request given service options or subsets (Table 10.11). In the case that the SSH tunnel is to be used for TCP forwarding of a particular TCP port connection (should the connection be required), this can be initiated by means of an SSH MSG GLOBAL REQUEST for the service: tcpip-forward. The port number and other TCP connection details (window size, etc.) must be provided with the request. The request may subsequently be cancelled by means of another GLOBAL REQUEST — this time for cancel-tcpip-forward.



Data transfer Data is transferred in conjunction with the SSH MSG CHANNEL DATA message label. The window size dictates how many bytes may be sent before the sender must wait for the window to be adjusted (by means of the SSH MSG CHANNEL WINDOW ADJUST message). Having received the adjustment message, the recipient may send the specified additional number bytes window size (over and above the previously authorised limit). When there is no more data to be transferred, the SSH MSG CHANNEL EOF message is sent. Finally an SSH MSG CHANNEL CLOSE message is sent in both directions to close the channel, and if appropriate the SSH connection should be disconnected.



Interactive sessions Interactive sessions are used for the remote execution of a program or for remote access to a server. The program may be a shell, an application, a system command, an X-windows session or some type of built-in software subsystem. Alternatively, SSH can be used like a ‘secure alternative to telnet (RFC854) or UNIX rlogin (RFC 1282)’. In this case, the client opens a session channel-type and requests a pseudo-terminal(pty-req = pseudo-terminal request). The request has the following syntax: Byte 32-bit value String Boolean value String 32-bit value 32-bit value 32-bit value 32-bit value String



SSH_MSG_CHANNEL_REQUEST recipient_channel "pty-req" want_reply TERM environment variable value (e.g., vt100) terminal width, characters (e.g., 80) terminal height, rows (e.g., 24) terminal width, pixels (e.g., 640) terminal height, pixels (e.g., 480) encoded terminal modes
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In terminal-mode, data is transferred as a stream of bytes (i.e., characters) and consists of pairs of opcodes and their respective arguments (so-called opcode-argument pairs). The stream is terminated by the opcode TTY OP END (value 0). The standard POSIX (portable operating system interface)-like tty interface which is used is reproduced in Table 10.12. Table 10.12 SSH terminal mode opcodes (mostly the same as the equivalent POSIX terminal mode flags) Opcode



Code name



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 30 31 32 33 34 35 36 37 38 39 40 41 50 51 52



TTY− OP− END VINTR VQUIT VERASE VKILL VEOF VEOL VEOL2 VSTART VSTOP VSUSP VDSUSP VREPRINT VWERASE VLNEXT VFLUSH VSWTCH VSTATUS VDISCARD IGNPAR PARMRK INPCK ISTRIP INLCR IGNCR ICRNL IUCLC IXON IXANY IXOFF IMAXBEL ISIG ICANON XCASE



53 54 55 56 57 58 59 60 61 62 70



ECHO ECHOE ECHOK ECHONL NOFLSH TOSTOP IEXTEN ECHOCTL ECHOKE PENDIN OPOST



Purpose Indicates end of options. Interrupt character; 255 if none. The quit character (sends SIGQUIT signal on POSIX systems). Erase the character to left of the cursor. Kill the current input line. End-of-file character (sends EOF from the terminal). End-of-line character in addition to carriage return line feed. Additional end-of-line character. Continues paused output (normally control-Q). Pauses output (normally control-S). Suspends the current program. Another suspend character. Reprints the current input line. Erases a word left of cursor. Enter the next character typed, even if it is a special character. Character to flush output. Switch to a different shell layer. Prints system status line (load, command, pid etc.). Toggles the flushing of terminal output. The ignore parity flag. The parameter is 0 (FALSE) or 1 (TRUE). Mark parity and framing errors. Enable checking of parity errors. Strip 8th bit off characters. Map NL (new line) into CR (carriage return) on input. Ignore CR (carriage return) on input. Map CR (carriage return) to NL (new line) on input. Translate uppercase characters to lowercase. Enable output flow control. Any character will cause a restart after stop. Enable input flow control. Ring bell on input queue full. Enable signals INTR, QUIT, [D]SUSP. Canonicalize input lines (i.e., convert to least significant bit first). Enable input and output of uppercase characters by preceding their lowercase equivalents with ‘\’. Enable echoing. Visually erase characters. Kill character discards current line. Echo NL (new line) even if ECHO is off. Do not flush after interrupt. Stop background jobs from output. Enable extensions. Echo control characters as ˆ(Char). Visual erase for line kill. Retype pending input. Enable output processing.
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Table 10.12 (continued ) Opcode



Code name



71 72 73 74 75 90 91 92 93 128 129



OLCUC ONLCR OCRNL ONOCR ONLRET CS7 CS8 PARENB PARODD TTY− OP− ISPEED TTY− OP− OSPEED



Purpose Convert lowercase to uppercase. Map NL (new line) to CR-NL (carriage return new line). Translate carriage return to newline (output). Translate newline to carriage return-newline (output). New line (NL) performs a carriage return (output). 7-bit character set mode. 8-bit character set mode. Parity enable. Odd parity (otherwise even parity). Specifies the terminal input baud rate in bits per second. Specifies the terminal output baud rate in bits per second.



Global requests Several kinds of requests affect the state of the remote end of the SSH connection globally — i.e., independently of specific channels. An example is a request to start TCP/IP forwarding for a specific TCP port number. Such global requests use the SSH MSG GLOBAL REQUEST message format.



Using the SSH (secure shell) protocol The SSH protocol was designed to be simple and flexible protocol for providing a secure means of remote computer operation. It allows parameter negotiation, but still minimises the number of request-reply ‘round trips’ required before ‘real data transfer’ can commence. Nonetheless, the ‘price’ of security is heavier traffic loading for the network and longer response times for the human user and computer application. The addition of the encryption process quite simply adds to the volume of data (i.e., the overhead) which must be carried. A typical remote shell or telnet command is increased from 33 bytes (using plain text TCP/IP) to 51 bytes (using SSH). Where the communication is carried across a slow speed line (e.g., one using PPP — point-to-point protocol11 ), this could cause up to 54% reduction in speed! On the other hand, in an ethernet environment (where the minimum frame size is anyway 46 bytes), the degradation in performance is only around 10%. And one final thought — how easy is it to ‘break’ the secure shell ? Well, encryption is generally based on the assumption that messages are long and complicated. The encrypted form of the message appears to be ‘gibberish’ and cannot be distinguished from other encrypted messages. Encrypted messages are therefore difficult to decode. On the other hand, when messages are relatively simple and short, and where there is a relatively restricted set of different messages in use (as maybe is the case with simple terminal operations), cracking an encryption code is somewhat easier. Just because a message is encrypted doesn’t mean it is safe! Imagine you know that there are only two messages ever sent — ‘YES’ and ‘NO’ — and that you know that ‘YES’ is more commonly used than ‘NO’. Listening to the relevant conversation you may note that only two different messages are ever sent ‘GIBBERISH1’ and ‘GIBBERISH2’ and that ‘GIBBERISH2’ is most common. Any guesses with which message ‘GIBBERISH2’ is related? (‘YES’ of course. Now you can understand the conversation — and 11



See Chapter 8.
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even join in if you want to!). This is the main reason why random padding is added to short messages before encryption is applied. It is important that the padding is random if the encrypted messages are not to be duplicated!



10.6 RTP/RTPC: real time signal carriage over IP networks In recent years it has become popular to use data networks, and IP (Internet protocol) data networks in particular for the transport of multimedia — including not only ‘classical’ data files but also real-time video and voice signals. Thus live videoconferencing or telephony can be carried by the Internet. There is excitement about the potential offered by voice-overIP (VOIP). For the end-to-end delivery of data with real-time characteristics (Figure 10.16), the realtime application transport protocol (RTP) was developed. It first appeared in 1996 and is defined in RFC 1889. Figure 10.16 illustrates two particular real-time applications which might run on an IP network. The first is a video-streaming application in which a PC-user is viewing a video or newsclip being downloaded from a video server. This might be a real ‘live’ application (such as a webcam — Worldwide Web camera) or it might involve viewing a film previously stored on the server. Alternatively, if the server is also a multipoint control unit (MCU), maybe the video user is taking part in a videoconference! The second application allows the PC user to make a ‘telephone call’ via his PC and the Internet. The telephone call is carried as VOIP (voice-over-IP) across the IP-network (or the Internet), via a gatekeeper to the public telephone network. A whole set of new protocols and signal encoding techniques have started to emerge for the carriage of real-time signals, the most important of which are those in ITU-T’s H.323 protocol suite. H.323 establishes a framework for carriage of video, voice (VOIP) and conferencing (audio and videoconferencing) via non-guaranteed links (such as that offered by the user datagram (UDP) and IP-based networks). The framework (Figure 10.17) includes call signalling



Figure 10.16 Real-time communications applications running via a data network.



RTP/RTPC: real time signal carriage over IP networks



445



Figure 10.17 ITU-T recommendation H.323: protocols for carriage of real-time voice and video via IP-networks.



and control channel mechanisms for establishing connections and efficient coding techniques for low bit rate audio and video signals. RTP (real-time application protocol) provides the transport protocol for the real-time data stream.



RTP (real-time application transport protocol) and RTCP: profiles and payload types The real-time application transport protocol (RTP) and the associated real-time application transport control protocol (RTCP) together create a transport layer for carriage of real-time signals across an IP-based network. The two protocols are both defined in RFC 1889. RTP is used for the carriage of the actual user data (equivalent to the data connection of FTP). RTP relies on the lower layer protocols, including the user datagram protocol (UDP) and IPv4 DiffServ or IPv6 for timely delivery of packets, QOS (quality of service) guarantees and the like. RTP makes use of the UDP multiplexing and checksum functions. RTCP, meanwhile, continuously monitors the actual QOS (quality of service) of the received signal and can be used to modify the transmission (for example, by reducing the bit rate used for a video signal). Various different payload formats (profiles) may be carried by RTP. Each individual payload format is separately defined in individual RFCs or ITU-T recommendations (Table 10.13). We shall not cover these in detail here, but instead shall cover the basic protocol format and protocol operations of RTP/RTCP.



RTP (real-time application transport protocol) and RTCP: packet formats and protocol operations RTP (real-time application transport protocol) packets comprise the fixed RTP header (Figure 10.18) and the RTP payload. RTCP (real-time application transport control protocol) packets comprise a fixed header part (Figure 10.18) followed by other structured elements dependent upon RTCP packet type.
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Payload type



0 2 3 4 8 9 12 15 18 26 31 34



Profile RTP profile for audio and video conferences with minimal control Audio digital telephony (North American µ-law PCM coding) Digital audio Mobile telephony (GSM — global system for mobilecommunication) Low bit rate telephone speech encoding Audio digital telephony (European A-law PCM encoding) 16 kHz audio Low speed digital telephony (CELP — code excited linear prediction) Low delay CELP audio — code excited linear prediction at 16 kbit/s CS-CELP audio (conjugate structure algebraic CELP) at 8 kbit/s JPEG (joint photographic experts group) video Video (signal encoding according to ITU-T Rec. H.261) Video (signal encoding according to ITU-T Rec. H.263) MPEG1/MPEG2 video (motion picture experts group)



Profile defined by RFC 1890 ITU-T Rec. G.711 ITU-T Rec. G.721 GSM 6.10 audio ITU-T Rec. G.723.1 ITU-T Rec. G.711 ITU-T Rec. G.722 ITU-T Rec. G.723 ITU-T Rec. G.728 ITU-T Rec. G.729 RFC 2435 RFC 2032 /H.261 RFC 2190 /H.263 RFC 2250



Figure 10.18 RTP and RTCP: fixed header field format.



The synchronisation source (SSRC) is the source of the stream of RTP packets. Packets must be synchronised for playback. This is done by means of the timestamp, which is usually coded using wallclock time (i.e., absolute time — represented by means of the timestamp format of the network time protocol (NTP) (a value representing the number of expired seconds since 1 January 1900).
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A contributing source (CSRC) is a second (i.e., not the primary source) of a real-time signal. Contributing sources take part in conferencing sessions between multiple users. In this case, the synchronisation source is the main conference controller unit. Contributing sources are added by means of an RTP mixer. An RTP monitor receives RTCP packets and is used to inform the source of the real-time data stream of the received signal quality. The RTCP packets are in the form of reports which indicate the received packet count, the number of lost packets, the signal jitter, delay and other quality measurement parameter values. Should the received signal quality of service (QOS) be too low, the signal source may choose to adapt the transmission (for example, by reducing the bit rate and/or switching to a profile with a lower bit rate signal encoding scheme).



RTP/RTCP packet format The individual protocol fields within the RTP/RTCP fixed header (Figure 10.18) are coded as follows: • V is a 2-bit version number version number. The current version (RFC 1889) is version 2. • P is the padding bit field. If the P bit is set (to value ‘1’) then the packet includes one or more padding octets at end of last 32-bit word of the payload. The padding octets are not part of the payload and should be removed by the RTP receiver before being passed to higher layer protocols. • X is the extension bit. If set, the header is followed by one header extension. • CC is the CSRC count (contributing source count). This value indicates the number of CSRC identifiers included in the header (and thus the number of additional participants in addition to the synchronisation source (SSRC) which are taking part in a conference session). • M is the marker bit. The M-bit is intended to be used to mark frame boundaries in packet stream and can be used like the restart marker in FTP (file transfer protocol). • The payload type (PT) identifies the RTP profile being used (see Table 10.13). • The sequence number is used to detect packet loss and restore packet sequence. The initial value is set to a randomly chosen number. This helps prevent ‘computer hacker’ attacks on encryption methodologies. • The timestamp reflects the sampling time instand of the first octet in the payload. This is used to reassemble and synchronise the real-time signal at the receiving end.



Functions of RTCP (real-time application transport control protocol) RTCP (real-time application transport control protocol) is used to control an RTP session. RTCP is used to establish the session and the addition or removal of members to or from a conference. There are five different RTCP packet types: • SR (sender report); • RR (receiver report); • SDES (source description items); • BYE (end of participation of a conference participant); and • APP (application specific functions).
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An RTCP report includes fields to indicate the total packet count (sent or received), the number of lost packets or measures of received signal quality — such as the jitter, delay, etc. An SDES packet always contains the CNAME field. This is a binding name for an RTP session which is independent of the source network address and is used to unambiguously define the session. The CNAME can take a number of forms to describe the source — for example, a web address name, an email address, a telephone number or a geographical location.



10.7 Applications, protocols and real networks The ability to send and receive files between remote computers across a data network heralded the era of ‘networked’ computing. Sharing of data and messaging began to get popular and electronic data interchange (EDI) was born. The first computer operating system to fully embrace the new era of networked computing was UNIX. The servers used in the early TCP/IP networks were nearly always UNIX servers. By means of a TCP/IP data network, users with UNIX workstations could now access different databases, file servers and applications spread across different UNIX servers (Figure 10.19). The potential of computing grew, as did the range of software applications and the demand for them. The UNIX operating system incorporated the TCP/IP protocol suite, and for application layer protocols such as FTP (file transfer protocol) even incorporated special command sets. Thus the familiar UNIX FTP-commands listed in Table 10.14 were born. Below we show an example of the UNIX prompts and commands that a UNIX computer user may be familiar with when setting up (i.e., opening) an FTP connection to a remote server called ‘aserver1’. The user logs in under the name ‘books 2’ using a password and then requests a listing of the server’s file directory. Maybe he/she gets a file from the server or sends (i.e., puts) a file onto it. After the file transfer, the user quits the session. The responses from the server are a mixture of UNIX messages and standard FTP replies (with their 3-digit reply numbers as we saw in Table 10.2). $ ftp -d ftp> open aserver1 Connected to aserver1. 220 aserver1 FTP server (Version 4.4 Tue Dec 20 1988) ready.



Figure 10.19 Networking UNIX workstations and servers in the early days of TCP/IP networks.
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Table 10.14 UNIX operating system: FTP commands Unix FTP command binary cd del dir get hash lcd open put pwd quit



Action undertaken Changes data transfer to the binary (octet) mode Change directory (on the remote server) Deletes the named file on the server Lists the server file directory Requests and receives a file from the remote server Confirms activity by displaying a ‘#’ character for each block of data transferred Changes directory at the local (client) end of the connection Opens an FTP session to a named remote server Sends a file from the local client to the server for storage Print the working directory of the remote server Close the FTP session



Name (aserver1:books2) :books2 331 Password required by books2. Password: ***** 230 User books2 logged in. ftp> dir . (...etc..etc...) . ftp> quit 221 Goodbye



The UNIX commands associated with FTP (file transfer protocol) at the user end are included in the ftp-command set. A similar command set for the server is included in ftpd (ftp daemon). The prompts are accordingly labelled ‘ftp’. The telnet and SMTP (simple mail transfer protocols) are included as similar command sets in UNIX. The telnet protocol is used by the UNIX telnet command set — which uses the ‘telnet’ prompt. SMTP, meanwhile, is used by a range of UNIX programmes, including /usr/lib/sendmail. We have now reached a level of understanding of data communications which spans the basic physical connections and electrical representation of signals right through to the integration of network protocols and controls in computer applications and operating systems! And since our objective is not to explain the computing operating systems and applications as well, we shall venture no further. There are plenty of books about UNIX! By the mid-1990s, the growing importance of data networking and the increasing reliance of companies upon electronic data interchange (EDI), along with the growing numbers of personal computers (PCs) led to the adoption of the TCP/IP protocol suite, including the telnet, FTP (file transfer protocol), SMTP (simple mail transfer protocol) and SNMP (simple network management protocol) by nearly all computer operating systems, though nowadays most users will be unfamiliar with the protocol and operating systems commands directly, as they tend to be ‘hidden’ by a software program with a graphical user interface. Nonetheless even today, PC users are still able to commence a telnet session directly by entering telnet on the command line (e.g., MS-DOS command line) or by calling a program such as ‘hyperterminal’ (e.g., held by Windows under ‘programs/accessories/hyperterminal’). The ability to ‘network’ computers led to the appearance of much more powerful computer programs, drawing on files and data input from a wide range of sources and almost in ‘real time’. Transactions previously undertaken with paper forms transmitted by post or fax and then input to computers by hand became fully automated. Networked computers were suddenly able accurately to track stock and resources through the entire supply and production chain — from
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receipt of raw materials to customer delivery, confirmation and payment. Individual computer systems which had previously each served separate functions — bookkeeping, personnel records, order-taking and stock control, etc. — could be coordinated to create a uniform consistent business management system. Networked applications were born (Figure 10.19). Peer-to-peer computing (e.g., IBM’s AS400-series of minicomputers, workstations, servers and client/server software architectures all appeared. But the biggest explosion in demand for networked computing — the Internet boom itself, was prompted by the development of the Worldwide Web (www) and Internet electronic mail (email). Given the importance of the protocols associated with the Worldwide Web (www) and email, we have dedicated a separate chapter to each of them — chapters 11 and 12.



10.8 Other network/application protocols of note There are many different application protocols, and we do not have the space to cover them all in this book. Many of the ‘proprietary’ manufacturer-specific networking protocol suites (e.g., Appletalk and Novell’s IPX — internetworking packet exchange) are being supplanted by the standard IP and web-based protocols. But this has not stopped computer and software manufacturers from attempting to develop and adapt their ‘proprietary’ application layer protocols to run over standard IP networks while simultaneously giving their computer products capabilities which other manufacturers are unable to match. In the long term such efforts are unlikely to succeed, but in the meanwhile, some software applications continue to require the use of ‘proprietary’ higher layer networking protocols such as those defined by: • Appletalk (the Apple computer company’s networking protocol suite), or • IPX (internetworking packet exchange — the Novell company’s networking protocol suite — part of the Novell NetWare product range), or • Microsoft networking (an integral part of the Windows operating system since Windows95 and WindowsNT), or • NFS (network file system) and NIS (network information service) — networking protocols developed by Sun Microsystems, or • SNA (systems network architecture — the IBM company’s networking protocol suite).



Microsoft Networking: Windows remote console server, SMB (server message block) and CIFS (common Internet file system) Windows remote console server is specially designed to allow terminal-driven applications on Windows NT machines to be operated from remote terminals in a LAN environment. If you like, it is the ‘Microsoft version of telnet’. It allows console-based applications to be executed and controlled on remote Windows NT or Windows 2000 host machines and supports multiply independent users sessions simultaneously. SMB (server message block) is a Microsoft networking protocol (initially designed by Microsoft, IBM and Intel) which allows PC-related machines to share files and printers and related information such as lists of available files and printers. Operating systems which support SMB in their ‘native versions’ include Windows NT, IBM OS/2 (operating system /2 for PCs), LINUX, Apple Macintosh, web browsers, etc. The latest and enhanced version of SMB is called the common Internet file system (CIFS). This was first published by Microsoft in 1996. SMB or CIFS are typically used for the following purposes:



Other network/application protocols of note



451



• integrating user’s Microsoft Windows or IBM OS/2-style desktop PCs as clients into enterprise computing environments comprising UNIX or other servers; • integrating Microsoft NT and Windows2000 servers into enterprise networks also comprising UNIX or VMS servers; or for • replacing ‘proprietary LAN operating system’ protocols like NFS (network file system), DECNET, Novell Netware, Banyan Vines, etc. Since interworking with Microsoft-based machines is unavoidable in the modern computing world, add-on packages which perform SMB functions are available for most computer operating systems. (UNIX, DOS etc.). Alternatives to SMB include ‘proprietary’ LAN network operating software such as Novell Netware, Sun Microsystems’ NFS (network file system), Appletalk, Banyan Vines, DECNET. Each of the different alternatives has its strengths and weaknesses, but none are both public specifications and widely available in desktop machines by default. A further alternative is samba.



Sun’s protocols for UNIX networking The networking suites for Sun Microsystems computers include the important NIS (network information service) and NFS (network file system). NIS is a method of centralising user configuration files in a distributed computing environment. NFS, meanwhile, is a distributed file system protocol (for file search, binding 12 and locking) which includes the well-known procedures: • RFS (remote file system); • RPC (remote procedure call); • XDR (external data representation); and • YP (yellow pages).



SAMBA Samba is an initiative (www.samba.org) and open source/free software suite that provides seamless file and print services to SMB/CIFS clients. The initiative was started by Andrew Tridgell with the intention to ‘open Windows to a wider world’. The samba software has been developed as a cooperative effort is freely available under a general public licence. It is claimed to be ‘a complete replacement for Windows NT, Warp, NFS or Netware servers.’ It provides a LAN-operating system capable of: • shared file and printing services to SMB clients (e.g., Windows users); • NetBIOS nameserver service (as defined by RFCs 1001 and 1002); • ftp-like SMB client services — enabling PC resources (files, disks and printers) to be accessed from UNIX, or subnetworks using ‘proprietary’ LAN operating systems such as Novell Netware. 12



See Chapter 13.
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Data networking and Internet applications



Figure 10.20 Data link switching (DLS or DLSw).



FTAM FTAM stands for file transfer, access and management. The FTAM protocol is roughly equivalent to FTP (file transfer protocol) and is used for accessing remote file servers; managing the file directory; creating, deleting and renaming files; as well as sending and receiving them. It was developed after FTP as a protocol fully compliant with the open systems interconnection (OSI) model and thus intended to be used with the standardardised OSI networking and transport layer protocols. Many users considered the FTAM and other OSI protocols to be rather cumbersome and in consequence FTP remains in widespread use in modern IP-based networks.



Data link switching (DLS or DLSw) Finally, Figure 10.20 illustrates data link switching (DLS or DLSw ). DLS is a method by which IBM computers may be networked using a TCP/IP-based router network while retaining the ‘proprietary’ IBM network protocols (SNA and token ring) for connection of the IBM computer devices. In effect, DLS is an encapsulation protocol. It takes the ‘proprietary’ SNA (systems network architecture) packets or token ring frames of IBM computer devices, packs these in an ‘IP envelope’ for carriage across an IP-based data network, before unpacking them at the remote end. DLS makes the TCP/IP network appear to the end computing devices to be a virtual’ token ring network — and thus part of a ‘proprietary’ IBM network architecture. DLS is defined in RFC 1795 and uses TCP ports 2065 and 2067. The use of DLS is only likely to be considered by enterprises with a large installed base of IBM computing equipment. DLS follows an IBM tradition of ‘SNA protocol encapsulation’ protocols. NPSI (network control point packet switching interface), for example, was the IBM protocol for SNA encapsulation over X.25 networks.



11 The Worldwide Web (www) The Worldwide Web (www) is a huge ‘shared library’ of information, stored on many millions of different computers around the world and readily accessible from anywhere else in the world via the Internet. It came about through the initiative of the academic community, and their desire to develop the Internet as a means of ‘sharing information’. But while basic ‘sharing of information’ was possible by means of file transfer across the Internet as early as 1980, the Worldwide Web (www) did not appear until the early 1990s. And not until the Worldwide Web appear did the demand for the Internet explode. So what, exactly, is special about the Worldwide Web? The answer is: a combination of four different technologies which enable easy searching for and browsing of information on remote computers. The four technologies which emerged by 1990 to create the Worldwide Web are: the domain name system (DNS), the hypertext transfer protocol (http), the hypertext markup language (html) and the web browser. The domain name system (DNS) allows the use of ‘human-friendly’ Worldwide Web addresses in the form www.company.com rather than having to remember long numerical Internet addresses. The hypertext transfer protocol (http) arranges for the rapid transfer of files from remote computers by means of hyperlinks. The hypertext markup language (html), meanwhile, allows these hyperlinks to be written into familiar text-like documents, so that documents, images, calculation routines and other files can be easily linked with one another. The web browser allows the human user to view web ‘documents’ (actually these documents may be collections of different files from different sources). In this chapter we describe in detail each of the four technologies in turn. Afterwards we also illustrate how the use of web technology has revolutionised the design of modern ‘distributed computing’ applications.



11.1 The emergence of the Worldwide Web (www) The Worldwide Web (www) emerged in the early 1990s and has rapidly become the world’s most powerful resource for sharing information. It has revolutionised business — making possible things that were previously inconceivable — online shopping, online banking, online television, online auctions, the ability to ‘search’ for a given product, supplier or keyword, the ability to look up detailed product specifications and handbooks online etc. Over and above the basic data communications transport capabilities of the Internet, four technologies emerged by the early 1990s to create the Worldwide Web. These are:
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Figure 11.1



The Worldwide Web (www): a combination of DNS, http, html and web-browser.



• the domain name system (DNS) — which allows Worldwide Web (www) addresses to be presented in the ‘human-friendly’ form www.company.com rather than as the string of numbers and ‘dots’ which make up an Internet address (e.g., 37.168.153.1); • the hypertext transfer protocol (http) — which allows computer documents and files on different servers to be linked with one another by means of hyperlinks; • the hypertext markup language (html) — which allows hyperlinks to be ‘written into’ document-like computer text files intended to be viewed by humans; and • the web browser — which allows complex html-based web ‘documents’ to be viewed as web pages, even though the individual blocks of text and images which appear on the web page have been drawn by means of hyperlinks from different computers spread across the world. Figure 11.1 illustrates crudely how the four different components combine to give the web user’s familiar view of a web page. The document itself is actually written in a text/html format file. Hyperlinks (using http — hypertext transfer protocol and DNS-format web addresses) provide links to the remote computers where the individual pictures and text files are stored. Only when viewed through the web browser (such as Netscape Navigator or Microsoft Internet Explorer) does the document appear in the web page format which humans are familiar with (which appears in the lower left-hand corner of Figure 11.1). We discuss each of the four technologies in turn.



11.2 Domain name system (DNS) The first ‘foundation stone’ for the Worldwide Web (www) was laid in the early 1980s, by the development and specification of the domain name system (DNS) (RFC 819: August 1982 and
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RFCs 882 and 3: November 1983). The current version is based upon RFCs 1034, 1035 and 1591 (1994). Prior to the domain name system, it was already common under the UNIX operating system to create name bindings. In effect, a binding is a line in a computer operating system configuration file which relates a computer resource (known to the human computer user by a name) to the network location of that resource (a numerical address which computer programmes use to access that resource). Thus a binding might reveal that the UNIX server known to human users as ‘server 1’ to be at the Internet address 37.168.153.1. Such binding information is held in a UNIX operating configuration file (specifically that file usually called /etc/hosts). In effect a binding says ‘if I use this name, I mean the computer resource found at this network location/number’. Bindings are similar in function to logical addresses in networking. Bindings allow software to be written using a ‘human-friendly’ naming convention (which makes for easy remembering and reduced likelihood of mis-typing). In addition, the computer hardware accessed for a given function can be changed simply by altering the binding in the configuration file (rather than having to change all the different programmes which use the resource). Since UNIX was the prevalent operating system among the ARPANET community which developed the Internet, it was natural to extend the idea of the UNIX hosts table to enable any UNIX server in the ARPANET to be able to locate all the other servers (or hosts). Thus was born the NIC/DOD (network information centre/Department of Defense) host table (called HOSTS.TXT).1 By caching the NIC/DOD host table (i.e., copying it using the file transfer protocol) into the local hosts table, each UNIX host in the early Internet/ARPANET could be sure of locating any other host connected to the network by means of a ‘lookup’ in its local hosts table. Initially, all the hosts in the ARPANET were administered from the network information centre (NIC) and the host table update procedure ran relatively smoothly. However, as the size of the network grew and the number of hosts connected to the network began to multiply, the NIC hosts table became impractical — both to administer and to copy to all the hosts. As a replacement for the NIC hosts table, the domain name system (DNS), a decentralised directory service was developed. The domain name system (DNS) is primarily used to map a server’s hostname onto the IP (Internet protocol) network address required to locate the server and communicate with it. Thus, by means of an enquiry to a relevant domain name server, it might be possible to resolve the web address www.company.com to the Internet address (e.g., 37.168.153.1) of the related server. Using the IP address, the server can be contacted using any of the normal IP-suite protocols. Initially, the main protocols employed for communication following a DNS query were telnet, FTP (file transfer protocol) or SMTP (simple mail transfer protocol). As a result, the popularity of Internet email grew rapidly during the 1980s and 1990s, so that most people are nowadays familiar with email addresses of the form: [email protected]



The domain name system (DNS) is critical to resolving the latter half of such an email address (the part after the @-sign — in this example: ‘company.com’) into the Internet address of the relevant destination mail server. While the primary use of the domain name system (DNS) is to resolve server and email names to the Internet addresses of website and email servers, this is not its only use. In fact, DNS provides a powerful directory service, linking the server name not only to the 1 Actually the first DNS implementation was incorporated in an operating system called TOPS10. TOPS10 was the first operating system to have the hosts.txt file.
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Internet address, but also to a wide range of other possible resource records which reveal other characteristics of the server and related services.2



The root domain and the hierarchical relationship between all domains The domain name system (DNS) stores the address database associated with the Worldwide Web (www) and the Internet electronic mail service. The namespace administered by means of the domain name system (DNS) is segregated into a hierarchical structure of domains. A domain is a network of computing devices administered, owned and/or run by a single organisation. Each domain is characterized by its own domain-name, and may be sub-divided into further sub-domains. As an example, Figure 11.2 illustrates a computer network which has been sub-divided into four different domains. Because there are now many millions of networks and hosts (i.e., domains) connected to the Internet, there is also a huge number of domain names which have been allocated to identify each of them. It would not be feasible to consider a single directory server to store all the domain name information in one place. The domain name system (DNS) is thus designed to hold the database in a distributed manner. The domain name system (DNS) assumes that all devices connected to the Internet form a single domain — called the root domain. As shown in Figure 11.3, the root domain is subdivided into a number of different top-level domains (TLDs). Perhaps the best known of the top-level domains are the .com and .org domains. Other well-known top-level domains are the country code top-level domains (ccTLDs), which are based on the ISO 3166-1 two-letter country codes.3 Each domain is administered by a single organisation (the domain authority). Thus the root domain is administered by IANA (Internet Assigned Numbers Authority — www.iana.org). To be allocated a name within a given domain namespace requires an application to the domain authority. Table 11.1 lists the already allocated top-level domains which together comprise the root domain, listing the usage allowed for each and the name allocation authority for each. Thus, for the allocation of a .com (dot-com) or .org (dot-org) domain name, you



Figure 11.2



The sub-division of a large network into domains.



2 The NICNAME/WHOIS service (defined in RFC 812) is a powerful directory service based on lookingup information in the extensive database of the domain name system (DNS). NICNAME/WHOIS allows a wide-range of different queries to be made. 3 See Appendix 3.
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The root domain and the top-level domains (TLDs).



Table 11.1 Internet top-level domains (TLDs) Domain



Domain usage



.aero



aeronautical and air-transport industry



.arpa



.museum



address and routing parameter area restricted to businesses commercial organisations reserved for cooperative associations reserved for higher educational institutions reserved for government use (the top-level domain is the US government) information domains used only for international organisations established by international government treaties reserved exclusively for the US military reserved for museums



.name .net .org



reserved for individuals network organisations Organisations



.biz .com .coop .edu .gov



.info .int



.mil



Domain operator/authority Soci´et´e Internationale de T´el´ecommunications A´eronautiques (SITA) IANA / Internet Architecture Board NeuLevel, Inc VeriSign Global Registry Services Dot Cooperation LLC Educause United States General Services Administration Afilias Limited IANA .int Domain Registry



United States Department of Defense Network Information Center Museum Domain Management Association Global name registry VeriSign Global Registry Services VeriSign Global Registry Services
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need to apply to VeriSign Global Registry Services or one of its authorised partners. The form of the domain name allocated to you will be correspondingly in the form of either company.com or company.org. You can then subdivide this (your) domain by adding further sub-domains in a hierarchical fashion (by prefixing further sub-domain-names and ‘dots’; e.g.: sales.company.com, marketing.company.com and ops.company.com). The country code top-level domains (ccTLDs) are generally administered and operated by national Internet domain registry authorities. Some of these country level domains are subdivided along similar lines to the .com/.org/.edu/.gov structure of the root domain. Thus the .au (Australia) domain is subdivided into separate domains: .com.au, .edu.au, .gov.au, .org.au etc. Meanwhile, other country domain operators [including those responsible for the .il (Israel), .jp (japan) and .uk (United Kingdom) domains] have elected for two-letter sub-domain names thus: • co (commercial), e.g., company.co.uk • ac (academic). e.g., ox.ac.uk There are no hard and fast rules other than the naming convention for sub-domain names: which are created by prefixing the parent domain name with the sub-domain name and a further ‘dot’.



Resolution of names using the domain name system (DNS) The domain name system (DNS) specifications (RFCs 1034, 1035 and 1591) define the hierarchical structure of the namespace as well as the query protocol (DNS protocol ) which can be used to resolve (i.e., look up) unknown names. The name space defined by DNS is used by a number of different application protocols within the IP-protocol family. Its best known use is for Internet email and www (Worldwide Web) — but, as we encountered in Chapter 10, for example, it also provides the basis for name bindings in the real-time application transport protocol (RTP). The assumption which underpins the hierarchical and distributed structure in which data making up the DNS directory is stored, is that the data changes only very slowly. This means that the database is relatively stable over a long period of time and is not over-worked with update routines. In addition, copies of parts of the database remain valid for relatively long periods of time. The stability of the database is important to the correct functioning of the application protocols which rely on DNS. Users (either human users or software programs) who need to ‘look up an address’ in the DNS (domain name system) do so by making a query to a domain name server (in effect the query poses the question ‘what is the IP network address for the server with the domain name sales.company.com? (see Figure 11.4)). In response to the query, the server returns a copy of the relevant resource records in the directory database using a file transfer protocol. The response allows the user subsequently to set up an IP (Internet protocol) communications path to the relevant (and now known) IP network address associated with the domain name. From this point on, communication continues between the two end-points using other standard application protocols (e.g., telnet, FTP, SMTP, RTP, www, etc.) without requiring further use of DNS. Using the DNS protocol is like calling the human telephone network operator for directory assistance service prior to making your call (Figure 11.4)! DNS queries work basically in the manner illustrated in Figure 11.4, though in reality things are a little more complex. First of all, there is not one DNS name server, but instead a large number of name servers — at least one for each domain. Thankfully, all the name servers are linked according to a tree structure, and queries about unknown domain names can be channelled from the top (or root) of the tree downwards as appropriate. Let us consider
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Figure 11.4 The domain name system (DNS) provides a directory look-up service.



a query to resolve the domain name sales.company.com. A first query could be made to the root name server to locate the .com name server. A subsequent query to the .com name server will help us to locate the company.com name server. A third DNS query to the company.com name server may provide us with the resource record (address information) we require about the sales.company.com domain. If not, we might have to make a further enquiry to a specific sales.company.com name server. By storing the DNS resource records (DNS− RR) provided by the DNS name server, the user PC of Figure 11.4 is able to avoid the need for subsequent DNS queries regarding the server sales.company.com. Such storage is called caching. There are two main benefits of caching: • the user PC is able to set up communication to the destination more quickly on subsequent occasions, since it does not first have to undertake a DNS query. In addition; • the processing load on the DNS name server and the traffic load on the network are both kept to a minimum. But cached information cannot be assumed to remain valid for ever. Occasionally the cached information needs to be refreshed by means of a repeat DNS query.



The basic components of the domain name system (DNS) There are three basic components of the domain name system (DNS). These are: • the domain name space as recorded in DNS resource records (DNS− RR); • DNS name servers; and • DNS resolvers.
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The domain name space defines a hierarchical (tree-structured) naming scheme for all hosts and subnetworks within a given domain. Nodes and leaves of the domain space tree correspond to the information (called resource records) pertaining to a given host or subnetwork. Queries to DNS name servers (which store the route records) indicate the domain name of interest and the type of resource information which is required. The most common usage of the DNS is to identify hosts and servers; queries for address resources return Internet host addresses. Name servers (domain name servers — DNS) are server programs and data bases which store information about the domain tree structure. The name server is the authority for the given part of a name space, which may be subdivided into zones. The name server stores copies of the resource record files for the zones for which it is the authority. Resolvers are programs that run on user machines. They extract, use and cache information from name servers in response to DNS client requests (called queries). A resolver is typically a system routine within the client operating system or software which is directly accessible to other client user application programs. Web browser software usually includes the resolver functionality, for example. Computer application software being used by the human computer user accesses the DNS (domain name system) through an operating system call to the local resolver. To the resolver, the complete DNS appears to be a large and unknown number of name servers, each of which contains only part of the ‘DNS directory database’. As we discussed in conjunction with Figure 11.4, the resolver may need to make a number of queries to different DNS name servers and receive various referrals in order to resolve a particular address. Subsequently it will cache (i.e., store) the information which it learns. The DNS specification defines: • a standard format for domain name space data; • a standard method for querying the domain name server database; and • standard methods for refreshing local data from foreign name servers. Human system administrators are responsible for: • defining domain boundaries; • maintaining and updating master data files relating to the relevant domain; and • defining and administering the refresh policies relevant to data cached from the domain name server.



The domain name space tree and DNS resource records (DNS RR) The top level of the domain name space tree is illustrated in Figure 11.3. All nodes (i.e., ‘branches’) of the domain name space tree have a label (i.e., a name of length 0–63 octets). The null label is reserved for the root domain. Names are coded in case-insensitive ASCII. But, when cached or stored, names should store the case of letters in the name (this is intended to allow the introduction of case-sensitive spellings in later developments of the DNS). Labels are written in order and separated by ‘dots’. Thus the example domain name of Figure 11.4 sales.company.com is correctly referred to as ‘sales-dot-company-dot-com’. The total number of octets that may be used to represent a domain name is limited to 255. Internet mail addresses can be converted into domain names (for the purpose of a DNS query) by removing the @ symbol and replacing with a ‘dot’.
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Table 11.2 Domain name system resource record (DNS RR) parameters Resource record feature Class



Owner



RDATA TTL



Type



Description A 16-bit value which identifies the protocol family for which the resource record is relevant: • IN Internet system protocols • CH the Chaos system This is the domain name corresponding to the resource record (this field is often omitted, in which case the owner name is said to be implicit — i.e., the same as the domain name server name. The main data comprising the resource record. This depends upon the type of the resource record, as explained under ‘type’ below. A 32-bit field representing the remaining lifetime in seconds (the time-to-live) of the resource record. TTL is primarily used by resolvers which cache resource records. A 16-bit value that specifies the type of the resource. Main types are: •A an IPv4 host address (RDATA field contains a 32-bit IPv4 address) • CNAME canonical name of an alias (RDATA field contains a domain name) • HINFO host information — the CPU and OS used by the host • MX mail exchange server used for the domain (RDATA field contains a 16-bit preference value (the lower the better) and a host name of a mail exchange server for the domain • NS the authoritative name server for the domain (RDATA field contains a host name) • PTR a pointer to another part of the domain name space (RDATA field contains a host name) • SOA identifies the start of a zone of authority



Note: A full-listing of up-to-date DNS parameters may be found at www.iana.org/assignments/dns-parameters



A domain name identifies a node of the domain name space tree. In practice, each node is a computer host or server in the data network (e.g., sales.company.com). Each node is associated with a set of resource information, which is stored on the relevant domain name server (although this information may be ‘empty’). When present, the resource information (e.g., an Internet host address, etc.) is composed as a series of resource records. The resource records are formatted according to a standard format according to Table 11.2. The order of the parameters within the individual records and the order of the records themselves is not significant. The canonical name (CNAME) is the primary name of a given domain or device, but in addition, the device may have a number of aliases (i.e., duplicate domain names). In other words it might respond to a number of different domain names (aliases).



DNS queries and responses DNS queries and responses are carried out using a standard message format (DNS protocol ) as illustrated in Figure 11.5 and detailed in Table 11.3. The protocol is carried on TCP/UDP port 53. DNS queries and responses comprise four sections: question, answer, authority and additional information. The content of the different types of messages varies (according to the header opcode) but the basic message format (Figure 11.5) is always the same. The question field comprises the three sub-fields QNAME, QCLASS and QTYPE. The QNAME identifies the domain name (e.g., sales.company.com) of the device which is the
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Figure 11.5 Format of DNS queries and responses. Table 11.3 Opcode value (4 bits) 0



Meaning



Standard DNS query QUERY



1



Inverse query (optional) IQUERY



2



Status query (optional) STATUS



(3)



Completion (obsolete)



3 4 5 6-15



Domain name system: protocol header opcode (4-bit field)



(reserved) Notify NOTIFY Update UPDATE Unassigned values



Purpose of message



Requests resource records relevant to the requested domain name (as defined in RFC 1035) Maps a particular resource to domain names that have that resource (as defined in RFC 1035) Delivers information about the status of a domain name or resource record (as defined in RFC 1035) Completion services (now obsolete) as defined in RFCs 882 and 883 — Notification services as defined in RFC 1996 Update services as defined in RFC 2136



Sub-fields



Sub-field meaning



QNAME



Target domain name



QTYPE



Query type



QCLASS —



Query class —



—



—



—



—



— —



— —



—



—



—



—



focus of the query. The QTYPE field allows resource records (RRs) of only a given type to be requested, e.g., MAILB requests that only mailbox-related RRs be delivered (for example, the name and address of the Internet mail postmaster serving a given mail domain), ‘∗ ’ meanwhile requests the delivery of all available RRs. QCLASS requests the delivery of only those RRs which are relevant to the RR class requested.
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The principal activity of name servers is to answer standard queries. The manner in which they respond to queries depends upon whether they have been programmed to operate in the recursive or in the non-recursive mode. A server operating in the non-recursive mode which is unable to answer a particular query from its own ‘local’ database will answer with a referral to a server ‘closer’ to the answer. A recursive server, on the other hand, will itself refer to other databases if necessary and will never reply with a referral. If the query cannot be answered, an error message is returned.



Serving the DNS client: the operation of the DNS resolver The DNS resolver acts on behalf of the DNS client to resolve a given domain name into an address or other resource record (RR) information (as detailed under the ‘type’ field of Table 11.2 — e.g., MX: mailbox exchange server, etc.). The DNS client is typically a computer program serving a human computer user. The DNS client might thus be a web-browser software attempting to look up a ‘web-address’ (e.g., www.company.com) or an electronic mail software looking up the address of a destination mail server). The DNS resolver is also a computer software usually resident on the same computer as the DNS client. Indeed both DNS client and DNS resolver software modules are included in a standard web browser software. The DNS resolver conducts the DNS query process and caches the resource records which it receives as responses from the queried DNS name servers. Table 11.4 lists the data structures maintained by the DNS resolver during its processing of the enquiry on behalf of the DNS client. The values held in these data structures represent the ‘current status’ of the enquiry. The following steps are normally undertaken by the DNS resolver in answering the DNS client’s query: 1) First, the resolver checks its ‘local data’ (in the case that the DNS resolver is also the local DNS name server — the ‘local data’ is the sum of the cached data received as a result of previous queries and any authoritative zone data). 2) Using its ‘local data’, the resolver determines the best DNS name server to query. 3) The resolver submits DNS queries to one or more servers until a response is received. 4) The resolver analyses the response: (a)



in the case of an answer or name error, the response is cached and also forwarded to the DNS client; Table 11.4 State of the DNS resolver



Resolver



Description



SNAME STYPE SCLASS SLIST



The domain name about which information is sought The QTYPE of the search request The QCLASS of the search request A list of name servers and the zone which the resolver is currently querying. The ‘best guess’ of the name server holding the relevant information based upon information already collected ‘Safety belt’ in the same form as SLIST which is initialised by a configuration file A store of information collected from previous responses and not yet expired as a result of TTL (time-to-live) deletion
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(b)



in the case of a referral, the response is cached (in SLIST) and the resolver returns to step (3) above, submitting a new request to the ‘referred’ name server;



(c)



in the case that the response provides a CNAME which is not the answer, the DNS resolver must change the SNAME to the CNAME and return to step (1). In this case, the original domain name sought may have been an alias (i.e., duplicate, but not primary name of the target resource);



(d)



in the case of a server failure or incomprehensible reply, the DNS resolver deletes the server from the SLIST and returns to point (3), querying other servers (if available).



The final answer supplied by the DNS resolver to the DNS client will be a copy of the relevant DNS resource records. In the example below, the response indicates that the mail exchange server for sales.company.com is the server mail.company.com and provides the IPv4- Internet address of this server: sales.company.com mail.company.com



MX A



10 mail.company.com 37.168.153.3



11.3 Internet cache protocol (ICP) Before we leave the subject of locating resources, files and other objects from the Internet, we should also cover the Internet cache protocol (ICP) as defined in RFCs 2186 and 2187. We have seen how, by caching the IP address associated with a given resource or object, we are able to avoid the need for DNS queries and responses when a subsequent request is made for the same resource. But not only the address of the resource can be cached: a local copy of the resource itself could also be cached. This might significantly reduce the load on the wide area network, particularly if a large number of users in a particular location (e.g., a company headquarters) make use of the same resource. We need not restrict ourselves only to using our own cache, we could also make use of our neighbour’s cache too. In this way we might be able to reduce further the traffic on the long distance part of the network. For this purpose the Internet cache protocol (ICP) was developed. ICP (Internet cache protocol) allows the use of multiple caches, by establishing a hierarchical relationship structure with neighbour caches. ICP is a lightweight message protocol used between neighbour peer caches to determine the nearest source or copy of a given resource of object within a nearby cache. ICP queries and replies are exchanged in a lightweight and fast manner to gather information which will help determine which is the best location (e.g., source location or cache) from which to retrieve a given file (or other object). Queries which find a given object in a local cache are said to hit, while a miss indicates that the source object is not cached.



11.4 WINS; Windows2000 ADS; Novell NDS WINS (Windows Internet name service) is a name resolution service somewhat similar to DNS which resolves Windows computer names to IP addresses. The WINS server is typically a WindowsNT server within the local area network (LAN). The Windows2000 active directory service (ADS) extends WINS to provide a comprehensive directory of other LAN users and of files and other resources available within the Windows 2000 network domain. The Novell directory service (NDS) is intended to be used within Novell Netware-based corporate local area networks to provide access to common files and other resources. Meanwhile NIS (network information service) is the SUN Microsystems version used in many UNIX networks.
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Though proprietary directory service mechanisms (such as WINS/ADS, NDS or NIS) may be used in some types of ‘private’ networks (based on ‘Microsoft networking’, Novell Netware or SUN/UNIX), these directory services cannot be used as ‘substitutes’ for the DNS (domain name system), when the domain is connected to the Internet.



11.5 Hypertext transfer protocol (http) The HyperText Transfer Protocol (http) is an application layer protocol allowing ‘collaborative information systems’ to be built based upon distributed storage of information. In simple terms, the hypertext transfer protocol allows ‘documents’ to be created from multiple different text and image files, where each of these files may be stored on a different computer. A hyperlink is a kind of ‘pointer’ used to mark the position in the ‘document’ where a given text, image or other file should appear and to ‘point at’ the location where the relevant file is stored). Often the hyperlink appears in text as a domain name address, prefixed by http://www, thus: http://www.sales.company.com



HTTP is nowadays so widely used that word processing software like Microsoft Word automatically assumes you intend to insert a hyperlink into a document whenever you type a character string in this familiar format. Microsoft Word automatically underlines the hyperlink, shades the text blue and underlines it. Subsequently, if you click anywhere on the hyperlink, your computer immediately tries to access the corresponding website. HTTP is the protocol which retrieves the file indicated by the hyperlink. The current version of http is version 1.1 (HTTP/1.1). It is defined in RFC 2616 (issued in June 1999). The hypertext transfer protocol (http) allows for: • raw data (i.e., text) transfer based on a ‘pointer’ (and thus for data retrieval, search capabilities or annotation of scientific papers with bibliographical references to other documents or reports); • hyperlinking data in a MIME (multipurpose Internet mail extension)-like message format (the MIME format is used by Internet mail to code the attachments to mail messages4 ). The hypertext transfer protocol (http) is used between an http client (also called the user agent — UA) and the http origin server (0) (Figure 11.6). The hyperlink exists to ‘connect’ a ‘pointer’ resident in the client with the actual data file held at the origin server. The hyperlinked file is retrieved using a series of http requests and responses.



Figure 11.6 Hypertext transfer protocol (http): request and response chains. 4



See Chapter 13.
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HTTP user agent, origin server and http intermediaries HTTP requests are generated by the client (user agent) and passed up the request chain (see Figure 11.6) to the origin server (O). The http response is returned by means of the response chain. Both requests and responses are normally carried by means of TCP port 80. The http intermediaries illustrated in Figure 11.6 may be http proxies or caches. Such devices are not always present, but are sometimes used either to increase the security of access to a given http server (use of a proxy) or to improve the speed of response to an http request (use of a cache). When present (e.g., in a firewall5 ), an http proxy is usually located near the origin server. The proxy vets the incoming http requests to the server and decides which ones will be allowed. Only those allowed are forwarded to the origin server for a response. Unallowed requests are answered with an error by the proxy server. An http proxy is a type of http forwarding agent, which might rewrite part or all of the http message. A cache server is usually provided near, and for the benefit of, the user agent. The cache server stores all the http responses received in the response chain, thereby enabling it to respond to subsequent requests for the same file without requiring a repeat request to the origin server. Caching removes the need to send some requests across the network, thereby reducing network load and improving the response time preceived by the customer. Because cached data must be kept ‘fresh’ enough to be reliable, a time to live (TTL) parameter is used, after the expiry of which the cached copy is deleted and a new copy retrieved from the server on the occasion of the next client request. Other http intermediaries include gateways and tunnels. A gateway may be used when the origin server does not directly support http. In this case, the gateway performs an application protocol conversion from http to the native protocol of the origin server. A tunnel is a relay mechanism intended to improve the security of http transport. We shall encountering tunnelling in more detail in Chapter 13.



HTTP requests and responses HTTP requests (generated by the http client or user agent — UA) include the following information: • a request method (i.e., a command like PUT, GET, DELETE, etc.); • a universal resource identifier (URI) (also called a universal document identifier) A URI is equivalent to the combination of a universal resource locator (URL) and a universal resource name (URN). This is the file locator or ‘pointer’ which indicates where http can locate the requested file. • the http protocol version; • information about the client making the request; and • additional information forming part of the request (if required). The first three elements listed above together form the http Request-Line. An example RequestLine might be: GET http://www.company.com/sales/orders.html HTTP/1.1



The http server (the origin server) responds to an http request with an http response including: 5



See Chapter 13.
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• a response Status-Line (which comprises the http protocol version number and a success or error code); • a datafile formatted in one of the standard MIME-formats containing information provided by the server in response to the request; and/or • other response information.



HTTP protocol coding The commands of the hypertext transfer protocol (http) have the appearance of a ‘classical computer programming language’, typically comprising a command or keyword, followed by colon and a list of parameter values (called arguments), and concluded at the end-of-line (EOL) by the CRLF (carriage return, line feed sequence ASCII 13, 10). The http generic message format is defined by RFC 822 and RFC 2616. Request and response messages consist of: • a start line (comprising either a Request-Line (http request) or a Status-Line (http response), • zero or more header fields; • an empty line (i.e., two consecutive CRLF (carriage return line feed) sequences) to indicate the end of the header); and • a message or entity-body (if appropriate). This is typically an attached file coded in one of the MIME (multipurpose Internet mail extension)6 formats conceived for Internet mail attachments. The type of file attached is indicated in the entity header. Header fields include the general header, together with the request header, the response header and/or the entity header (Figure 11.7). Header fields comprise a field-name (as detailed in Table 11.5) followed by a colon ‘:’, then one or more ‘spaces’ followed by the field-value and any other relevant field-content. If necessary, header lines can be extended over multiple horizontal lines by preceding the line with a space or a HT (horizontal tab) character.



Figure 11.7 6



See Chapter 12, Table 12.2.



General format of hypertext transfer protocol (http) messages.
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Table 11.5 Hypertext transfer protocol (http): header field names listed in order of appearance in http messages Header field type Request-Line



Field-type or field name Method [field type]



Request-URI



Status-Line (i.e., response)



HTTP-version CRLF HTTP-Version Status-Code



Reason-Phrase



General-header



CRLF Cache-Control



Connection



Purpose OPTIONS [field name] (requests information about the options available on the request/response chain). GET [field name] (retrieves information in the form of an entity). HEAD [field name] (identical to GET except the server must not return a message body in the response). POST [field name] (requests the server to make the request entity a new subordinate of the request-URI). PUT [field name] (requests that the server store the request entity under the request-URI). DELETE [field name] (requests the server to delete the resource identified in the resource-URI). TRACE [field name] (this request causes an application layer loopback of the request message for purpose of testing). CONNECT [field name] (this request instructs a proxy to switch to become a tunnel (e.g., SSL — secure sockets layer tunnelling). Extension-method Absolute URI (universal resource identifier expressed relative to the root domain). abs− path (absolute path) Authority e.g., HTTP/1.1 This indicates the end of the Request-Line. e.g., HTTP/1.1 1xx: informational — the request was received — process is continuing. 2xx: success — the request was received and accepted. 3xx: redirection — the request needs to be referred to a different server. 4xx: client error — the message syntax is wrong or cannot be undertaken. 5xx: server error — the server could not complete the valid request. An additional text message for the user to explain the Status-Code (if provided in the response). This indicates the end of the Status-Line. These are explicit commands issued to a cache server (e.g., ‘no-cache’ ‘no-store’ ‘no-transform’ ‘max-age’ allowed, etc.) Allows the sender to specify options for the connection. These should not be forwarded by proxies.
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Table 11.5 (continued ) Header field type



Field-type or field name Date Pragma



Trailer



Transfer-Encoding



Upgrade



Via



Warning



Request-header



Accept Accept-Charset Accept-Encoding Accept Language Authorisation Expect From



Host



If-Match



If-Modified-Since



Purpose This field indicates the date and time at which the message originated. This field includes directives for controlling the action of recipients in the response chain. This field indicates that the given set of header fields is included in the message trailer and encoded with chunked transfer coding. This field indicates that the message body has been subjected to a transformation (typically encryption) to safeguard privacy during communication. This field indicates which additional HTTP protocols the client supports and would like to use if possible by ‘switching protocols’. This field is used by proxies and gateways to indicate to the client the intermediate protocols and intermediaries between the server and the client on a response. If a cache returns a message which is no longer ‘fresh enough’ or is not a first-hand copy, it must include a warning to this effect. Specifies which media types are acceptable in the response to the client. Specifies the character set which is acceptable in the response to the client. Specifies the data encoding scheme which is acceptable in the response to the client. Specifies the (human) language which is acceptable in the response to the client. This field is used by the client when necessary to identify itself to the server. This field indicates the server behaviour required by the client. If used, this field contains an Internet email address of the human user who generated the request. This field indicates the host Internet address and port number of the resource being requested. This field makes a request into a conditional request based upon a match of the entity tag (ETag). This field makes a request into a conditional request, which will generate a response only if the resource requested has been updated or modified since the specified data and time. (continued overleaf )
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Table 11.5 (continued ) Header field type



Field-type or field name If-None-Match



If-Range



If-Unmodified-Since



Max-Forwards



Proxy-Authorisation



Range Referrer



TE



User-Agent



Response-header



Accept-Ranges Age



Etag



Location



Proxy-Authenticate



Retry-After



Purpose This field makes a request into a conditional request. By means of such a request the client can verify that none of the entities previously received (as identified by their ETags) are current. In the case that the client has a partial copy of a particular resource, it can update that partial copy with a conditional request of this type. This conditional request should only be undertaken by the server if the resource has not been modified since the specified date and time. This field is used in conjunction with TRACE requests and OPTIONS to limit the number of proxies and gateways allowed to forward the request. This field includes information by which the client or user can identify itself to the proxy in the request and response chain. This field specifies the byte offset range of a request for a partial response. This field allows the client to indicate to the server, the address (i.e., URI) of a previous resources from which the Request-URI was obtained. This transfer extension coding indicates which extension transfer codings the client is willing to accept. This field includes information about the user agent generating the request. It is used for statistical purposes and tracing. This field indicates the Methods supported by the resource. This field indicates the sender’s estimate of the elapsed time since the response was generated by the origin server. The current value of the entity tag. The entity tag is used to compare with other entities provided by the same resource. This field identifies a referral location (Request-URI) which should be requested to complete the transaction. This response-header field must be included to achieve a successful subsequent request, after the initial request was refused because of the need for the client to authenticate itself to an intermediate proxy. This field is used in conjunction with the 503 response to indicate the expected duration of service unavailability.
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Table 11.5 (continued ) Header field type



Field-type or field name Server



Vary



WWW− Authenticate



Entity-header



Allow Content-Encoding Content-Language Content-Length Content-Location Content-MD5



Content-Range



Content-Type Expires



Last-Modified



Extension-header Entity-body



Purpose This field includes information about the server software allowing the origin server to handle the request. This field indicates the request header fields which are to be used by a cache to determine whether the response is still ‘fresh’. This field must be included in responses with the 401 (unauthorised) response. It comprises at least one authentication ‘challenge’ to be replied to in order to identify the client to the server. This field lists the Methods supported by the resource. This field indicates the encoding Method applied to the entity- body. This field indicates the (human) language of the entity-body. This field indicates the length of the entity-body in octets. This field may be used to supply the resource location to the server. This is a field used in conjunction with the MD5 encryption scheme when securing the privacy of communication between server and client. This indicates where within a full entity-body a particular partial response is to be found. This field indicates the media type of the entity-body. This field indicates the date and time after which the response should be considered ‘stale’. This field indicates the date and time at which the server believes the resource contained in the entity-body was modified. Extension headers may be added here. When included, the data type of the entity or message body is revealed in the Content-Type and Content-Encoding entity-header fields.



Header field values comprise words separated by spaces (so-called linear white space, LWS ) or special characters like commas. Comments can be included in brackets. The version number of http is normally indicated the header in the following format: ‘HTTP/1.1’. The first ‘1’ is the major version number and the second ‘1’ the minor version number. A date and timestamp, expressed in GMT (Greenwich Mean Time), are included in all http messages.
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URIs, URLs and URNs The request-URI (universal resource identifier) is a combination of a URL (universal resource locator: which locates network resources) and a URN (universal resource name: which locates a particular file). An http URI has the standard format: http://host [:port]/[abs_path [? query]]



where host is the relevant domain name of the http server, port is the TCP port number to be used for the http protocol transfer, abs− path is the absolute file path of the target file and query is further information related to the request. If the port is not stated, the default port (value = 80) is assumed. An example URI might thus be: http://company.com:80/~admin/home.html



HTTP responses On receipt of an http request, the origin server is expected to undertake a case-sensitive octet-by-octet comparison of the URI (except that host names and domain names are caseinsensitive) to decide upon the requested file match. The format of the http response message is similar to that of an http request message, except that it includes a Status-Line rather than a Request-Line. The Status-Line indicates the success or failure of the request (the possible replies are listed in Table 11.6). Table 11.6 Http response messages: status-line codes HTTP Status code type Informational



HTTP Status code



Meaning



100



Continue (allows the client to determine if the server will accept the request before it has to send to the request message body). Switching Protocols (server is willing to switch protocols as requested by client). OK (a GET, HEAD, POST or TRACE request was successful). Created (a new resource has been created). Accepted (request accepted but still undergoing processing). Non-Authoritative Information (the information provided by the server is not the authoritative version but obtained from a local or third-party cached copy). No Content (the server has undertaken the request and is not returning an entity-body). Reset Content (the request was undertaken; the client should now reset the document view which triggered the request). Partial Content (the server has fulfilled a partial GET request).



101 Success



200 201 202 203



204



205



206
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Table 11.6 (continued ) HTTP Status code type Redirection



HTTP Status code



Meaning



300



Multiple Choices (client may choose from a number of identified locations in the response where to direct the referred request). Moved Permanently (the URI has moved and all requests should be directed to the new permanent URI.) Found (the requested resource temporarily exists at another URI, but only on a temporary basis. Future requests can continue to use the ‘old’ URI.) See Other (the request should be directed to a specifically named URI). Not Modified (a conditional GET request was made but the response document has not been modified). Use Proxy (the requested resource must be accessed by means of an HTTP proxy). Temporary Redirect (the requested resource temporarily exists at another URI, but only on a temporary basis. Future requests can continue to use the ‘old’ URI). Bad Request (the request could not be understood) due to incorrect syntax. Unauthorized (the request requires authorisation of the user). Payment Required (the resource requested must be paid for). Forbidden (access to the resource requested is forbidden). Not Found (the resource requested was not found). Method Not Allowed (the Method requested is not allowed). Not Acceptable (the responses which the server is able to generate are not permitted according to the parameters set in the request). Proxy Authentication Required (response similar to 401, but in which the authorisation must take place with the proxy). Request Timeout (the client did not respond to a server request within the acceptable waiting period determined by the server). Conflict (the request could not be undertaken as this conflicts with the current state of the resource). Gone (the requested resource is no longer available at this URI and the new URI is unknown).



301



302



303 304



305 307



Client error



400 401 402 403 404 405 406



407



408



409



410



(continued overleaf )
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Table 11.6 (continued ) HTTP Status code type



HTTP Status code



Meaning



411



Length Required (the request cannot be accepted without a defined Content-Length). Precondition Failed (one of the preconditions indicated in the request failed when evaluated by the server). Request Entity too Large (the requested resource or entity is larger than the server is able or willing to handle). Request-URI Too Long (the requested URI is longer than the server is able or willing to handle). Unsupported Media Type (the media format requested is not supported by the requested resource). Request Range Not Satisfiable (the request stated a Range which cannot be satisfied). Expectation Failed (an expect-request header field in the request could not be fulfilled). Internal Server Error (an unexpected internal error of the server). Not implemented (the functionality requested is not supported by the server). Bad Gateway (while acting as a gateway or proxy a server received an invalid response in the response chain). Service Unavailable (due to temporary overload or maintenance of the server). Gateway Timeout (while acting as a gateway or proxy a server did not receive a valid response in the response chain within an acceptable waiting time). HTTP Version Not Supported (the HTTP version requested cannot be supported).



412



413



414



415



416



417



Server error



500 501



502



503 504



505



A typical response will return a copy of a requested file (or, in the case of multiple requested files, a multipart message response may be sent) to the user agent. In this case, the file is attached as an entity-body to the http response message. The coding of any attached response file is identified in the entity header. The standard MIME (multipurpose Internet mail extension)-coding-type formats6 are used. In addition, a data compression technique may be used to reduce the size of the file for transmission. In this case, one of the following content-encoding tokens will also be indicated in the entity header of the http response: • gzip — indicates that the content has been produced by the GNU zip compression programme as defined by RFC 1952 (Lempel-Ziv coding LZ77) 6



See Chapter 12, Table 12.3.
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• compress — indicates that the content has been produced by the UNIX file compression program (Lempel-Ziv-Welch coding — LZW) • deflate — indicates the content is in the zlib format and deflate mechanism (RFCs 1950 and 1951) • identity — indicates that the content has not been altered (i.e., transformed). It is in its original format. When a general header transfer-encoding value is set, the http message is said to be chunked. In this case a special coding is being used (e.g., encryption) to ensure the ‘safe transport’ of the message across a shared network such as the Internet.



HTTP operational considerations Before ending our brief review of the operation of the hypertext transfer protocol (http), it is worth considering a number of features which have been incorporated into it to improve its operational performance and to increase the security of data transported by it. We shall consider in turn: • how an http server decides which response file to send; • the better performance afforded by persistent TCP connections; • the processing and response capacity of http servers; • http access authentication; and • the security problems associated with DNS spoofing. In some cases, the http server may have the same basic document available in a number of different data formats. Thus, for example, some of the RFCs on the RFC-editor website (www.rfc-editor.org) are available in either ‘text’, ‘pdf’ (portable document format) or ‘ps’ (postscript) formats. Which is the ‘best’ file to respond with will depend upon the preference of the human user or his user agent. The preference can be indicated by means of contentnegotiation, which may be either server-driven, agent driven, or a combination of the two (called transparent negotiation). Alternatively, the server can always respond with all available file formats and leave the user or user agent to choose the one he or she needs. By using persistent TCP connections for http sessions, the performance of the session can be improved. A persistent TCP connection is not cleared after each individual request/response pair, but instead is left to ‘time out’. By this means, any subsequent short-term http requests to the same http server are spared the need to wait while a new TCP connection is set up every time. This reduces the potential network congestion which might be caused by the TCP connection set-up handshake messages, and simultaneously greatly improves the speed of response to the http request. Understandably, some very popular web servers (http servers) are subjected to a very large number of http requests each day, and the processing capacity of the server hardware greatly affects the speed at which responses can be generated. To increase the capacity of the http server, duplicate or cluster servers are sometimes used. You may have noticed that sometimes that the URI-address of a responding server sometimes appears with a prefix www1, www2, www3 rather than just the simple ‘www’. The numbers refer to duplicate http servers which are load-sharing the requests — answering individual requests in rotation. A challenge response mechanism (www− authenticate) is included in http to allow a client to identify itself to the server, and encryption may be used to secure the content of http
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messages. Despite this, security of information is one of the major operational challenges associated with the use of http. Http is heavily dependent upon the domain name system (DNS) for resolving the IP addresses of http servers (in order that appropriate TCP connections can be set up to them). This alone makes http prone to DNS spoofing (the receipt of wrong IP address information generated by bogus DNS name servers). We shall discuss prudent security precautions in Chapter 13.



11.6 Hypertext markup language (html) Hypertext markup language (html) is a software language used to format ‘documents’ intended for human viewing which include http commands to retrieve component text, image and other files access the Worldwide Web. We shall not cover html in great detail here, as to do so would cross the boundary from ‘networking’ into ‘computing’ — which is beyond the scope of this book. However, we shall briefly present the form of html commands and the manner in which http commands are incorporated into html-type files. HTML is an application of SGML (standard generalised markup language — ISO 8879). It was invented for the Worldwide Web and has been in use since 1990. Initially, the aim was to cross-reference scientific papers with hyperlinks giving direct access to other referenced documents (e.g., appearing in the bibliography). An html editor is a software program (like Microsoft Word) which allows the creation of html documents or the conversion of text documents into html code. An html editor uses the html coded-character set (ISO 10646 — Table 11.7). An html-tag is a symbol used in an html document to identify and delimit a page element’s type, format and/or structure. An html-tag is associated with each html element on the page and appears as in the format Tag. A typical html tag might be a link or A (anchor) element — identifying one of the two ends of a hyperlink. A hyperlink is a relationship between two anchors, called the head and tail of the hyperlink. An html user agent allows the human user to navigate through the html document and request the activation of hyperlinks denoted by any of the following tail anchors: A LINK IMG INPUT ISINDEX or FORM elements. The head anchor comprises a URI (universal resource indicator) to ‘point’ to a resource at the other end of the hyperlink which may be retrieved by one of a number of different retrieval protocols (http — hypertext transfer protocol — is the one used most commonly nowadays). The URI may be optionally followed by a #-sign and a sequence of further characters called the fragment identifier. The head anchor is determined from the base URI (defined in the html document — see Table 11.8) and any hyperlink calls. Thus, if for example, the base URI is: http://company.com/sales/order.html



and the document contains a hyperlink as follows: 



then the user agent will use the following URI in conjunction with HTTP to retrieve and show the image: http://company.com/icons/logo.gif



The message entity transferred by means of the hyperlink and http (hypertext transfer protocol is typically a text, image, video or other Internet Media type (IMEDIA) or MIME Content



Hypertext markup language (html) Table 11.7
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HTML character set (based on iso 8859-1]



CODED CHARACTER Key: CR = Carriage Return; HT = Horizontal Tab; LF = Line Feed; NBS = Non-Breaking Space; boxes represent unused values.



shaded



Type (MIME) file). Files in these formats are also commonly sent as Internet mail attachments, and we shall discuss them in more detail in Chapter 12.



HTML document structure and format An html (hypertext markup language) document always commences with a document type definition (DTD), or the start symbol HTML. The definition is followed by other html-coded elements (each contained between start ‘’ tags) comprising the HEAD and the BODY of the document. The HEAD contains the TITLE. The rest of the document is a tree of html elements, e.g., headings, paragraphs, lists, forms etc. Table 11.8 lists a selection of the most commonly used html elements and their meaning. An example short html document is illustrated in Figure 11.8. The document generates a very crude html form for inputting a sales order. The form inputs the variable named product to the URL ‘/sales/orders’.
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Table 11.8 Hypertext markup language (html) elements (in approximate order of appearance in an html document) HTML element name DTD (document type definition) HEAD TITLE BASE ISINDEX LINK NEXTID BODY H1 to H6 P (paragraph) LISTING PRE (pre-formatted text) XMP (example) ADDRESS BLOCKQUOTE LI (list) OL (ordered list) UL (unordered list) DIR (directory) MENU DD (definition description) DL (definition list) DT (definition term) CITE (citation) CODE EM (emphasis) KBD (keyboard) SAMP (sample) STRONG (strong emphasis) VAR (variable) B (bold) BR (line break) HR (horizontal rule) I (italic) TT (teletype) FORM INPUT OPTION SELECT TEXTAREA



Meaning or usage e.g., DOCTYPE HTML PUBLIC “-//IETF//DTD HTML 4.0/EN” The header portion of an html document. The title of an html document. The base address (i.e., the reference address element). The href = notation in a hyperlink head anchor element provides the hyperlink URI relative to this base address. A keyword index element. An html element used to represent a hyperlink head anchor. This form is typically used to provide a link in a glossary. This element indicates the name used for a new anchor A element when editing an html document. This element contains the text flow of the document, including headings, paragraphs, lists, forms etc. These elements denote section headings within the BODY. These are all examples of ‘block-structuring elements’ used for the page formatting of html documents.



This element is intended to contain the document author’s name, address and signature. These elements contain test quoted from another source. OL and UL are list elements containing lists of multiple LI elements. The directory element is a sequence of short list items (up to 20 characters). This is an element comprising a list of items with one line per item. The DL element is a list of DT (definition term) elements and their respective DD (definition description) elements. These elements are all examples of phrase and text markup elements. They include EM (emphasis), STRONG (strong emphasis), SAMP (sample — a sequence of characters). VAR is placeholder for a variable element. The CITE element can indicate a book title or other citation and the CODE element marks computer code. The KBD elements indicates text typed by a user. These are typographical elements controlling the presentation of text: BR indicates a line break between words; HR a horizontal rule — a divider between sections of text.



These are html elements concerned with forms and with the input of data to a hyperlink.
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order Form What is your order? Figure 11.8



Figure 11.9



Example html document: an html ‘form’.



The graphical user interface (GUI) of Microsoft’s Internet Explorer web browser [reproduced under the advice of Waggener Edstrom on behalf of Microsoft Corporation].



Note how the start and end of each html element are labelled with the relevant element tag. The start tag simply closes the element name between ‘’ symbols. The end tag is similar, except that an extra ‘slash’ (/) appears in front of the element name. Note how each html element has both start and end tags, e.g.: HTML and /HTML, HEAD and /HEAD etc.



11.7 Web browsers When viewed using a web browser software (such as Netscape Navigator or Microsoft Internet Explorer) or using an html-editor software (such as Microsoft Word ), an html document assumes the formatted graphical-style format intended for the human user to see (rather than the tagged format of the original text/html document). This is the professional-looking graphicalformat familiar to all ‘surfers’ of the Worldwide Web (Figure 11.9).
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The address field which appears near the top of most browsers allows a human user to input http-format Request-Lines, including the relevant head anchor address of a hyperlink. Hitting the ‘enter’ key after this input activates the hyperlink — triggering the http user agent into action. The first action is undertaken by the DNS resolver software incorporated into the web browser software. The DNS resolver queries the domain name system (DNS) for the IP-address of the head end of the hyperlink. Once the address has been returned in a DNS response message, a TCP connection is set up to this address by the web browser software, and the hypertext transfer protocol (http) is used to locate and retrieve the requested html file. Once received, the web browser displays each of the elements of the html document. Should the human user ‘click’ on any of the further hyperlinks within the document, a new retrieval process begins again involving DNS, TCP/IP and http.



11.8 Web-based applications The popularity of the Worldwide Web (www) has grown rapidly since the early 1990s and the computing world has adapted to embrace it. Nowadays, web browser software is not simply used to navigate around the web pages and hyperlinks of the Worldwide Web, but also widely used as the client software for many enterprise applications. Browsers lend themselves well as the ‘user front-end’ for complex enterprise applications. Thus, for example, Figure 11.10 illustrates a multi-layered web-based application accessed by a human user by means of a PC and web-browser software. In all, five different servers are involved in the application: a DNS server to resolve the address of the application server, the application server itself, a RADIUS (remote authentication dial-in user service) server and LDAP (lightweight directory access protocol) to perform the client authentication and a database server, where the results of the process will be stored (e.g., input of a sales order).



Figure 11.10 An example multi-layered web-based application.
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By the use of the web browser as the main client interface, the user-end software is simplified, and the same software (the web browser) can be used for accessing multiple applications. This leads to lower costs and easier service support. The complex part of the application, the remote procedure calls (RPCs), the UNIX sockets and SQL (standard query language) typical of ‘classical’ client/server applications are kept in the application server and database server — near at hand for the IT (information technology) support staff.



12 Electronic Mail (email) Electronic mail (email) is a reliable and exceptionally fast means of message communication between human users equipped with computer terminals or personal computers. Large tracts of text, and diagrams too, can be quickly delivered across great geographical distances and either printed to a high quality paper format using local computer printing resources or subjected to further processing. With the assistance of electronic mail software, a human user can quickly formulate a message: he or she types the name of the main recipient and any other individuals who should receive a ‘carbon copy’, writes the ‘title’ or ‘subject’ and then the main text of the message. In addition, he/she might add complete computer files (e.g., a document, a spreadsheet or a presentation file) as attachments. Once the electronic mail (email) message is ready for sending, the sender may set a priority rating for the message, decide whether he/she requires confirmation of receipt and set a time and date for delivery (if this is not to be immediate). After this, the ‘email’ message is ‘timestamped’ and submitted to the Internet mail system. A message transfer system (MTS), based upon the simple mail transfer protocol (SMTP) sees to the electronic transport and delivery of the message, which usually arrives more-or-less instantly in the mailboxes of all the intended recipients. In this chapter we explain the principles of Internet mail: the format of messages and mail addresses; the message transfer system (MTS) and the various protocols associated with it: SMTP (simple mail transfer protocol), IMAP (Internet message access protocol) and POP (post office protocol).



12.1 A typical electronic mail The general form of an electronic mail message is a familiar sight nowadays: To: [email protected] _________________ Cc: [email protected] _______________________ From: [email protected] _____________________ Date: Monday 15th January 2002 20:03 Subject: New Product Catalogue Please send me a copy of your latest product catalogue and your current price list.
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Best Regards, A very good customer Attachments:







The above example represents the content-part of a typical electronic mail conforming to the Internet message format. The email addresses which appear after the keywords ‘To:’, ‘Cc:’ and ‘From:’ are Internet mail addresses. The ‘Subject:’ field is the title of the email, as typed by the message sender. This is followed by the main text of the message and any attachments. The ‘To:’, ‘From:’ ‘Date:’ and ‘Subject:’ fields typically appear listed in the ‘Inbox’ and ‘Outbox’ of recipient and sender respectively. These fields give the electronic mail user a quick overview of the messages currently in his mailbox. The main text section of the message, however, usually only appears when the message is opened. Should any attachments have been included with the message, they must conform to one of a set of standard datafile types, as defined by the MIME (multipurpose Internet mail extension) specifications (RFC 2045-9).



12.2 The benefits of electronic mail (email) Electronic mail (email) messages are delivered extremely quickly with no possibility of getting lost or only part-delivered. There can be confirmation of receipt if required, and in some email systems even confirmation of the fact that recipients have read their messages. Broadcasting of messages is quick and easy to achieve. Editing of text and returning or forwarding the amended version can be achieved with minimal re-typing. Messages can be filed and quickly retrieved later. Messages can be posted for exactly timed delivery, and can be prioritised according to the urgency with which they need to be dealt with. On the receipt of a new message, some email systems immediately advise ‘online’ users (i.e., active users at their terminals) of the message arrival with a ‘beeping’ noise or a short message displayed at the bottom of their terminal screen). The recipient then has the option to read the message immediately or later, depending on how they regard its priority. Otherwise, recipients simply find their incoming mail on the next occasion on which they check their mailbox (like emptying the paper mail out of a postal mailbox). As messages are read, confirmation is returned to the sender (if required). Each recipient has the choice to reply to the message, forward it, file it, print it out, amend it or delete it. In some systems, users are able to check their electronic mailboxes even when they are away from their normal offices — either by downloading them across the Internet using POP3 (post office protocol version 3) or by using a webmail interface to view their messages directly on the server ‘mailbox’. At the start of electronic mail during the 1980s, various different technical standards appeared, including: the Internet mail system, a rival system based on the X.400 (message handling system) recommendation of the CCITT1 and various computer manufacturers’ proprietary systems (e.g., USENET, XNS — Xerox network system etc.). Market demand for email was so great that a widespread take-up took place during the 1990s. And because the ability to communicate with company-external parties by means of email was considered a high priority, most companies elected for the Internet mail system because of its widespread coverage. As a result, the alternative technologies largely died out and a de facto standard for email thus emerged. Internet mail is nowadays widely used for all sorts of general business communication, including memos, receiving customer orders, 1 CCITT stands for International Telephone and Telegraph Consultative Committee. The name has subsequently been changed to ITU-T — International Telecommunications Union Standardization sector.
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Figure 12.1 Typical usage and benefits of electronic.



laying-off orders on suppliers, etc. It is widely considered to be a reliable, accurate and quick means of communication, overcoming the barriers of geography and time zones (Figure 12.1). Companies who have successfully introduced electronic mail have observed a beneficial change in the whole culture of how they do business. Questions and responses are dealt with more quickly and more directly than before, messages have become shorter and less formal — and tend to be typed by the managers themselves rather than by their secretaries. Workgroups composed of members in widespread locations have evolved, and it is possible to draw together new teams for previously impossible tasks.



12.3 The principles of the Internet mail transfer system (MTS) All electronic mail (email) messages comprise the message itself (called the content) and an envelope (Figure 12.2). The envelope provides a ‘label’ for the message, telling the message transfer system (MTS — which is equivalent to the postal service) where to deliver the message, without the need to open it and inspect the contents. In reality, the envelopes are simply extra data and control commands, sent in a standard format accompanying the message content. These commands control and ‘steer’ the message transfer system (MTS). The Internet mail message transfer system (MTS) allows the conveyance of messages across a network on a store-and-forward or store-and-retrieve basis. Because of the capability of an email network to store messages, information can be sent at any time without interrupting the recipient from his current activities: the message is retrieved by and dealt with by the recipient when it is convenient. This is important in computing activities if the receiving machine is already busy. It is also important for human recipients who might be away from their desk. Much like a postal system, messages may be posted into the system at any time of day and will be delivered to the recipient’s mailbox. The recipient is free to sort through the incoming mail at any time of day, and as soon as an item is accepted by the designated recipient,
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Figure 12.2



Content and envelope of an Internet email message.



automatic confirmation of receipt can be despatched back to the sender. This eliminates any possible concern about whether the recipient has seen a given item. Figure 12.3 illustrates the elements of the Internet mail system and message transfer system (MTS). The two basic components of the Internet mail system are the message user agent (MUA) and the message transfer agent (MTA). The message user agent (MUA) or user agent (UA) function is undertaken by email software on a personal computer (or by a combination of software on the user PC and his email server). The user agent helps the human user to compose messages in a standard form suitable for transmission and provides a ‘filing cabinet’ for previously received and sent messages which may be read, filed or otherwise processed. Having prepared a message with the help of the user agent, the human user may trigger the user agent to submit the message to the local message transfer agent (MTA). The message is conveyed to its final destination via a number of MTAs, collectively called the message transfer system. The first MTA in the connection is typically the electronic mail server associated



Figure 12.3 Components of the Internet mail system and message transfer system (MTS).
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with the sender. Intermediate MTA devices may then be used to relay the message to a destination postmaster server, where the mailbox of the intended recipient is located. (This is the equivalent of a PO box at a receiving post office.) The message transfer from MTA to MTA through the message transfer system (MTS) occurs in a step-by-step (store-and-forward) fashion until it reaches the destination mailbox, where it is stored until retrieved. Users may be either originators or recipients of messages. Messages are carried between originator and recipient in a sealed electronic envelope. The envelope indicates the name of the recipient and records further information which may be necessary to cater for special delivery needs. For example, a confidential marking could be added to ensure that only the named addressee may read the information.



12.4 Operation of the Internet mail system The content of electronic mail (email) messages is required to conform to the Internet message format laid out in RFC 2822 (formerly RFC 822). The format requires that the message content provided by the human user be split into a content-header and a content-body. The contentheader includes a number of the standard fields regular email users will be familiar with: • To: • From: • Cc: (carbon copy) • Date: • Subject: The content-header fields are input by the human user (the message originator). They indicate the intended recipients of the message, the subject and so on. The address fields must be filled in using standard Internet mail addresses in the form ‘[email protected]’. Such mail addresses conform to the standard defined by the domain name system (DNS). The first part of the address (preceding the @-symbol) is the mail username. This identifies the mailbox of the recipient user. This mailbox is located on the mailbox exchange (MX) server or postmaster associated with the domain. The server is identified by the domain name which follows the @-symbol (in the example above, the domain name is ‘company.com’). The content-body includes the basic text message and any attachments (in MIME — multipurpose Internet mail extension — format). Once the human user has composed the content-header and content-body, the message is ready for submission to the message transfer system (MTS). At this stage, the user agent (UA) (usually the mail server of the mail originator) makes a number of copies of the message (one for each of the recipients) and prepares a separate envelope for each. Each envelope is addressed appropriately to one of the intended message recipients. (Figure 12.4). Any message encryption or other end-to-end security measures are also undertaken at this stage — in effect ‘sealing’ the envelope with the contents inside it. Messages are next introduced to the message transfer system. Messages are relayed from one message transfer agent (MTA) to the next on a step-by-step basis by means of the simple mail transfer protocol (SMTP). The sending MTA is called the SMTP-sender (also called the SMTP client) and the receiving MTA is the SMTP-receiver (also called SMTP-server). SMTP determines the address of the message by inspecting the mail address on the envelope. The simple mail transfer protocol (SMTP) is an application layer protocol which relies on the transmission control protocol (TCP) port 25 and the Internet protocol (IP) for data transport.
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Figure 12.4 The operation of the Internet mail system.



The DNS service (as already explained in detail in Chapter 11) is used to resolve the Internet protocol address of the mail exchange (MX) server associated with the destination mail address. Once the address is known, the email message can be forwarded to the destination mailbox by means of SMTP (simple mail transfer protocol). If possible, the delivery should be directly from the originating MTA to the delivery MTA (Figure 12.4). But if necessary, the message may also traverse a number of intermediary MTAs. When present, the intermediary MTAs typically perform one of three functions: a relay MTA, a mail gateway MTA or a mail proxy MTA. A relay MTA may be used in the case where the originating MTA has been unable to resolve the IP address of the destination, (maybe the DNS service was temporarily unavailable to the originating MTA). A mail gateway MTA may be used to convert the format of the mail message or to connect to a mail system conforming to a different technical standard (e.g., to an X.400 mail system). Alternatively, a gateway might be used to arrange for message delivery via some other type of network (e.g., fax, telex or even voicemail!). A mail proxy is often present in an enterprise firewall. The proxy typically has the role of checking the content of the mail for viruses or other malicious material, before allowing the message to be transferred into an internal company network. This is a security measure called content filtering. The filter typically searches for ‘unallowed’ or ‘dangerous’ file types (e.g., .vba etc.), deleting or quarantining these if necessary. Once the mail message has traversed the message transfer system (MTS) to the recipient’s mailbox on the destination email exchange server, the message is ready to be picked up by the human recipient. There are two normal means of final delivery (Figure 12.4). The IMAP4 (Internet mail access protocol version 4) allows a user equipped with appropriate software
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to view the mail messages directly on the server, replying, copying, deleting or filing them without removing them from the server. The IMAP4 protocol may also be used to maintain a duplicate ‘offline’ mailbox (say, on a user’s laptop PC), and to synchronise the contents of the laptop and server copies of the mailbox. Alternatively, the post office protocol (POP3) is a simple protocol for retrieving (i.e., downloading) all the messages from the server mailbox into the user’s PC. Following a successful POP3 download, the copies of the messages left on the server are deleted.



12.5 The Internet message format An Internet mail message comprises an envelope and the message content (Figure 12.5). The envelope comprises a series of SMTP (simple mail transfer protocol) commands and replies (defined by RFC 2821) which control the message transfer from message transfer agent (MTA) to message transfer agent (MTA) across the message transfer system (MTS). We shall discuss these commands later in the chapter. The message content of an Internet mail message (email) is formatted according to the Internet message format (as defined in RFC 2822). The content is sub-divided into a contentheader and a content-body (Figure 12.4). The content-header and content-body are transferred together by SMTP as an SMTP protocol DATA unit (PDU). SMTP protocol DATA units are divided into lines of characters, each terminated with a CRLF sequence. The maximum line length is 998 characters but it is recommended that a ‘normal line length’ of 78 characters be used (with CRLF, this is equivalent to a standard line length of 80 characters).



Figure 12.5



Standard format of Internet mail messages: the Internet message format.



490



Electronic mail (email)



Content-header format Mail message content-header fields are composed of a field-name followed by a colon, a list of arguments (field-body) and a carriage return-line feed CRLF, thus: field-name:field-body 



Table 12.1 lists the possible header fields. The ‘From:’ and ‘Date:’ fields must always be present. The other fields are optional, though most email software will check for at least one addressee (‘To:’, ‘Cc:’ or ‘Bcc:’) and that the ‘Subject:’ field has been filled in. The addressee fields (‘To:’, ‘Cc.’ and ‘Bcc:’) may each appear a maximum of one time, but may include a list of multiple email addresses. Table 12.1 Header field



Header field name



Orig-date From



Date: From:



Sender



Sender:



Reply-to



Reply-To:



To



To:



Cc



Cc:



Bcc



Bcc:



Message-id



Message-ID:



in-reply-to



In-Reply-To:



References



References:



Subject



Subject:



Comments



Comments:



Keywords



Keywords:



SMTP protocol DATA unit: header fields Meaning and purpose



Min number in a header



Max number in a header



The origination date and time. The mail address of the mail originator. In the case of a list of originators, the sender field must also appear. The mail address of the sender of the message in the case that the from field is a mailbox list. The mail address suggested to be used for replies. A destination mailbox address (or list of mailbox addresses) for the message (primary recipients) A destination mailbox address (or list of mailbox addresses) for the message (so-called carbon copies) A destination mailbox address (or list of mailbox addresses) to which the message is being copied (Blind copy). The message is copied to this recipient, though this line of the message will be deleted, so none of the other recipients will be aware of this copy. An optional but recommended unique message identifier. This field is recommended to appear in reply messages to identify the message to which the reply refers. A reference to the unique message-id of another message as appearing in a reply. An unstructured text field indicating the subject of the mail message and intended for the human recipient. An unstructured text field intended for the human recipient. An unstructured text field intended for the human recipient.



1 1



1 1



0



1



0



1



0



1



0



1



0



1



0



1



0



1



0



1



0



1



0



Unlimited



0



Unlimited
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Table 12.1 (continued ) Header field



Header field name



Resent-date



Resent-Date:



Resent-from Resent-sender Resent-to Resent-cc Resent-bcc Resent-msg-id Trace



Resent-From: Resent-Sender: Resent-To: Resent-Cc: Resent-Bcc: Resent-Message-ID: Return-Path: Received:



Optional-field



Meaning and purpose



Min number in a header



Max number in a header



Resent fields have the same meaning as the ‘original’ fields with the same name. The ‘resent’ tag indicates they have been re-introduced to the mail transport system.



0



Unlimited



0 0 0 0 0 0 0



Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited Unlimited



0



Unlimited



The optional trace-header fields can be used for debugging mail faults. Optional fields not defined in the formal standard.



Content-body format The content-body may include one of a number of different general types of mail message bodies: • text message bodies in US-ASCII (this was the standard format of mail message bodies prior to MIME); • text message bodies using character sets other than US-ASCII; • extensible set of different non-text message body formats; • multi-part message bodies; and/or • body-header information about content-bodies which use character sets other than USASCII. The content-body may also include one or more computer files as attachments. When attachments are included, the data file format of the attachment needs to be indicated in line with the file-type definitions specified by MIME (multipurpose Internet mail extensions — RFC 2045-9 [Nov. 1996]). The format of an attached file in the content-body (including text-body and any attachments) is indicated in the content-header by the following additional MIME message header fields (see also Table 12.2): • MIME-version header field • Content-Type • Content-Transfer-Encoding • Content-ID • Content-Description
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Table 12.2 MIME (multipurpose Internet mail extensions): additional body header fields [RFC 2045] Header field name MIME-Version: Content-Type:



Content-TransferEncoding:



Content-ID:



ContentDescription:



Content-Duration:



Content-features:



Meaning and purpose



Field values



The argument value of this header field indicates the MIME-version number. The argument value of this header field indicates the mail body [media] content type and subtype.



The argument value of this header field indicates the character set used to code the message body.



the current version is ‘1.0’ (RFC 2045-9) Indicates the MIME-Media type (see Table 12.3) Values are either of a discrete-type or of composite-type Alternative values:



7bit 8bit binary quoted-printable base64 ietf-token x-token unique-message-id



The argument value of this header field is a unique identifier to identify the MIME content in the message body. A textual string follows this header-field name to Text provide descriptive information about the message content intended for a human recipient. The argument value of this header filed provides Value of duration in seconds an indication of the content duration. It is intended for use with any timed media (i.e., audio or video) content (defined in RFC 2424). This field provides additional information about Various parameters the main message content (defined in RFC 2912).



Table 12.3 MIME media-types (RFC 2046) Top-level media type Text



Media-subtypes



Usage or meaning



text/plain; charset=iso-8859-1 text/plain; charset=us-ascii



A message in plain text encoded using the ISO8859-1 character set. A message in plain text encoded using the US-ASCII character set (ANSI ×3.4–1986). Rich text format (RFC 1896). A text file coded using hypertext markup language (html) (RFC 2854). A text file containing directory information. An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). An image file in jpeg (joint photographic experts group) format.



text/enriched text/html text/directory text/parityfec



Image



image/jpeg
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Table 12.3 (continued ) Top-level media type



Media-subtypes image/g3fax image/gif image/t38



Audio



image/tiff audio/basic audio/32kadpcm



audio/L16 audio/parityfec



Video



video/mpeg video/parityfec



Application



application/octet-stream application/postscript application/oda application/iso-10161-ill1; transfer encoding. . . application/ill-ddi; transfer encoding. . . application/parityfec



application/ISUP



application/QSIG application/xhtml + xml application/dicom



Multipart (compositetype)



multipart/mixed



Usage or meaning An image file in group3 fax format according to CCITT/ITU-T recommendation T.30 (RFC 2159). An image file in gif-format (graphics interface format). An image file in ITU-T facsimile format (ITU-T rec. T.38). An image file in tiff-format (tag image file format). 8-bit µ-law pulse code modulation. An attached file in 32 kbit/s adaptive differential pulse code modulation (ITU-T Rec G.726 and RFC 2422). An audio-format file encoded according to L16 coding (RFC 1890 and RFC 2586). An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). A video file in mpeg (motion picture experts group) format. An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). A file that comprises data of an arbitrary type or otherwise unspecified format. A file in the Adobe Systems PostScript format (typically used for printing). A file in office data architecture (ODA) format (CCITT recommendation T.411 and RFC 21619). The carried object is a BER (basic encoding rules) encoded ISO ILL (interlibrary loan) PDU (protocol data unit). The carried object is a BER (basic encoding rules) encoded ISO ILL (interlibrary loan) PDU (protocol data unit). An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). The carried object is an ISUP (integrated services user part) message of signalling system number 7 (used in digital telephone networks) (RFC 3204). The carried object is a QSIG signalling message (as used in digital private telephone networks) (RFC 3204). A file in xhtml or xml format (RFC 3236). A file in a format specified by DICOM (digital imaging and communications in medicine) (RFC 3240). The message body comprises a number of separate ‘attachments’ of different types, separated by ‘boundaries’. (continued overleaf )
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Table 12.3 (continued ) Top-level media type



Media-subtypes multipart/alternative



message (composite-type)



multipart/digest message/rfc822 message/partial message/external-body multipart/related



multipart/voice-message



multipart/signed multipart/encrypted



Usage or meaning The message body comprises a number of versions of the same ‘basic content’ in different formats. The receiver should decide which one is most appropriate to use. Intended to be used to send collections of messages. An encapsulated message in RFC 822 format. An encapsulated fragment of a message. This indicates that the body data are not included in the message but instead only referenced. This MIME-type is accompanied by additional information indicating how to unpack or process data (e.g., which program to use) (RFC 2387). A file to be used in conjunction with the Voice Profile for Internet Mail (VPIM) (RFC 1911 and RFC 2423). A file made secure for transport by the use of a digital signature (RFC 2480). A file made secure for transport by encryption transformation (RFC 2480).



The file attachments to an electronic mail conform to one of the MIME media types as listed in Table 12.3:



12.6 Simple mail transfer protocol (SMTP) Once the content of an electronic mail (email) message is ready for sending (i.e., both the content-header and content-body are complete as an SMTP protocol DATA unit), it is the simple mail transfer protocol (SMTP) which is used to transfer it to its destination. SMTP is defined in RFC 2821 and RFC 821. The SMTP communication model (Figure 12.6) is somewhat similar to the FTP (file transfer protocol) model (explained in Chapter 10). Like FTP and http (hypertext transfer protocol), SMTP is an application layer protocol. The mail addresses provided as the intended recipients of an electronic mail are expected to be fully qualified domain names (FQDN), though some email software may be able to infer names from partial inputs or alias names. Like http, SMTP relies upon the domain name system (DNS) for the resolution of email domain name addresses — thereby deriving the IP address of the destination mail exchange (MX) server. An SMTP message transfer system (MTS) (Figure 12.3) comprises message transfer agents (MTAs) and message user agents (MUAs — also called simply user agents, UAs). An originating MUA collects mail from a user and hands it off to an MTA. In the final delivery the MTA hands off the message to the MUA (which may be an end user (i.e., a computer terminal), although nowadays it is more normal for email to be delivered to a message depository, i.e., mailbox — for awaiting pick-up by the user). SMTP MUAs and MTAs may also undertake the following SMTP functions: • An SMTP originator (a message user agent, MUA) introduces mail into the Internet mail transport system — creates copies and makes up an envelope for each of them (like an office secretary when sending the post).
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Figure 12.6 SMTP client/server (sender/receiver) model.



• An SMTP delivery agent is usually the destination mail exchange (MX) — it receives mail and stores it in a depository. • An SMTP relay stores and forwards mail without opening the envelope. It may provide functionality which a simple SMTP originator may itself be incapable of. A relay might be used, for example, to use the domain name service (DNS) to resolve the destination mail address for the IP address of the destination mail exchange. • A mail gateway is a particular type of SMTP relay station, whose function is to convert the format of the mail (e.g., from the Internet message format into the ITU-T X.400 message handling system (MHS) format). • A mail proxy is a particular type of SMTP relay station which is often a constituent part of a company’s security firewall. Mail proxies are usually used to vet the contents of emails. They may check the ‘From:’ and ‘To:’ addresses as well as performing content-filtering of the message content-body (to ensure it does not contain known computer viruses or other ‘undesirable’ contents). When an SMTP client (which is also called an SMTP-sender: and may be either an SMTP originator or an SMTP relay agent) has a message to transmit, it establishes a two-way transmission channel to an SMTP server (also called an SMTP-receiver) on TCP (transmission control protocol) port 25 (Figure 12.6). Normally, the SMTP server selected will be the final destination (e.g., destination postoffice or mailbox), but the SMTP server may also be an intermediate relay point (such as a mail relay, mail gateway or mail proxy). Relaying takes place by means of a formal hand-off of the message from SMTP client (SMTP-sender) to SMTP server (SMTP receiver). In the case of a message relayed across intermediate points, each SMTP server reverts to become an SMTP client after having received the message from the previous station. Only as an SMTP client can a message transfer agent (MTA) forward a message. SMTP message transfer takes place under the control of the SMTP server (SMTP receiver) but at the initiation and only following the requests of the SMTP client (SMTP sender).



SMTP protocol commands: the message ‘envelope’ The envelope of an Internet mail message (Figure 12.5) is composed of a series of SMTP commands (Table 12.4), sent on the SMTP connection prior to the message itself. Each SMTP



496



Electronic mail (email) Table 12.4 SMTP commands (the message envelope)



Commands (in approximate order of usage) EHLO (extended hello) [replaces HELO] MAIL



RCPT (recipient)



DATA



Syntax



Meaning



EHLO SP domain CRLF



Used by the SMTP client to start an SMTP session.



MAIL FROM: reverse-path [SP Mail parameters] CRLF RCPT TO: Postmaster@domain [SP Rcpt-parameters] CRLF DATA CRLF



Used by the SMTP client to initiate a mail transaction.



BDAT



BDAT SP chunk-size [SP end-marker] CR LF



RSET (reset)



RSET CRLF



VRFY (verify)



VRFY SP String CRLF



EXPN (expand)



EXPN SP String CRLF



HELP



HELP [SP String] CRLF



NOOP



NOOP [SP String] CRLF



QUIT



QUIT CRLF



Usual response 250



Used to identify the intended recipient of the mail.



Request from an SMTP client to send data. After the 354 response, the following transmission is treated as the mail data. An alternative to the DATA command (if the EHLO CHUNKING extension is supported, allowing large messages to be sent in chunks of binary data. The last chunk is sent with a chunk-size of 0 to indicate the end of the data. This command aborts the current mail transaction. The SMTP client requests confirmation from the server that the argument identifies a user mailbox The SMTP client requests confirmation from the server that the argument identifies a mailing list and to return a list of the individual members mailbox addresses. The SMTP client requests that the server return helpful information to aid the human user. The SMTP client requests a sign of life from the server, which should ignore the string if sent. The SMTP client requires that the server (the SMTP receiver) send an OK reply and then close the transmission channel.



354



250



Mailing list



220 OK



221 OK
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command is answered with an SMTP reply. Replies indicate acceptance of the previous command, that additional commands are expected or that an error has occurred. As in the file transfer protocol (FTP — discussed in Chapter 10), a simple dialog is expected to take place: each command followed by a reply. SMTP session initiation commences when an SMTP client opens a connection and the SMTP server responds with an opening message. Following session initiation the client sends the EHLO (extended hello) command with the client’s identity (this is called client initiation). This has the effect of opening the session and clarifying any SMTP extensions (Table 12.5) which are supported. The message transfer transaction commences with the SMTP client (SMTP sender) sending the MAIL command to indicate to the SMTP receiver (SMTP server) that a new mail transaction is starting [The reverse-path is the ‘From:’ mail address]. MAIL FROM: [ ] 



If the SMTP server is prepared to accept the MAIL, it responds with the reply ‘250 OK’. The next step is for the SMTP client (sender) to indicate the destination address of the message. This it does with the RCPT (recipient) command. [The forward-path is a destination mail address]. RCPT: [ SP ] 



Once the message destination (i.e., the message envelope) has been sent, the SMTP may send the message content (an SMTP protocol DATA unit ). This follows the SMTP DATA command Table 12.5 SMTP service extensions EHLO keyword Service extension



Defined in



CHUNKING



Large Message



RFC 3030



DELIVERBY



Deliver By



RFC 2852



PIPELINING



Command Pipelining



RFC 2920



SAML



Send and Mail



RFC 821 & RFC 1869



SEND



Send



RFC 821 & RFC 1869



SOML



Send or Mail



RFC 821 & RFC 1869



TURN



Turn



RFC 821 & RFC 1869



Purpose As an alternative to the SMTP command DATA, the BDAT command allows a large message to be sent in chunks of binary data. The MAIL FROM command is extended by the optional keyword BY to request delivery within the time given. Using a single TCP send operation, the SMTP client is able to send multiple commands simultaneously. This is intended to improve SMTP performance. This EHLO keyword and SMTP command requires that the mail be delivered directly to the user’s terminal (if the user is active), and to his mailbox. This EHLO keyword and SMTP command requires that the mail be delivered directly to the user’s terminal (not to his mailbox). If this is not possible the 450 error reply is returned. This EHLO keyword and SMTP command requires that the mail be delivered directly to the user’s terminal (if the user is active), otherwise to his mailbox. This EHLO keyword and SMTP command allows the roles of SMTP client (SMTP-sender) and SMTP server (SMTP-receiver) to be reversed.
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(Table 12.4). Once a message has been transmitted, the SMTP client may either request to terminate the SMTP session and shut down the connection or may undertake further mail transactions. Sometimes an SMTP client may try to forward an email to a particular SMTP server in order to verify (VRFY) or correct a destination mailbox address. This may be necessary, for example, in the case of the use of an alias address (a pseudo-mailbox address). In this case it will receive an updated address as a reply. The expand (EXPN) command, meanwhile, is used to obtain the individual recipient mail addresses, in the case that a mail is sent to a mail distribution list. SMTP reply codes (Table 12.6) have a very similar format to those used in FTP (file transfer protocol). Table 12.6 Reply types x0z x1z x2z x3z x4z x5z Positive preliminary reply (1yz) Positive completion reply (2yz) 211 214 220 221 250 251 252 Positive intermediate reply (3yz) 354 Transient negative completion reply (4yz) 421 450 451 452 Permanent negative completion reply (5yz) 500 501 502 503



SMTP reply message codes and meanings SMTP reply meaning



Syntax error; unrecognised or superfluous command or simply OK confirmation Request for further information such as status or help information Reply refers to the transmission channel Unspecified Unspecified Status of the receiver mail system (i.e., SMTP server) The requested action is being initiated — wait for a further reply before issuing a new command (this type of reply is only used by extended SMTP) The requested action had been completed successfully System status or system help ready Help message domain service ready domain service closing transmission channel Requested mail action OK and completed User not local, will forward mail to forward-path Cannot verify user but will accept message and attempt to deliver it The command has been accepted but the requested action has not been commenced, while awaiting further information — which should be sent by the user Start mail input; end with CRLF.CRLF The command was not accepted and the requested action not undertaken, but the action may be requested again — if so by returning to the beginning of the command sequence domain service not available, closing transmission channel Requested mail action not undertaken, mailbox temporarily unavailable (e.g., busy) Requested action aborted due to local processing error Requested action not possible due to insufficient storage The command was not accepted and the requested action not undertaken. The same request command sequence should not be repeated Syntax error, command unrecognised Syntax error, parameter or argument error Command not implemented Bad sequence of commands
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Table 12.6 (continued ) Reply types 504 550



551 552 553 554



SMTP reply meaning Command not implemented for parameter specified Requested mail action not undertaken, mailbox unavailable (e.g., not found, access not allowed or command rejected for administrative policy reasons) User not local, please try forward-path Requested mail action aborted, exceeds storage allocation Requested action not undertaken, mailbox name not allowed (e.g., incorrect syntax) Transaction failed (or if in response to a HELO or EHLO — ‘no SMTP service here’)



Table 12.7



SMTP parameter constraints



SMTP parameter local-part (user name length appearing before @) domain (name length) path (reverse-path or forward-path command line



reply line text line



Maximum size 64 characters 255 characters 256 characters (including @ and. characters) 512 characters (including command word and CRLF but not including parameters, specifically MAIL FROM and RCPT TO parameters and lists) 512 characters (including command word and CRLF) 1000 characters (including CRLF) [but can be increased by means of SMTP service extensions]



Table 12.7 lists the length constraints on SMTP address, command, reply and text lengths. Once an SMTP message is received at its final destination (the destination message user agent, MUA), the presentation format of the message mail (how it appears on the screen) is not standardized. This is left to the electronic mail software developer to decide.



12.7 Internet mail access protocol (IMAP4) The Internet mail access protocol (IMAP — also called the interactive message access protocol ) allows a client to access and manipulate electronic mail messages on an (IMAP) server (i.e., a mail exchange (MX) server or electronic mail post office). The current version (IMAPv4rev1) is defined in RFC 2060 (Dec 1996). Access to the mailbox on the IMAP server might allow an IMAP client simply to read and reply to his email. Alternatively, by manipulating his/her mailbox, he/she can perform administrative functions like filing and deleting old messages. A common usage of IMAP is to maintain an ‘offline’ copy of the mailbox — typically on a laptop computer. Thus a human user might choose to create two copies of his or her mailbox — one on the office electronic mail server and a second synchronised copy on a laptop computer used while on business trips.
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Figure 12.7 Internet mail access protocol v4 (IMAP4): IMAP server state diagram.



IMAP is an application protocol and operates in conjunction with the Internet protocol (IP) and TCP (transmission control protocol) on port 143. An IMAP server is always in one of four states (Figure 12.7): • non-authenticated state; • authenticated state; • selected state; or • logout state. A series of IMAP commands and responses lead the IMAP server from one state to another. Starting in the logged out state, the IMAP client starts by opening a connection (TCP port 143). If successful, the IMAP server responds with a greeting, whereupon it enters the non-authenticated state. Now the client must authenticate itself. Success in doing so leads the IMAP server to progress to the authenticated state, whereupon the client may select a given mailbox. Finally, in the selected state, the client may view the contents of the mailbox, access individual messages and manipulate them (using the various commands listed in Table 12.8). Each IMAP command (issued by the IMAP client) receives a response from the IMAP server. Three main possible server completion responses: OK, NO or BAD (i.e., protocol or syntax error). In addition, there are two further responses: PREAUTH and BYE. PREAUTH (pre-authorisation) is used as a possible greeting at the time of connection set-up. BYE indicates that the server is about to end the connection.



Internet mail access protocol (IMAP4) Table 12.8 States in which command may be issued Any



Command



IMAP commands from client to server Arguments of command



CAPABILITY



None



LOGOUT NOOP



None None



Non-Authenticated AUTHENTICATE Authentication name



Authenticated



LOGIN



user-name password



SELECT



mailbox-name



EXAMINE



mailbox-name



CREATE



mailbox-name



DELETE



mailbox-name



RENAME
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Response



Client requests a list of capabilities supported by the IMAP server Client request to logout Client uses this command as a periodic check for new messages Client supplies optional authentication information Client identifies himself to the server and provides password Client selects relevant mailbox



OK BAD BYE OK BAD OK — authenticated NO — refused BAD OK login complete NO — rejected BAD OK (after server responds with number of messages and flags) NO — failure BAD Responses as ‘SELECT’ responses OK NO BAD OK NO BAD



Client selects the mailbox as ‘read-only’ Client creates a mailbox with the specified name



Client requests the permanent deletion of the mailbox with the specified name mailbox-name new- Client renames the mailbox mailbox-name



OK NO BAD OK NO BAD



SUBSCRIBE



mailbox-name



UNSUBSCRIBE



mailbox-name



LIST



user-reference-name



LSUB



user-reference-name



Client requests a list of all the ‘active’ mailbox names available to him



STATUS



mailbox-name status-item(s)



APPEND



mailbox-name options message



Client requests to know the status of the identified mailbox (e.g., number of messages, unseen messages) Client appends a message to OK — completed the specified destination NO — error BAD mailbox



Client adds the specified mailbox to the list of the server’s ‘active’ mailboxes Client removes the specified mailbox from the list of the server’s ‘active’ mailboxes Client requests a list of all mailbox names available to him



OK NO BAD OK — (after list complete) NO — failure BAD OK (after list complete) NO — failure BAD OK (after listing status) NO BAD



(continued overleaf )
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Table 12.8 (continued ) States in which command may be issued Selected



Command



Arguments of command



Meaning and purpose



CHECK



None



Client asks whether the server is performing ‘housekeeping’ duties



CLOSE



None



EXPUNGE



None



SEARCH



criteria



FETCH



message items



STORE



message items value



COPY



message mailbox-name



Client removes all the \Deleted flags associated with the current mailbox and returns to authenticated state Client permanently removes all messages in the current mailbox marked with the Deleted flag Client searches through messages in current mailbox for those matching the search criteria (e.g., BEFORE, FROM, TO etc.) Client requests data associated with a particular message (e.g., HEADER, BODY, ENVELOPE etc.) Client alters some element of data associated with a message Client copies the message to the specified mailbox



UID



command-name arguments



X



Used with SEARCH or FETCH commands to specify unique message identifiers An experimental command



Response



OK — check complete BAD — command unknown OK — closed NO — failed — no mailbox selected BAD



OK — completed NO — permission denied BAD OK — search complete NO — search error BAD



OK — fetch complete NO — error BAD OK — completed NO — can’t store BAD OK — complete NO — can’t copy BAD OK — complete NO — error BAD



Table 12.9 IMAP message system flags System flags \Seen \Answered \Flagged \Deleted \Draft \Recent



Meaning Message has been read Message has been answered Message is flagged for urgent or special attention Message is marked as deleted for later removal by the EXPUNGE routine Message is still in the draft or composition stage Message recently arrived in the mailbox



Mailboxes on an IMAP server must have names based on original ASCII (UTF-7) characters. The messages within the mailbox are all marked with message flags (Table 12.9), which are updated during the course of an IMAP session. At the end of the session, it is normal for the client to request a mailbox ‘clean up’ by issuing the EXPUNGE command to permanently
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remove any messages at that time marked for deletion. The client then logs out (LOGOUT) and closes the TCP connection. To protect the user’s mailbox on the IMAP server from malicious manipulation, an auto logout may be undertaken by the IMAP server, should the client fail to authenticate himself fast enough, or should he/she fail to issue further commands to the server within a given timeout (when in the authenticated or selected states).



12.8 The post office protocol version 3 (POP3) POP3 (post office protocol version 3) is intended to be used on smaller Internet nodes to allow for receipt of Internet electronic mail without the need for a full message transport system (MTS) or SMTP server. POP3 provides for the support of a message user agent (MUA), and allows a workstation to retrieve mail that a mail server is holding for it or forward all outgoing mail for onward relaying. Unlike IMAP (Internet mail access protocol), however, POP3 does not allow extensive manipulation of the mail on the server. Instead the normal mode of operation is a download of the mail, followed by a deletion of the mail copy held on the server. The POP3 protocol and procedure are defined in RFCs 1939, 2384 and 2449. The POP3 client establishes a TCP (transmission control protocol) connection with the POP3 server (mailbox server) on TCP port 110. The POP3 server responds with a greeting. The client sends commands and the server responses to progress from an offline state, through an authorisation state and transaction state to the update state, after which the TCP connection is closed (Figure 12.8). Mail transfer occurs in the transaction state, following successful authentication of the client to the server and successful locking of the user’s mailbox by the server. The mailbox is locked prior to the mail download transaction state to ensure that no further modifications are made to the mailbox during this period. After mail has been successfully transferred to the POP3 client, the POP3 server enters the update state, during which the copies of the messages remaining in the locked mailbox are deleted. Following the update state the TCP connection



Figure 12.8



POP3 (post office protocol version 3): POP3 server state diagram.
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is closed. The state progression is always offline to authorization state to transaction state to update state to offline, unless the session is aborted for some reason. If the session is aborted, the update state is not entered, thus preserving the entire contents of the server mailbox. POP3 commands (Table 12.10) consist of 3 or 4-character keywords and relevant ASCII character arguments. The command is terminated by CRLF. POP3 responses are either ‘+OK’ or ‘−ERR’, together with a text message intended for the human user (which may be up to 512 characters long including the CRLF which must terminate them). Table 12.10 POP3 commands State AUTHORISATION



Command QUIT



Client Quitting



USER name



Client identifies his username after receiving the POP3 server greeting



PASS string



Client follows up his USER command and mailbox name with a server/mailbox-specific password



APOP name digest



Client indicates with a single command his mailbox name and an MD5 encryption digest string after the POP3 greeting or an unsuccessful USER/PASS Client requests an SASL authentication mechanism with POP3



AUTH



TRANSACTION



Meaning



CAPA



Client requests a list of POP3 server capabilities



STAT



Client requests maildrop listing Client requests scan listing of numbered message



LIST [msg]



RETR [msg]



Client retrieves message with number given



DELE [msg]



Client requests that the numbered message be deleted (typically having received it correctly) Client requests a ‘sign of life’ from the server



NOOP



Possible responses +OK server signing off +OK name is a valid mailbox −ERR never heard of mailbox +OK maildrop locked and ready −ERR invalid password −ERR unable to lock maildrop +OK maildrop locked and ready −ERR permission denied



+OK maildrop locked and ready −ERR permission denied +OK capabilities list follows −ERR command not implemented +OK nn mm +OK scan listing follows −ERR no such message +OK message follows −ERR no such message +OK message deleted −ERR no such message +OK
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Table 12.10 (continued ) State



Command RSET



QUIT TOP msg n



UIDL [msg]



—



CAPA



UPDATE



QUIT



Meaning Client requests that any messages marked as deleted be unmarked Client triggers server to enter UPDATE state Client requests that the n lines from the top of message number msg be sent Client requests the unique ID listing of message numbered msg. The UIDL is the message number and its unique ID Client requests a list of POP3 server capabilities (see Table 12.11) POP3 server removes all messages marked as deleted from the mailbox



Possible responses +OK +OK +OK top of message follows −ERR no such message +OK unique-id listing follows −ERR no such message +OK capabilities list follows −ERR command not implemented +OK −ERR some deleted messages not removed



Table 12.11 POP3 capabilities (responses to the POP3 CAPA command) Capability EXPIRE IMPLEMENTATION LOGIN-DELAY



PIPELINING RESP-CODES SASL TOP UIDL USER



Meaning/purpose Indicates the minimum retention period of messages by the POP3 server in days. A string describing information about the POP3 server implementation. Some POP3 servers try to reduce server loads by requiring a minimum delay between successive client logins. The response indicates the minimum delay required in seconds. When supported, this capability means that the POP3 server is capable of accepting multiple commands at a time. This capability indicates that any server responses commencing with a square bracket ([) is an extended response code. This indicates that the AUTH command permits the use of SASL (simple authentication and security layer) type authentication. This indicates that the TOP command is available. This capability indicates that the (optional) UIDL command is supported. This indicates that the USER and PASS commands are supported for authentication of the client to the POP3 server.



Table 12.11 lists the allowable POP3 capabilities, as indicated in response to the POP3 CAPA (capabilities) command.



13 Data Network Security The boom in electronic business (ebusiness) and the use of the Internet for all kinds of business communication have left many companies open to breaches in confidentiality, industrial espionage and abuse. Such breaches can sometimes go unnoticed for long periods, and can have serious business or cost implications. But just as damaging can be the impact of distorted, corrupted, neglected, misinterpreted or spoofed information (i.e., misleading information input by ‘hackers’ to confuse a system). Fortunately, the great public concern about the security risks associated with data networking across the Internet has spurred a great deal of activity in the development of counter-measures. Today, a range of different protocols and other security techniques is available. This chapter describes the various levels of information protection provided by different data network security means, explaining how they work and the threats (both malicious and non-malicious) which they attempt to eliminate. We discuss simple password techniques, methods of path protection, tunnelling, firewalls, VPNs (virtual private networks), as well as digital signatures and data encryption. In developing a full security strategy for data networking, it is important to understand the risks, consider the motivations of ‘hackers’ and develop a pragmatic policy to counter the most likely and most threatening dangers.



13.1 The trade-off between confidentiality and interconnectivity The man or woman who sold the first telephone must have been a brilliant salesman — for there was no-one for the first customer to talk to! On the other hand, what confidence the customer could have had that there were no eavesdroppers on his or her conversations! The simplicity of the message should be a warning to all: the more people connected to the network which you are using, the greater your risk. Justifiably, the public Internet has the reputation of being an insecure network! As the number of connections on a network increases, users are subjected to: • the risk of interception, ‘tapping’ or eavesdropping; • greater uncertainty about who they are communicating with (have you reached the right telephone or not? which caller might be masquerading as someone else? how can I be sure that the document received has not been tampered with or altered by a third-party en route?);
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• the risk of time-wasting mistakes (an incorrect access to a database or misinterpretation of data may lead to the corruption or deletion of substantial amounts of data); • the nuisance of disturbance (‘wrong number’ calls, unsolicited calls from salesmen; worse still; ‘forced entry’ by computer ‘hackers’, or abuse of the network by third parties to gain free calls at your expense); and • problems associated simply with the complexity or the network, or the lack of understanding by users of how services or security measures are intended to work. Too often, much thought goes into improving the connectivity of networks, but comparatively little effort is applied to information protection. Risks creep in — often unnoticed. So what different risks and means of network protection are available?



13.2 Data network protection: the main types of threat and counter-measure Data network security techniques protect the information conveyed across communication networks from breaches in confidentiality and from possible tampering by external third parties by any one of five basic means (as illustrated in Figure 13.1): 1. destination access control — ensures that only properly identified and authorised users gain access to a specific destination server or host. 2. firewalls — perform ‘gateway checks’ thereby controlling who and what may enter or leave the destination local network. 3. path protection — ensures that only properly identified and authorised users may use specific network paths.



Figure 13.1



The five basic methods of data network security protection.
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4. network access control — ensures that only properly identified and authorised users can gain access to the communications network at its entry point. 5. encryption — coding of the information on an end-to-end basis, so that only the desired sender and receiver of the information can understand it, and can tell if it has been tampered with. In the following sections, we review real data security protocols and protection mechanisms which have been broadly categorised into the five basic types of Figure 13.1 according to their prime mode of operation. The techniques we shall cover are listed in Table 13.1. But please note that the categorisation is not an ‘official’ one — it is only provided as assistance in understanding the various techniques, their modes of operation and the inter-relationship of one to another. A combination of the five different protection methods will give the maximum overall security, and many modern security methods are a ‘mixture’ of the different basic techniques. Table 13.1 Basic methodology Destination access control



Data networking security methods: their usage and basic method of operation Security method



PAP CHAP



SASL



Full name Password authentication protocol Challenge handshake authentication protocol Simple authentication and security layer



One-time passwords



Firewall methods



Stateful inspection ACL



Access list or access control list



NAT



Network address translation



Usage Used by a client (when accessing a server) to identify himself for the purpose of access authorisation. A challenge protocol initiated by a server to demand that a user identify himself for purpose of access authorisation. A simple authentication and security layer protocol which may be added to other protocols to improve their security. One-time passwords are used in conjunction with password authentication protocols, but are only valid once and for a very short period of time. They are intended to prevent ‘re-use’ of ‘overheard’ passwords. A firewall of this type inspects the contents of individual packets and their addresses to determine what is ‘allowed’. A list held by a router used as a ‘firewall’ which defines which originating users (identified by their IP addresses) may access which servers/hosts (also identified by their IP addresses). By the use of network address translation, enterprise networks can be operated with ‘private’ IP-addressing schemes but still be connected to the Internet. Only the addresses of selected servers within the company network need be ‘translated’ into public IP addresses — thereby making them reachable by public Internet users. (continued overleaf )
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Table 13.1 (continued ) Basic methodology



Protected path



Security method



Full name



Usage



DMZ



Demilitarized zone



Proxy server



—



Content filter



—



Tunnelling



—



GRE



Generic routing encapsulation Point-to-point tunnelling protocol



A DMZ is a ‘quarantine’ network comprising proxy servers and content filters used in a multi-stage firewall to protect a private enterprise IP network from security threats posed by public Internet users. A proxy server is an application server which forms part of a firewall. It checks the validity and acceptability of IP messages directed by a public Internet user to a server behind the firewall. Only ‘allowed’ messages are relayed by the proxy to the ‘real’ application server. A proxy server used to check the ‘acceptability’ of incoming electronic mail content. In effect this is a ‘virus scanner’. A means of securely ‘encapsulating’ data in the case that a public or other ‘insecure’ network needs to be traversed. A generic protocol used for tunnelling.



PPTP



L2TP Mobile IP



VPN



CUG Network access control



NAS



CLI



Callback



A tunnelling protocol developed by Microsoft and US Robotics (now 3Com) for providing secure dial-in access to ‘private’ enterprise IP-networks by means of dial-up public Internet access services. Layer 2 tunnelling A further development of the PPTP protocol, now protocol standardised by IETF (Internet engineering task force). Internet protocol A protocol intended to allow for mobility of mobility Internet users, which is in effect a combination of user identification and tunnelling security methods. Virtual private The term VPN is used to describe any of a range network of different methods by which ‘private’ enterprise IP networks (Intranets) can be extended using secure ‘connections’ across a public Internet or router network. Closed user group A particular form of VPN in which only certain pre-defined access points to a public network may inter-communicate with one another. Network access A network access server is the point-of-entry to server an IP-based network (e.g., the Internet) for a caller accessing the network by means of a dial-up telephone connection. Various security methods, including TACACS/RADIUS, PPTP and L2TP are typically implemented at NASs. Calling line identity A network-generated identification of the user or caller. Since the identity is network-generated it is more difficult to ‘spoof’ or falsify an identity. A means of ensuring that only pre-defined network addresses may access servers. After a request by the remote user, the pre-defined network address is called back. This helps to eliminate falsified caller identities.
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Table 13.1 (continued ) Basic methodology



Security method TACACS RADIUS



Encryption



IPsec DES MD PKI



SSH



SSL



TLS



PGP



S/MIME



S-HTTP



Full name



Usage



Terminal access A username/password means of identifying and controller access authenticating users when trying to gain control system dial-in access to an IP network. A centralised server and database used to store Remote the identities of users who are allowed access authentication to a given service. Centralisation of the dial-in user database makes for easier administration. The service standard password authentication protocols used in association with RADIUS is TACACS, PAP and/or CHAP. Security A complete security architecture for end-to-end architecture for encryption or tunnelling of sensitive data. Internet protocol Defense encryption A highly robust and difficult to crack standard ‘symmetrical’ encryption method for coding data while in transit. Message digest A characteristic ‘fingerprint’ or ‘signature’ on a message which is intended to prove its authenticity. Public key A modern method of encryption based upon infrastructure ‘asymmetrical’ encryption. A public key is used for encryption but the secret private key is needed for decryption. Secure shell A modern protocol which in effect adds a ‘security layer protocol’ on top of TCP (transmission control protocol) and allows for secure forwarding of TCP port segments. As the name suggests, the secure shell (SSH) protocol was originally designed for secure login across a network to a remote server. SSH is described in detail in Chapter 10. Secure sockets A security protocol (https) developed by Netscape layer for use in conjunction with websites with high security requirements (e.g., for transmission of financial transaction data). Transport layer A security protocol developed from SSL intended security to be used as a standard protocol for transport layer security. The protocol is independent of the application layer protocol used. Pretty good privacy A simple but ‘pretty good’ encryption methodology based on a mixture of ‘symmetrical’ and ‘asymmetrical’ encryption intended to be used to secure electronic mail content during transmission. An extension to the MIME (multipurpose Internet Secure mail extension) standards to allow encryption multipurpose of electronic mail content during transmission. Internet mail extensions Secure hypertext An experimental protocol for securing website transfer protocol communications.
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We shall explain the basic principles of each main technique in turn, and then give detailed examples of real security protocols and mechanisms (as listed in Table 13.1) which are based upon the basic technique. Some of the techniques may be combined easily with one another, while others may conflict and overlap. This reflects the relative immaturity of data security standards. There is not yet a single accepted industry standard or security framework, but a range of alternative techniques, with different strengths and weaknesses.



13.3 Destination access control methods Protection applied at the destination end is analogous to the security guard at the office door or the keep of a medieval castle — having got past the other layers of protection it is the last hope of preventing a raider from looting your prized possessions. If an intruder gets past this stage, it may be nearly impossible to control his further activities. In highly interconnected networks, destination protection may be the only feasible means available for securing data resources which must be shared and used by different groups of people. Destination protection is undertaken by maintaining a list (at the destination) of the users allowed to access a given database or use a given server or application. From an operational viewpoint, destination access control is relatively easy to administer and maintain, since the list of ‘allowed users’ is associated with, and stored on, the server and linked with the application to which it relates. (Resource and list of ‘allowed users’ are ‘all in one place’.) Typically, companies apply access control methods at either the entry point to a private network (e.g., an IP-based intranet) or at the entry point to a particular server or a particular application. The user identification is usually by means of a username and authorisation is usually granted based upon successful authentication of the user’s identity. The authentication is typically undertaken by the submission of a password. The identification and authentication of the user (Figure 13.2) are usually initiated by the user (the ‘caller’ in Figure 13.2) using a protocol like PAP (password authentication protocol). Alternatively, the destination server can challenge the caller for identification (or for additional identification information). In this case, the authentication details are sent by means of a challenge protocol like CHAP (challenge handshake authentication protocol).



Password control Destination access control is based upon a list of authorised users who are expected to identify themselves by means of an identifier or username (or a combination of identifiers — e.g., the source Internet protocol address and a username). Following identification, the user is usually also expected to authenticate his identity. This is usually done by means of revealing a shared secret known only to the user and the server or other device he or she wishes to access. The shared secret is typically a simple password or personal identification number (PIN). Destination access control systems are generally based on user authentication by means of a simple password. The list of users allowed to access the particular network, server or application is held directly within the server or other ‘entry-point’ device. Perhaps the main advantage of this type of access control is that the username and password database are directly associated with the application to which they relate. Multiple or distributed databases do not need to be maintained, so it is easier to keep the list up-to-date. As an analogy: if there is only one doorway and one guard controlling entry to your office you only need to make sure that the one guard is kept informed about any particular ‘shady characters’ who are to be kept out. On the other hand, if there are six doors to the building, all the security guards will need to be told. This takes more time to coordinate.
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Destination access control by means of password authentication and ‘challenge’.



Each doorman maintains a separate ‘ring binder’ with the list of names and descriptions of the ‘shady characters’ to be denied building access. But inevitably, none of the ring binders are the same . . . different information has ‘gone missing’ from each.



The problem of mimicked identity and ‘spoofing’ The problem with simple password access control methods is that people determined to get in just keep trying different combinations until they stumble on a valid password. The computer hacker gains access to confidential information simply by posing as someone authorised to receive that information. The hacker tries to spoof a valid identity. Aided by computers, the first computer hackers simply tried all the possible password combinations. Such password ‘crackers’ can determine a simple 8–10 digit number or alphabetic sequence within a matter of seconds. One possible counter-measure is to limit the number of different password attempts which may be made consecutively before the user account is barred. Bank cash teller machines, for example, typically retain the customer’s card if he or she does not type in the correct authorisation code within three attempts. Another manner in which computer hackers may learn of valid username and password combinations is simply by monitoring the communications undertaken by a particular server. The hacker records a valid session with the server by an authorised user — noting both the username and the password. Subsequently, the hacker himself logs on using the valid username and password which he or she learned about by ‘eavesdropping’. To counter such ‘password stealing’ it is important to encrypt passwords for transmission across the network rather than sending them as ‘plain text’ sequences.



PAP/CHAP protocols The PAP (password authentication protocol) and CHAP (challenge handshake authentication protocol) protocols are optional features of the link control protocol (LCP) of the point-to-point
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protocol (PPP). PAP and CHAP, like the PPP protocol itself, were developed as a means of providing dial-up access to the Internet or other IP-based data networks. The point-to-point protocol (PPP) provides the link protocol necessary for transitting the first dial-up part of the connection (across a public telephone network). The link control protocol (LCP), as we saw in Chapter 8, provides for the set-up of the connection. During the connection phase, either PAP or CHAP may be used as a means of user identification and authentication to the network access server (NAS). The database listing the users (the usernames and corresponding passwords) allowed to ‘exit’ the telephone network and ‘enter’ or access the Internet (or other IP-based network) of Figure 13.3 is (in principle) stored in the network access server (NAS), though as we shall discover later in the chapter, the database may sometimes be held remotely from the NAS, at a central RADIUS server. PAP (password authentication protocol — RFC 1334) is nowadays considered to be a relatively insecure method of providing access control of remote users to an IP-network, since it employs a simple 2-way handshake (consisting of an authentication request and an authentication accept (or an authentication reject) — Figure 13.4a). The acceptance or rejection is dependent only upon the use of a valid password. CHAP (challenge handshake authentication protocol — RFC 1994) is considered more secure than PAP since it uses a 3-way handshake procedure (challenge/response/succeed) and communicates the password in an encrypted form (using the MD5 encryption algorithm which we shall discuss later). The use of encryption makes the task of overhearing or interception of the password (for a later log-on by a hacker) much harder (Figure 13.4b).



SASL simple authentication and security layer The simple authentication and security layer (SASL) protocol (RFC 2222) is designed to provide a ‘generic’ means of user authentication for connection-based transport protocols. Like



Figure 13.3 Typical use of PAP and CHAP protocols: authorising dial-up access an Internet or IPbased network.
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Figure 13.4
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PAP (password authentication protocol) and CHAP (challenge handshake authentication protocol) formats.



PAP and CHAP, it relies upon the identification and authentication of a user to a server using a password (or some other shared secret — known only to the user and the server). A number of different authentication mechanisms are supported: • Kerberos — a security system for UNIX-based client/server-based computing in the 1980s which employs a distributed database for user authentication; • GSS API (general security service application program interface) — an application program interface (API) intended to provide a standard interface between applications and security mechanisms. Any security mechanism using this interface can thus easily be incorporated into SASL; • S/Key — a one-time password system defined in RFC 1760 and based upon the MD4 digest algorithm. (we shall discuss both one-time passwords and digest algorithms later in the chapter); • an external security mechanism (such as IPsec or TLS — both of which we shall discuss later in the chapter). In order to use SASL, a transport or application protocol includes a command for the identification and authentication of the user. If the server (the remote device to which the user is requesting access) supports the requested authentication mechanism, it initiates an authentication protocol exchange. After an access and authentication request by a user (an SASL client), an SASL server may either issue a challenge (requesting further authentication or identification information), it may indicate failure (thereby denying user access) or may indicate completion of authentication (which leads to the next stage of the login procedure to the remote service).



516



Data network security



Following a challenge made by the server, an SASL client may issue a response (thus continuing its request for access) or may instead abort the authentication protocol exchange. Challenges and responses are based on binary tokens as defined by the particular authentication mechanism in use.



One-time passwords One-time passwords are only valid for one use (i.e., one-time). Their period of validity is typically limited to a very short period of time (e.g., one minute). The very short validity period of the password and the fact that it may only be used once are intended to overcome the main weakness of password-oriented user authentication: the danger of password re-use by a thirdparty having ‘overheard’ or otherwise found out a user’s password. Otherwise the procedures and protocol mechanisms used for submitting passwords and conducting user authentication are as for standard password authentication and challenge protocols.



S/Key one-time password system The S/Key one-time password system defined by Bellcore in RFC 1760 generates one-time passwords of 64 bits (8 characters) in length. The client generates the password, based upon a secret pass-phrase which is known to both client and server, but communicated only when changed and, then, only in a secure manner. A secure hash algorithm (SHA) is applied to the pass-phrase a given number of times to generate the one-time S/Key password. On the subsequent occasion, the number of repeats of the secure hash algorithm (SHA) on the passphrase is reduced by one, thereby creating a different password, which to all intents and purposes is ‘totally unrelated to the first’. Periodically, the client registers a new pass-phrase with the server — by means of secure and encrypted communication. The secure hash algorithm (SHA) used by the S/Key system is the MD4 algorithm (which we shall discuss later in the chapter).



SecurID one-time password system One of the best-known commercially available one-time password systems is the SecurID product of RSA Security Inc. The SecurID system generates a ‘random’ one-time numerical password every 60 seconds. Like the S/Key system, the calculation of the value is based upon a 64-bit key (equivalent to the S/Key pass-phrase) and a security hash algorithm. SecurID passwords are typically made known to the human user by means of an electronic ‘keyfob’ or ‘smartcard’ with a digital calculator-like display. The authentication procedure typically requires that the human user input his username, a secret PIN (personal identification number) plus the one-time securID password. Since the password values generated by SecurID appear to be unrelated to one another they are ‘virtually hackerproof’. In reality, of course, anyone with the right key and algorithm could calculate the passwords. But these are much harder to discover or ‘overhear’ than normal passwords, since they are not communicated over the network during normal login and authentication protocol exchanges.



13.4 Firewalls A firewall is a device used to protect a private (typically company-internal) intranet from intrusions by unauthorised third-parties attempting to gain access from the public Internet
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Firewalls: a means of protecting company ‘Intranets’ from intrusion by users of the public Internet.



(Figure 13.5). The firewall may comprise of one or a number of different devices, which together are intended to control: • which external users (i.e., Internet users) may access the intranet; • which servers these external users may access; • which information may be exported from these servers; and • what type of information may be sent into the network. Firewalls typically comprise routers, application proxies and content filters (including virus scanners). Firewall routers are used to check source and destination IP addresses and to allow communication only between allowed combinations of source and destination. Application proxies protect the ‘real’ application servers by checking the communication between the external user and the server. Only ‘acceptable’ requests are actually relayed to and from the ‘real’ application server. Content filters are used to check the nature of data sent into the network. The objective is to prevent intrusion by viruses or other harmful data or application programs. The operation of a firewall is usually independent of the physical network media and protocols used to connect to both the Internet and intranet sides of the firewall. Holes may be made through firewalls. They allow unrestricted communication through the firewall. Such unrestricted communication may be desired by certain mobile users (e.g., travelling employees) who wish to be able to access the company network via the Internet from remote locations when travelling. Alternatively, selected ‘trusted’ external destinations (e.g., the bank, etc.) may also require holes in order to allow more ‘intimate’ communication than the firewall normally permits. Holes should be avoided as far as possible. A hole creates a weakness in the firewall and can potentially be exploited by a hacker. When multiple holes are created, the administration of the firewall needs to be impeccable! Forgotten disused holes create the potential for major breaches of security! When a hole is made through the firewall, it is important to use a path protection or extranet methods such as tunnelling or VPN (virtual private network) on the Internet-side of the firewall (Figure 13.6), in order to prevent ‘allcomers’
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Figure 13.6 Interfacing an intranet with the Internet using a firewall to control access: extending the Intranet to Extranet destinations, reached by means of the Internet, VPN or tunnelling technology and a hole through the firewall.



accessing the intranet through the hole. Path protection, including tunnelling and VPN, we shall discuss shortly.



Intrusion and intrusion detection Firewalls are complex devices. Sometimes they comprise special hardware firewall devices, sometimes pure software firewalls are used. But despite what the different names might suggest, all firewalls are heavily reliant upon their software and the up-to-date maintenance of relevant configuration data. A virus scanner that hasn’t been updated with the latest virus patterns for more than 6 months can provide no protection against a rapidly spreading new virus. Similarly, a firewall not updated or maintained to cope with the latest criminal techniques used for network intrusion will not provide for security of data. Firewalls are devices intended to prevent network intrusion and to detect and report any intrusion attempts. For maximum security it is important that the counter-intrusion software is kept up-to-date and that the intrusion detection records are regularly analysed — to determine the source and motivation of the network attacks being attempted by external third parties. Firewalls vary in their capabilities and their complexity — ranging from simple single-stage firewalls to complex multiple-stage firewalls with quarantine or demilitarized zones (DMZ). We next review the main types and capabilities of ‘real’ firewalls.



Single-stage firewalls Access control list (ACL) Routers employing access lists or access control lists (ACLs) are the simplest form of firewalls. The access control list is a list of the IP addresses which are allowed to communicate with
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Figure 13.7 The use of a router with an access control list (ACL) as a firewall.



one another across the firewall. The access list may apply one or more of three different types of access restriction (Figure 13.7): • Access restriction based upon destination IP address, thereby: —



permitting only certain IP addresses ‘behind’ the firewall (i.e., in the intranet) to be reached from the Internet (i.e., by untrusted external parties);



—



permitting intranet users only to make ‘calls’ to certain public IP addresses;



• Access restriction based upon source IP address, thereby: —



permitting only certain IP addresses ‘behind’ the firewall (i.e., in the intranet) to make ‘calls’ to external destinations in the Internet;



—



permitting only certain public IP addresses (i.e., trusted third parties) to make ‘calls’ into the intranet;



• Access restriction limited to pre-defined pairs of source and destination IP addresses, thereby: —



permitting communication only between specified pairs of source and destination IP addresses.



Stateful inspection Stateful inspection is an extension of the idea of an access control list (ACL), to include not only access restrictions based upon source and destination IP-addresses, but also dependent
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upon the protocols and services requested. Thus, for example, it might be appropriate to allow messages to traverse the firewall to and from the Intranet email server, but only when a suitable mail transfer protocol is used. By such means, the use of network management protocols (e.g., SNMP) by external parties could be prohibited.



Network address translation (NAT) Network address translation (NAT), as we discussed in Chapter 5, allows a ‘private’ IP addressing scheme to be used in an intranet. Rather than having to get a public IP address allocation for all the devices connected to the intranet, a company can simply think up its own addressing scheme (for example, using the IANA ranges reserved for private addressing — 192.168.x.x or 10.x.x.x.) Addresses in the private address ranges allocated by IANA (Internet Assigned Numbers Authority) have only ‘local significance’. In other words, they are not publicly recognised IP addresses, and will not be forwarded across the public Internet. The main advantage of a ‘private’ IP-addressing scheme is the fact that intranet and other IP network operators need not obtain official public IP address range allocations. But when the ‘private’ network is to be connected for communication with the public Internet, network address translation (NAT) becomes necessary. Thus, if the web server of Figure 13.7 has an intranet IP address of, say 10.45.24.2, then the web server could not be reached by public Internet users. In order that the web server can be reached, a public IP address needs to be allocated to it. Let us assume that the allocated public address is 173.145.23.5. Then packets sent from Internet users to the web server will have an IP packet header with the address 173.145.23.5 indicated as the destination IP address. The router at the entry point to the intranet needs to translate this number (an act called network address translation) to the IP address of the web server as known within the intranet (i.e., 10.45.24.2). Similarly, any reply packets sent by the web server to the external destination will initially have an indicated source IP address (in the IP-packet header) of 10.45.24.2. This address also needs to be appropriately translated by the exit router to the publicly recognised address 173.145.23.5. The ‘security’ advantage of using ‘private’ IP address schemes and network address translation (NAT) in conjunction with intranets which are connected to the Internet, is that only allowed hosts within the intranet are able to be communicated with from the ‘outside’ and untrusted world of the Internet. Communication between the Internet and the intranet has to be ‘specifically permitted’. From an administrative point of view this has potential benefits — particularly in large networks with large numbers of users. Users have to request permission — they cannot just ‘slip by’.



Multi-stage firewalls Multi-stage firewalls are more secure than simple single stage firewalls. In a multi-stage firewall (as illustrated in Figure 13.8) a demilitarized zone (DMZ) exists between the ‘public’ Internet and the ‘protected’ intranet. The demilitarized zone is like the ‘no-man’s land’ sometimes found along the border between warring countries. In order to cross the border between warring countries, you first have to cross the ‘no man’s land’. You are subjected to severe checks by each of the two countries border patrols, and you have an uncomfortable walk across the barren ‘no-man’s land’.



DMZ (demilitarized zone) The demilitarized zone (DMZ) of a multi-stage firewall is a quarantine area sandwiched between relaying routers which connect on either side to the ‘public’ (and untrusted) Internet
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The demilitarized zone (DMZ) of a multi-stage firewall.



and the ‘private’ (and to be protected) intranet. Communications between the Internet and the intranet have to cross the demilitarized zone (DMZ) and are thus subject to the various communication checks which are performed within it. Application proxy servers and proxy agents, as well as content filters, virus scanners and intrusion detection devices control this area. The two relaying routers typically both employ network address translation (NAT), and a different IP-address scheme is used in the DMZ than in either the Internet or the intranet. The double use of NAT prevents any possibility of ‘bypassing’ the DMZ. Thus a packet originating from the Internet first has to traverse a router into the DMZ. The destination IPaddress indicated in the IP packet might be the public IP address of the mail server in the intranet, but the address will first be translated to the DMZ-IP-address of the mail proxy server in the DMZ. The proxy will check the packet, and then relay it to the DMZ-exit/intranet-entry access router, where the destination IP-address is once again translated — this time to the intranet IP address of the destination mail server. Any packets which try to bypass the mail proxy in the DMZ will have a source address not allowed by the access list (ACL) of the second router, and also will have unknown destination IP addresses.



Proxies There are two types of proxies — proxy servers and proxy agents. As their names suggest, both types perform a proxy (or substitute) role — either taking on the role of a server (a proxy server does this) or of a client (a proxy agent performs this function). In the case of a multistage firewall, the proxy servers (and proxy agents, if used) are located on hardware in the demilitarized zone (DMZ) part of the network.
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Figure 13.9 The relaying function of a proxy server.



As far as the untrusted client (the Internet user) is concerned, the proxy server does not exist. All IP packets are addressed and sent as if they will travel directly to the application server in the intranet (behind the firewall). In reality, the packets are forwarded by the firewall routers first to the proxy server in the demilitarized zone (marked (P) in Figure 13.9). The proxy server will inspect the contents of the IP packet, taking into account the application protocols, any application layer user names, the nature of the service requested and maybe even the contents of any other data enclosed in the packet. Only once the proxy server is satisfied that the incoming packet is from an ‘acceptable’ origin with a bona fide request, is the packet relayed on to the ‘real’ application server. ‘Unacceptable’ packets are either rejected (e.g., with an application protocol rejection or a suitable ICMP (Internet control message protocol) response) or simply ignored. The use of proxy servers can be a valuable way of preventing service attacks or denialof-service (DOS) attacks on web servers. Certain service attacks on web servers try to ‘crash’ the web server by overloading it with requests. The result is the denial-of-service (DOS) to other bona fide customers. By using a proxy server to filter the requests to the web server, the rate at which new requests are relayed to the application server can be controlled to prevent server overload. Proxy agents are devices which receive messages from servers and convert them into a form which can be understood by the client software. Such proxy agents are widely used in the network management field (as we saw in Chapter 9): for example, to convert standard network management protocols such as SNMP (simple network management protocol) into ‘proprietary’ network management protocols used in certain manufacturers’ networking equipment. Proxy agents, however, are rarely used in firewalls. Packets leaving the intranet are generally assumed not to pose a risk to the clients or other hosts that they are directed at.



SOCKSv5 The SOCKS protocol is intended to provide for secure client/server communication in the case that a firewall needs to be traversed. It provides a method for authenticated firewall traversal
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(AFT). In effect, it is an alternative to the use of a proxy server, and has the benefit of not requiring application-specific software to be developed especially for the proxy server. On the other hand, it is not as secure. SOCKS provides a generic connection-level technology for authenticating users, offering a variety of strong authentication methods. It also provides for application protocol filtering and an enhanced level of access control (though based on ‘generic’ rather than applicationspecific methods). SOCKS allows firewall traversal (following user authentication) by means of networking proxies at the transport layer. The current and most widely used version is SOCKS version 5 (SOCKSv5). This is defined in RFC 1928. SOCKS operates on TCP port 1080. A SOCKS system comprises a SOCKS server (which operates at the application layer) and a SOCKS client (which is ‘squeezed between’ the application and transport layers on the remote user’s machine (Figure 13.10). The SOCKSv4 protocol allowed for connection requests (traversing the firewall), for the setting up of proxy circuits and for the subsequent relaying of application data (as shown in Figure 13.10). The SOCKSv5 protocol works in the same manner, except with the addition of strong user authentication prior to acceptance of a connection request. A SOCKSv5 client attempts to establish a SOCKSv5 connection by sending a request, including the method herald (Table 13.2) to indicate which authentication method is to be applied. The SOCKSv5 server authenticates the request. An acceptance or rejection is then returned to the client, whereupon the SOCKSv5 client may send a SOCKSv5 proxy request. The SOCKSv5 server (usually a firewall) responds by setting up a SOCKSv5 proxy circuit. Thereafter application data can be relayed through the firewall.



Figure 13.10 SOCKS: a security technology and protocol for secure connection-oriented client/server communication. Table 13.2 Method value 00 01 02 03 to 7F FF



SOCKS authentication methods Method meaning



No authentication required GSS API (general security service application program interface) Authentication by username and password Values assigned by IANA No acceptable methods
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Content filters A content filter is a particular type of firewall proxy server, usually specially designed to filter the contents of incoming electronic mail messages bound for destinations within an intranet. In particular, the filter may be used to reject (either by deleting, ignoring or quarantining) incoming emails with particular ‘undesirable’ contents, for example: • emails containing known computer viruses; • SPAM emails (i.e., junk emails) from previously adjudged ‘undesirable’ email address origins; • emails containing attached files with particular ‘undesired’ data formats. Some companies, for example, ban video and MPEG-files, on the basis that such files are ‘rarely for business purposes’. Other file types which might be adjudged risky might include those types most likely to contain new viruses or worms (e.g., application files of .exe or .vdb types). Emails containing such file types might be quarantined for further attention of the firewall administrator, before being manually forwarded (if appropriate).



Virus scanners Virus scanners are a particular type of content filter, intended to detect incoming packets (particularly emails with file attachments) which contain known computer viruses, worms or trojan horses. Viruses and worms generally work to disrupt computer systems by feeding them with information to confuse or corrupt it. Trojan horses, meanwhile, attempt to breach firewalls by the placement of a ‘spy’ or ‘foreign body’ behind the firewall by means of an initial ‘bona fide’ communication. Once the trojan horse is in place, it is considered ‘trustworthy’ by the firewall, but then, like a spy starts to feed secret information to the external world.



13.5 Path protection The communication path itself is almost bound to run through public places and, in consequence, pass sources of potential eavesdropping, interception and disturbance. For highly secure communications, it is thus essential to take measures to protect the communications path from ‘tapping’ (Figure 13.11). The best path protection depends upon the right combination of physical and electrical telecommunication techniques, but from the serious eavesdropper there is no absolute protection. To reduce the risk of interception the path should be kept as short as possible and not used if electrical disturbances are detected upon it. For the most secure communication there is nothing better than sitting in the same room! In the early days of telephony, individual wires were used for individual calls and thus the physical paths for all callers were separate. Using dedicated communications circuits or even laying special cables provides a fair level of data communications security — especially preventing remote Internet ‘hackers’ from easy access to the network. The firms who build intranets (IP-based router networks intended exclusively for the use of employees) order their ‘own’ point-to-point leased lines from remote sites to their computer centre to ensure that only authorised callers can access their data. But for the determined eavesdropper the physical separation of a dedicated circuit or cable may be an advantage: it is much easier to identify a dedicated cable and tap into it at a manhole in the street than it is to find a single communication among a mass of others using the same medium. The latter is closer to the analogy of having to ‘find a needle in a haystack’. A very determined communications intruder can surround an individual copper cable (or even
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Figure 13.11 By protecting the path from access by third parties, the security of data in transport is increased.



Figure 13.12 Path protection in corporate IP-based networks: intranets, extranets, tunnelling and VPN.



a glassfibre one!) with a detection device (a modified standard cable measurement device) to sense the electromagnetic signals passing along the cable, and interpret these for his own use. On the other hand, a protected path carrying an encrypted signal provides a very high level of security!



Intranets, extranets, tunnelling and VPN The following are all networking methods intended to provide for path protection security in corporate IP-based data networks (see Figure 13.12): • intranet; • extranet; • tunnelling; and • VPN (virtual private network).
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An intranet is a dedicated set of routers, cables, LANs (local area networks) and data equipment intended for the exclusive use of the employees of a company. It is a ‘private’ network. No unintended third parties have physical connection to the network. In the case that the intranet needs to extend beyond the bounds of a single campus, this can be achieved by means of private circuits. These are point-to-point circuit connections between two end-points leased from the public telecommunications carrier for exclusive use. An extranet is an extension of an intranet, allowing secure access by pre-defined remote users to the data networking and processing resources of the intranet. An extranet uses the public Internet for the physical connection of the remote user and for the transport of data to and from the Intranet. The extranet is typically connected to the intranet by means of a firewall (with relevant holes made through the firewall to facilitate firewall traversal, as necessary). The term extranet does not describe a particular technology, but instead is a generic term for secure remote access via the Internet to an intranet. An extranet may be based upon any of a number of different path protection technologies. The two we shall describe later in this chapter in more detail are tunnelling and virtual private networking (VPN). A tunnel is a point-to-point connection of a remote user to the intranet. The most commonly used tunnelling technologies are: PPTP (point-to-point tunnelling protocol); L2TP (layer 2 tunnelling protocol), IPsec, mobile IP (also called IP mobility) and GRE (general routing encapsulation). We shall describe each of these in more detail later in the chapter. A VPN (virtual private network) is intended to allow the connection of a number of different locations in the ‘public’ Internet as if they were connected to a ‘private’ network (e.g., an intranet). Confusingly, sometimes the term VPN is used synonymously for the term extranet — i.e., as a generic term for remote user connection to an intranet. But VPN is also the name of a number of specific technologies which achieve the aim. One of the most popular VPN technologies is that based upon MPLS (multiprotocol label switching).1 The security of MPLS-VPN technology is considered by many companies good enough even for data transport of the ‘core’ Intranet inter-router connections. We shall describe it in more detail shortly.



Other important path protection considerations for network designers In addition to the path protection measures offered by intranets, extranets, tunnelling and VPN, network designers also need to consider less-obvious causes of possible data corruption or network intrusion. The electro-magnetic radiation emitted by high speed data cables, for example, can lead to corruption of information or data loss. This may be maliciously motivated or unintended. Radio jamming is often used in wars as a means of corrupting or interrupting enemy radio communication. But even when not maliciously intended, high speed data cables or power cables, when laid alongside one another, tend to cause crosstalk disturbances for speech and corruption problems for data. Both are examples of electro-magnetic interference (EMI). EMI has been a particular problem is recent years for companies running high speed LAN systems and for PC users who also have portable telephones. Careful cable route planning (including rigid observance of equipment operating conditions and specified maximum workable cable lengths) is therefore very important. Where radio is used as the communications path (you may not know this if you order a leased line from the telephone company), interception by eavesdroppers is made relatively simple. Protection of radio (both from radio interference and from eavesdropping) can be achieved at least to some extent by modern radio modulation techniques. Frequency hopping, for example, is a modulation method in which both transmitter and receiver jump different carrier frequencies every few seconds. Jumping about like this reduces the possible chance 1



See Chapter 7.
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of prolonged interference which may be present on a particular frequency, and makes it very difficult for eavesdroppers to catch much of a conversation or data communication.



The effects of statistical multiplexing and datagram routing The statistical multiplexing method (packet switching) used for modern data and IP (Internet protocol) communication, as we discussed in the early chapters of this book, makes it possible for many different communications to coexist on the same physical cable at the same time. On the one hand this makes it harder to perform interception through tapping since the electrical signal carried by the wire has to be decomposed into its constituent parts before any sense can be made of a particular communication. On the other hand, it may mean that an electricallycoded version of your data is available in the machine of someone you might like to keep it from. A message sent across a (shared medium) LAN, for example, may appear to go directly from one PC to another. In reality the message is broadcast to all PCs connected to the LAN and the LAN software is designed to ensure that only the intended recipient PC is activated to decode it! The secure solution to this problem is to use virtual bridging LAN (VLAN) technology. This requires the use of LAN switches as opposed to LAN hubs (LAN switches and hubs we explained in Chapter 4). In theory, the Internet protocol (IP), by exploiting its potential for datagram routing, has the means to provide for quite secure transmission of long, multiple packet messages. Theoretically, the IP forwarding of individual packets independently from one another (so-called datagram routing) could lead to the use of different paths being used by different packets, even though they are transported from the same source to the same destination. Sometimes this is claimed as a ‘security benefit’ of datagram routing and the Internet protocol (IP). In practice, however, any stream of packets passing from a single source location to a single destination location across an IP-based router network will tend to follow the same path. This is a consequence of the manner in which the routing protocols work. The routing protocols always calculate a single ‘shortest’ routing path and favour this single route from source to destination. This has benefits for the application protocol since the receipt of packets is ‘predictable’. Packets are received in the right order and each is subjected to a similar path propagation delay. But the ‘cost’ of better application and network performance is lower security of data during transmission. We continue with a review of ‘real’ path protection techniques in detail.



VLAN (virtual bridged LAN) By splitting a campus or other complex local area network (LAN) into a series of smaller VLANs (virtual LANs or virtual-bridged LANs), a network administrator may derive a number of benefits.2 Figure 13.13 illustrates how VLAN technology (defined by IEEE 802.1q and IEEE 802.1p) provides the ability to create separate layer 2 broadcast domains for the distribution of packets, even though the individual ports or MAC addresses are spread across different LAN switches. For some network administrators, the data security benefits are the main reasons for VLAN deployment. The security benefits of VLANs are of a ‘path protection’ nature: • the local area network (LAN) may be structured and subdivided into VLANs reflecting the organisational structure of the company. This gives all departmental users equal access to shared files and other resources but on a closed user group (CUG) basis. Unauthorised employees of other departments (who are not members of the VLAN) do not get such easy access; 2



See Chapter 4.
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Figure 13.13 Using VLANs to segregate large campus networks and LANs into defined closed user groups.



• VLAN technology (IEEE 802.1p) allows packet carriage across the LAN or router backbone network to be prioritized, giving higher priority to certain users, as defined to belong to a particular VLAN. The membership of a VLAN may be defined according to one of the following three schemes: • port-based VLANs(Class 1 VLANs) — the individual switch ports (and all connected devices) belong to the VLAN; • MAC address-based VLANs (Class 2 VLANs) — individual device MAC addresses are defined in the VLAN configuration server to belong to one or more VLANs. The advantage of basing the VLAN on MAC addresses is that no network reconfiguration is necessary when a particular device is moved from one port to another; • upper layer protocol (ULP)-based VLANs (Class 3 VLANs) — define VLAN members as all endpoints (service address points) of a particular protocol type (e.g., for conveniently splitting multiprotocols on the same network, such as IP, IPX, Appletalk, etc.) Individual switch ports, MAC addresses or protocols may be configured to belong to multiple VLANs. The configuration itself is carried out manually by the network administrator. But once the membership of the VLAN has been defined and the VLAN identifier (VID) has been allocated, the network automatically takes over the necessary VLAN network functions. Figure 13.14 illustrates the VLAN tagging of layer 2 (ethernet LAN) frames (as defined by IEEE 802.1q) to incorporate the VLAN identifier (VID) and the user priority defined by IEEE 802.1p. The use of the VLAN tag in conjunction with ethernet LANs is defined by the standard IEEE 802.3ac. The tag protocol identification (TPID) indicates which layer 2 protocol is in use. The canonical form identifier (CFI) indicates the bit order of address information.



Tunnelling Tunnelling is sometimes referred to as ‘dial-type VPN (virtual private network)’. Figure 13.15 illustrates a typical application of tunnelling. A remote extranet client gains access to his
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Figure 13.14 VLAN tag-format (IEEE 802.1q).



Figure 13.15 The use of tunnelling.



company’s intranet by means of a dial-up telephone connection and the Internet. The dial-up connection is usually terminated by a network access server (NAS), sometimes also referred to as a remote access server (RAS). Formerly the term terminal access controller was also used to describe similar devices which offered ‘dial-in terminal connections’. The network access server (NAS) employs a standard means of user identification, authentication and authorisation (e.g., PAP, password authentication protocol; CHAP, challenge handshake authentication protocol; or TACACS, terminal access controller access control system). Having authenticated and authorised the user, the NAS sets up a tunnel through the Internet to the remote intranet. The tunnel is created using one of a number of alternative tunnelling protocols. The tunnelling protocol provides for the encapsulation of intranet packets. A tunnel makes the remote user (the ‘extranet client’ of Figure 13.15) appear to the intranet to be directly connected.
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Thus the intranet IP packet and a layer 2 (datalink) header, if appropriate, are simply ‘packed into’ (i.e., encapsulated ) within the payload of the tunnelling protocol to traverse the Internet. The tunnelling protocol, in turn, is carried by an IP packet of the Internet. The overall effect is that an intranet IP packet is carried encapsulated within an Internet IP packet. Tunnelling is synonymous with encapsulation. You might ask, what makes encapsulation inherently so secure? The answer is ‘nothing’. But what makes tunnelling protocols secure is the use of encryption for protecting the encapsulated payload of the tunnel. Thus the tunnel from the NAS to the intranet of Figure 13.15 is secure, because the communication is encrypted during this part of its path. Although in theory, most tunnelling protocols allow for the establishment of both incoming call tunnels (from the NAS incoming to the intranet) and outgoing call tunnels (from the intranet to the NAS), generally the tunnel is NAS initiated (i.e., incoming). Tunnels are normally connected to the relevant intranet via a firewall. The SOCKS protocol discussed earlier, or some other hole in the firewall is used to allow firewall traversal.



GRE (generic routing encapsulation) The generic routing encapsulation (GRE) protocol (defined in RFC 1701) provides for a flowand congestion-controlled ‘encapsulated datagram’ (i.e., tunnelling) service. The GRE protocol defines a header for the encapsulated payload as illustrated in Figure 13.16. The complete GRE protocol data unit (header and encapsulated payload) itself becomes the payload of a delivery protocol (e.g., IP — Internet protocol). The protocol is coded as follows. C is the checksum-bit. In the case that this bit is set at value ‘1’, a checksum field is present in the header. R is the routing-bit. In the case that this bit is set at value ‘1’, a source routing field is present in the header, and if the s-bit (strict source-bit) is also set at value ‘1’, then the routing information provided in this field is a strict source route. K is the encryption key-bit. In the case that this bit is set at value ‘1’, a key-field is included in the GRE header. S is the sequence number bit. In the case that this bit is set at value ‘1’, a sequence number field is included in the header. The sequence number field may be used in the case that a transport protocol (such as TCP or UDP) is not used as the delivery protocol. The sequence number and checksum fields provide optional transport layer functionality for the GRE protocol.



Figure 13.16 GRE (generic routing encapsulation): protocol format.
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General routing encapsulation (GRE) protocol types [ethernet numbers]



Ethernet number (protocol type) 0800 0806 8035 814C 86DD 877B 867C 867D 880B 8847 8848



Protocol Internet protocol version 4 (IPv4) Address resolution protocol (ARP) Reverse address resolution protocol (RARP) Simple network management protocol (SNMP) Internet protocol version 6 (IPv6) TCP/IP compression IP autonomous systems Secure data Point-to-point protocol (PPP) Multiprotocol label switching (MPLS) unicast Multiprotocol label switching (MPLS) multicast



The recursion control (recur) field is a 3-bit number (value 0 to 7) which indicates how many additional encapsulations are permitted (i.e., how many ‘tunnels within tunnels’ are allowed). The default setting is value ‘0’. The version (ver) number (a 3-bit field) should be set to value ‘0’. The protocol type field contains the protocol type of the payload packet. The allowed protocol types are so-called ethernet numbers, as listed in Table 13.3. The optional offset field indicates the number of octets from the start of the routing field to the first octet of the active source route entry to be used next. The checksum included in the optional checksum field conforms to standard IP suite practice: the value is the one’s complement checksum of the GRE header and the GRE payload. Finally, the key-field (if included) contains a four octet number inserted by the GRE encapsulator and used by the receiver to authenticate the source of the packet. The GRE protocol specification does not provide any advice on the use of encryption. Instead it is a pure encapsulation protocol. If encryption is required, this can be carried out using an appropriate encryption protocol header coded within the first part of the GRE payload.



PPTP (point-to-point tunnelling protocol) The point-to-point tunnelling protocol (PPTP — RFC 2637) is used mainly for client-initiated creation of tunnels between Microsoft PPTP clients and Microsoft servers. The protocol is designed to carry encapsulated PPP (point-to-point protocol) packets in an encrypted format. PPTP was developed by Microsoft, in conjunction with US Robotics (now part of 3Com). Recently the protocol has been largely superceded by L2TP (layer 2 tunnelling protocol), which is in effect an improved version of PPTP. As the name suggests, PPTP is intended to be used to create point-to-point tunnel connections via the Internet to corporate IP-networks (intranets). Such connection are sometimes also called extranet or VPN connections as we saw earlier. A PPTP tunnel is created between a PPTP access concentrator (PAC) client and a PPTP network server (PNS) as illustrated in Figure 13.17. The tunnel may be established in either direction. Typically the PAC is a network access server (NAS), or as Microsoft calls it, a remote access server (RAS), as we saw in Figure 13.15. The PNS is typically a WindowsNT or Windows 2000 server. PPTP uses separate control and data channels. The control channel, which is carried by means of TCP (transmission control protocol) is used for the authentication of the user. Once the user has identified himself/herself and been authenticated, he/she may request the establishment of a tunnel (i.e., a data channel ). The data channel is carried by means of
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Figure 13.17 PPTP (point-to-point tunnelling protocol): access concentrator and network server.



the GRE (generic routing encapsulation) protocol, carried directly on IP (Internet protocol) discussed earlier. The data channel employs the source route data option of GRE — coding the GRE routing field appropriately. Before tunnelling can commence between a PAC and a PNS, a control connection must be established (on TCP port 1723). The control channel may be established by either the PAC or the PNS. The control connection is maintained (i.e., ‘kept-alive’) until cleared by echo messages. The messages are designed to detect any connectivity failure — and therefore prevent the potential for re-routing the tunnel (e.g., by third parties). The PPTP control channel carries call control and management information messages, as listed in Table 13.4. Once the control channel is established (following proper authentication), either the PAC or the PNS may request the establishment of a tunnel. The tunnel is established between a PAC/PNS pair. The tunnel comprises PPP (point-to-point protocol) packets carried between the PAC and the PNS encapsulated in an adapted form of the GRE packet format (illustrated in Figure 13.18). PPTP data packets are carried directly by IP (i.e., do not use a transport protocol like TCP or UDP). The key-field in the header indicates which PPP session the packet belongs to. A sliding window protocol (similar to that used in TCP, as we discussed in Chapter 7) is used for PPTP data channel flow control. Multiple packet acknowledgement (cumulative acknowledgement) is possible using a single ACK message.



L2TP (layer 2 tunnelling protocol) The layer 2 tunnelling protocol (L2TP) is a protocol which facilitates the tunnelling of PPP packets across a network in a manner which is transparent to both end-users and the applications which they are using. It bears a number of similarities to PPTP (point-to-point tunnelling protocol) from which it was developed, but uses a combined control/data channel (rather than separate control and data (tunnel) channels). The control/data channel (tunnel) is carried on port 1701 by UDP (user datagram protocol) as the transport protocol. L2TP is defined by RFC 2661. The typical use of the layer 2 tunnelling protocol (L2TP) is for the dial-up (i.e., extranet or VPN) access of remote users to an Intranet on a point-to-point (tunnel) basis (Figure 13.19). Once the tunnel has been established (by means of a control connection), a number of L2TP sessions may be established to use the tunnel simultaneously. As a layer 2-based tunnelling protocol, L2TP has been conceived to allow L2TP sessions to extend beyond the tunnel itself
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PPTP control channel: control and management messages Message code



Message sent by



Message purpose



Start-ControlConnectionRequest Start-ControlConnectionReply



1



PAC or PNS to peer



2



PAC or PNS to peer



Stop-ControlConnectionRequest Stop-ControlConnectionReply Echo-Request



3



PAC or PNS to peer



4



PAC or PNS to peer



Sent by either partner to request the establishment of a PPTP control connection. Sent in response to the StartControl-Connection-Request. A result code indicates the result of the attempt to start the PPTP control connection. Sent to inform the peer partner that the PPTP control connection should be closed. Sent in response to a Stop-ControlConnection-Request.



5



PAC or PNS to peer



Echo-Reply



6



Outgoing-CallRequest



7



PAC or PNS to peer PNS to PAC



Outgoing-CallReply



8



PAC to PNS



Incoming-CallRequest



9



PAC to PNS



Incoming-CallReply



10



PNS to PAC



Incoming-CallConnected



11



PAC to PNS



Call-Clear-Request



12



PNS to PAC



Call-DisconnectNotify



13



PAC to PNS



Error reporting



WAN-Error-Notify



14



PAC to PNS



PPP Session Control



Set-Link-Info



15



PNS to PAC



Control connection management



Call Management



Message name



Sent by either partner as a ‘keep-alive’ message for the PPTP control connection. Sent in response to an Echo-Request message. Sent by the PNS to indicate that an outbound call from PNS to PAC is to be established and provides call details. Sent by the PAC to indicate whether the Outgoing-Call-Request attempt was successful or not. Sent by the PAC to indicate that an inbound call from PAC to PNS is to be established and provides call details. Sent by the PNS to indicate whether the Incoming-Call-Request attempt was successful. Sent by the PAC in response to a received Incoming-Call-Reply message from the PNS (3-way handshake for incoming calls). An indication from the PNS to the PAC that a call (incoming or outgoing) is to be disconnected. A notification from the PAC to the PNS that a call has been disconnected. Indicates an error on the wide area network which forms the end-user to PAC connection (e.g., a dial-in network) Sent by the PNS to set PPP (point-to-point protocol) options.



534



Data network security



Figure 13.18 PPTP (point-to-point tunnelling protocol): protocol format.



Figure 13.19 Use of L2TP (layer 2 tunnelling protocol).



(as shown in Figure 13.20). This reduces the workload of the LAC (L2TP access concentrator) in that it need not terminate L2TP sessions (it need only relay them). It also allows for simpler encryption of the transported data for the entire length of the extranet connection. The layer 2 forwarding capabilities of L2TP are derived from the proprietary Cisco-developed protocol L2F (layer 2 forwarding). In effect, L2TP is a ‘mixture’ and further development of
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Figure 13.20 Layer 2 tunnelling protocol (L2TP): L2TP tunnels and L2TP sessions.



Figure 13.21 Layer 2 tunnelling protocol (L2TP): protocol format.



L2F and PPTP. Its PPTP roots can be found both in the protocol header format (Figure 13.21) and in the range of control messages (Table 13.5). But be careful, there are important differences between L2TP and PPTP! An L2TP tunnel comprises a control connection and zero or more L2TP sessions. The tunnel carries encapsulated PPP datagrams and control messages between the LAC and LNS. A ‘virtual’ PPP connection is thereby created. The tunnel is secured by means of IPsec encryption (as defined in RFC 3193). The tunnel protocol comprises both control and data messages, both with the same format (Figure 13.21). The T(type) bit indicates whether the L2TP packets contain a data message (value ‘0’) or a control message (value ‘1’). The L(length)-bit indicates (when set at value ‘1’) that a length field is present. The X-bits are not used but are reserved for future use (they are all set at
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Message type Control connection management



Message name Start-ControlConnectionRequest (SCCRQ) Start-ControlConnectionReply (SCCRP) Stop-ControlConnectionConnected (SCCCN) Stop-ControlConnectionReply (StopCCN) [reserved] Hello (HELLO)



L2TP control messages



Message code



Message sent by



Message purpose



1



LAC or LNS to peer



2



LAC or LNS to peer



3



LAC or LNS to peer



Sent by either partner to request the establishment of a L2TP tunnel and control connection between LNS and LAC. Sent in response to the StartControl-Connection-Request to indicate that the establishment of a tunnel should continue. Sent in reply to an SCCRP to complete tunnel establishment.



4



LAC or LNS to peer



5 6



Call Outgoing-CallManagement Request (OCRQ)



7



LNS to LAC



Outgoing-CallReply (OCRP) Outgoing-CallConnected (OCCN)



8



LAC to LNS



9



LNS to LAC



Incoming-CallRequest (ICRQ)



10



LAC to LNS



Incoming-CallReply (ICRP) Incoming-CallConnected (ICCN)



11



LNS to LAC



12



LAC to LNS



[reserved] Call-DisconnectNotify (CDN) WAN-Error-Notify (WEN)



13 14



LAC to LNS



15



LAC to LNS



Set-Link-Info (SLI)



16



LNS to LAC



Error reporting



PPP Session Control



Sent by either LNS or LAC to shut down a tunnel and close the control connection. This message is a ‘keep-alive’ message for maintaining the tunnel. Sent by the LNS to indicate that an outbound call from LNS to LAC is to be established and provides call details. 2nd step of a 3-way handshake for setting up outgoing calls (L2TP sessions). Sent by the LNS in response to a received Outgoing-Call-Reply message from the LAC (3-way handshake for outcoming calls). Sent by the LAC to indicate that an inbound call from LAC to LNS is to be established and provides call details. 2nd step of a 3-way handshake for setting up incoming calls (L2TP sessions). Sent by the LAC in response to a received Incoming-Call-Reply message from the LNS (3-way handshake for incoming calls). A notification from the LAC to the LNS that a call has been disconnected. Indicates an error on the wide area network which forms the end-user to LAC connection (e.g., a dial-in network). Sent by the LNS to set PPP (point-to-point protocol) options.
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value ‘0’). The S-bit, when set to value ‘1’, indicates that sequence number fields are present in the header. Sequence numbers used on the control channel but not on the data channel. The Ns-field value indicates the sequence number of the message in which the value appears. Ns values are incremented in each subsequent packet sent, starting at value ‘0’ at the start of a session. The Nr-field value indicates the sequence number of the next expected control message. This is used to acknowledge received packets and thus to undertake data flow control (as we discussed in Chapter 3). The O(offset)-bit indicates (when set at value ‘1’) that an offset field is included in the L2TP header. The P(priority)-bit (when set at value ‘1’) indicates that the message should receive preference. The session-ID-field contains the session identifier. This identifies the particular L2TP session within an L2TP tunnel (Figure 13.20) to which the packet belongs. It is important to note that two different session-ID numbers are used at either end of a session. The entire L2TP packet including payload and L2TP header is sent within a UDP datagram (port 1701). Tunnel establishment takes place by means of control messages (Table 13.5). The establishment commences with a control connection request. Tunnel authentication takes place during the control connection establishment by a simple CHAP-like authentication system based upon a single shared secret. Once the L2TP control connection is established, individual L2TP sessions can be created. During an L2TP session, L2TP data packets are exchanged between the remote system and the LNS (Figure 13.20). A three-way message handshake (Table 13.5) is used to set up a session (i.e., a call ). Tunnels maintain a queue of control messages for the peer. The message at the front of the queue is sent when the appropriate Nr sequence number value is received. The following RFCs define security methods relevant to the use of the layer 2 tunnelling protocol (L2TP): • RFC 2661: the layer 2 tunnelling protocol • RFC 2809: the use of RADIUS (remote authentication dial-in user service) with L2TP • RFC 2888: secure remote access using L2TP • RFC 3070: L2TP and frame relay • RFC 3145: L2TP disconnect cause information • RFC 3193: securing L2TP using IPsec encryption (this is the assumed ‘default’ configuration of L2TP).



L2F (layer 2 forwarding) The layer 2 forwarding (L2F) protocol (as defined in RFC 2341) is a proprietary Ciscodeveloped protocol which allows for tunnelling (i.e., encapsulation) of the link layer frames and higher protocols within IP. The aim of the protocol was to decouple the location of the initial dial-up server from the point at which the protocol is terminated and network access (to the intranet) is provided. It has been largely superseded by L2TP (layer 2 tunnelling protocol). Like L2TP, L2F uses UDP port 1701 and the Internet protocol. Alternatively, L2F packets may be carried by frame relay or ATM (asynchronous transfer mode) networks. L2F and L2TP packet formats are somewhat similar, but may be distinguished by means of the version number (ver) field value (Figure 13.21). L2F packets have their version field value set at ‘1’. The L2TP version value is ‘2’. Version ‘0’ is GRE (generic routing encapsulation). The L2F equivalent of the L2TP network server (Figures 13.19) is called the home gateway (HGW).
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Mobile IP — another use of tunnelling Mobile IP, also called IP mobility, is defined in RFC 3344. It was developed to provide a secure and reliable means of communication with mobile IP devices, without the mobile device (called the mobile node) having to change its IP home address. In this way, a communication partner may continue communication with the mobile node without interruption, no matter what the location of the foreign link (this is the name of the current physical attachment point of the mobile node). Mobile IP relies upon tunnelling. As shown in Figure 13.22, the mobile node is connected to the Internet or IP-based network by means of a foreign link and a foreign agent. The IP address of this location is the current care-of-address of the mobile node. The foreign agent registers the care-of-address with the home agent. During the registration, the home agent must authenticate the mobile node, after which a secure tunnel is established to the foreign agent (using the care-of-address). Any packets received for the mobile node by the home agent are simply forwarded over the tunnel. The mobility binding is the record held by the home agent of the current authenticated care-of-address for a given mobile node. The visitor list, meanwhile, is the list maintained by a foreign agent of all the mobile nodes currently visiting it. The tunnelling methods intended to be used in conjunction with mobile IP are either IP in IP encapsulation (as defined in RFC 2003) or the generic routing encapsulation (GRE), discussed earlier (and defined in RFC 1701). The main advantage of the mobile IP protocol is the ability of communication partners to continue to communicate with mobile IP devices without having themselves to track the current location and care-of-address (i.e., foreign link attachment point) of the mobile node. Communication can be maintained, even if the mobile node changes location during the communication session. It was intended, in particular for secure IP communication over packet radio networks. The major security risk associated with mobile IP is the authentication of the mobile node.



Figure 13.22 Mobile IP: network components and the operation of IP mobility.



Path protection



539



Ascend tunnel management protocol (ATMP) The Ascend tunnel management protocol (ATMP) defined in RFC 2107 laid some of the roots for mobile IP. Specifically, the protocol allows for tunnelling (like Figure 13.22) between a foreign agent in a network access server (NAS) and a home agent (HA). In this way, the protocol allowed for simple mobility based upon dial-in by the mobile node. Having dialled-into the network, a mobile node may utilize a fixed home network address to receive communications. Unlike Mobile IP, the ATMP mobile node is not able to roam between different foreign agents during a single communications session. Instead, a single NAS will provide the physical connection for the remote client for the duration of the session.



Virtual private network (VPN) Virtual private networks (VPNs) interlink pre-defined end-points connected to a public network in a manner which guarantees private or closed user group (CUG) communication between the parties. As far as the end-points are concerned, they appear to be linked to one another by a private network. Figure 13.23 illustrates the idea of closed user group (CUG) networking between endpoint connections interlinked by means of a public network. To a given exit connection from the network for which a CUG has been defined, only pre-determined calling connections (as recorded within the network) are permitted to make calls. Typically a small number of connections within a CUG are permitted to call one another. Additionally, they may be able to call users outside the CUG, but these general users will not be able to callback. In effect, communication to a member of the group is closed except for the other members of the group, hence the name. CUG services are generally offered in ISDN, frame relay and ATM networks. The critical quality about closed user groups (CUGs) or virtual private networks (VPNs) is that the members of the CUG or VPN are recorded within the network. Neither CUG nor VPN techniques rely upon identification or authentication information provided by callers. As a result they are far more secure.



Figure 13.23 The principle of closed user groups (CUGs) and virtual private networks (VPNs).
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Because VPN links and networks provided across a public network are immune to unwanted third-party intrusion, they are nowadays used by many enterprises not only for connection of remote users to an intranet, but may also be used as a ‘trunk network technology’ for links between routers in the ‘core part’ of the intranet itself. There are various different alternative ‘secure’ VPN technologies. The most popular is VPN based upon MPLS (multiprotocol label switching). As we saw in Chapter 7, MPLS relies upon the addition of a flow label or tag to a stream of packets between pre-defined connection endpoints for fast relaying of the packets across an MPLS router network. The fact that the flow labels are determined by the network devices and not provided (as in the case of IP-header information) by the end-user devices, makes for the security of MPLS-based VPN. The principal advantage of using virtual private network (VPN) services of public IPbackbone operators and telecommunications carriers is their low price. A VPN link can be much cheaper than a dedicated leaseline connection between two endpoints when relatively low volumes of data are to be carried across long distance connections. The major drawback of using carrier VPN services is the fact that the network is shared between all the other public network users. As a result, the quality of service (QOS) can be unpredictable and uncontrollable. To overcome this problem, MPLS VPN and BGP/MPLS VPN variants allow for the implementation of VPN with or without QOS guarantees. By contracting to provide a QOS-guaranteed VPN service, a public carrier may guarantee a number of different network performance parameters, including minimum guaranteed bit rate, maximum end-to-end packet delay, etc.



Other path protection considerations In the immediately preceding sections of this chapter, we have reviewed path protection mechanisms, including tunnelling and VPN, which are intended to prevent stealing of data by third parties. These mechanisms are designed greatly to increase the security of the IP-suite communications protocols themselves. But in addition to such precautions, network designers and operators should also consider a number of other path risks. We discuss next the problems caused by EMI (electromagnetic interference) and the risks of radio communication links.



EMI (electro-magnetic interference) Electromagnetic Interference has recently become a significant problem as the result of high power and high speed data communications devices (e.g., mobile telephones and office LAN systems). EMI can lead to corruption of data information and general line degradation, particularly with intermittent and unpredictable errors. Such problems may be caused by bad data network design or installation. Alternatively, they could result from the jamming attempts of a malicious third party. The problem of EMI is recognised as so acute that a range of international technical conformance standards has been developed which define the acceptable electromagnetic radiation and compatibility of individual devices. In practice, the most common problems are experienced with high speed data networks (eg LANs), particularly when the cabling has not been well designed. Simple network design and operations precautions are: • the rigid separation of telecommunications and power cabling in office buildings; • the use of specified cable material only; and, • the rigid observance of specified maximum cable lengths.
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Radio transmission, LANs and other broadcast-type media Broadcast-type telecommunications media, while otherwise being technically very reliable, are not well suited to high security applications. Many celebrities have discovered to their cost just how easily mobile telephones (cellular radio handsets) can be intercepted. But other broadcast telecommunication media may not be so apparent to users — satellite, LANs and radio-sections of leaselines rented from the telephone company. Satellite transmission has proved to be one of the most reliable means of international telecommunication. Satellite media do not suffer the disturbances of cables by fishing trawlers and by sharks and achieve near 100% availability over long periods of time. But from a security standpoint, just about anyone can pick up a satellite signal. Thus satellite pay-TV channels need much more sophisticated coding equipment than do cable TV stations to prevent unauthorised viewing. Local area networks (LANs) of interconnected PCs work by broadcasting information across themselves. So while LANs achieve a very high degree of connectivity (particularly those connected to the public Internet network), they could also present a security risk for sensitive information (unless VLANs are carefully deployed as we discussed earlier).



13.6 Network entry or access control By controlling who has access to a network we minimise both intentional and unintentional disturbances to communication, in much the same way we might reduce the road hold-ups, hazards and hijacks by limiting the number of cars on the road. The simplest way of limiting network access is to restrict the number of network connections. Without a connection, a third party cannot access a network and cannot cause disturbance. Like destination access control methods, entry to a network can be protected by password or equivalent software-based means. The simplest procedures require a user to ‘log on’ with a recognised username, and then be able to provide a corresponding authorisation code, password or personal identification number (PIN). Password-based network access control mechanisms have a lot in common with password-based destination access control mechanisms. Indeed, you may be wondering why it is worth making any distinction. There are three main distinctions between network access control and destination access control: • network access control does not even allow contact with the destination server until after successful user authentication; • the maintenance of the permitted combinations of user and accessed applications is more challenging to maintain for network access control, because of its distributed nature; but • the authentication of users may be more reliable (you can’t claim to be in London, if you’re connected to an access node in New York!). By denying access to the network, an intruder is denied even temporary access to his target server. (In contrast, when destination access control is employed, the user (or intruder) is logged on to the destination server even during the user authentication phase). The drawback of performing user authentication at the network entry point, is that this is a distributed task. Each user connection line and each network ingress point counts as a network entry point, and at each one, there has to be a record of which target applications each individual user is allowed to access. The distributed and duplicated nature of the database (about which users are allowed to access which applications) makes the maintenance of the
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network access database more difficult than maintaining a single list of allowed users in a destination server. In the case that users can be authenticated simply by virtue of determining which network connection line (network access line) is originating a communication, the user authentication will be much more reliable. It is potentially much harder to spoof another persons identity when network access control security is used.



AAA (authentication, authorisation and accounting) During the initial access to a network and the establishment of a communications path, the first network node is usually made responsible for authentication, authorisation and accounting (AAA). Authentication is the process under which the identity of the calling user is determined and confirmed. The process of authorisation determines whether the user is allowed to access the given destination or use the particular service as requested. Having authenticated and authorised the user, the appropriate accounting procedure and rate is determined. This governs the charges which will be levied on the user for network and service use.



NAS (network access server) A network access server (NAS) provides for network access control to Internet and IP-based router networks (see Figure 13.24) in the case of users employing dial-in telephone connection lines. The network access server (NAS) performs three main functions: • physical interfacing to both the IP-network and to the telephone network (either the PSTN (public switched telephone network) or ISDN (integrated services digital network) by means of a modem pool);



Figure 13.24 Network access server (NAS): performs network access control for dial-in users of IP networks.
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• interworking of relevant data protocols, including the logical termination of PPP LCP (point-to-point protocol link control protocol) which is used on the telephone network part of the connection; and • authentication, authorisation and accounting (AAA) of dial-in users. The authentication of dial-in users by the NAS may use a number of different techniques. Most commonly, the PPP PAP/CHAP protocols are used (as explained earlier). Alternatively, a calling line identity (CLI), as explained next, may be used.



Calling line identity (CLI) Calling line identity (CLI) is a feature available on telex networks, on X25 packet-switched data networks and on modern ISDN telephone networks. The network (and not the caller himself) identifies the caller to the receiver, thus giving the receiver absolute confidence in the authenticity of the calling user’s identity. This gives the receiver the opportunity to refuse the call during the connection establishment phase, if it is from an unauthorised calling location (see Figure 13.25). Call-in to a company’s computer centre can thus be restricted to remote pre-authorised company locations. Password protection should additionally be applied as a safeguard against intruders (e.g., the office cleaner!) in the remote sites. Not all systems which might appear to offer the calling line identity are reliable. Fax machines and fax messaging software, for example, often letterhead their messages with ‘sent from’ and ‘sent to’ telephone numbers. These addresses are unreliable. They are only numbers which the machine owner has programmed in himself.



Callback A popular method of authenticating callers who access company data networks by means of dial-in connections is by the use of callback to pre-defined user telephone numbers. Under callback (which is an option of PPP, point-to-point protocol), the user calls up the NAS and identifies himself. The dial-up connection is then cleared, whereafter the NAS calls back the user. The user authentication is by virtue of a pre-defined callback telephone number for the user stored in the NAS. Thus, while it may be possible to spoof a valid user identity during



Figure 13.25 The authentication of callers using CLI (calling line identity).
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the initial call to the NAS, this does not help an intruder, since the returned callback will always be to the authorised user’s telephone number. The use of callback has become popular in corporate networks, in order to allow employees with laptop computers to access the company data network (intranet) from home. It not only ensures security of access, but also minimises the ‘out-of-pocket’ company expenditure which the employee might otherwise incur on his private telephone bill. Callback does not offer a 100% solution to user authentication. In the case where the calling user is able to input the telephone number on which he or she wishes to be called back, callback offers no user authentication. And do not forget the possibility of a callback call being diverted to somewhere else. Modern telephone networks give householders, for example, the chance to divert calls to their holiday cottage while on vacation. Such call diversion also provides an opportunity for criminals to intercept even callback calls!



Telnet option for TACACS (terminal access controller — access control system):RFC 927 The original TACACS (as defined by RFC 927 in 1984) is a simple password and authentication challenge protocol for the telnet protocol. It is achieved by means of an optional telnet command: TUID (Telnet user identification). The telnet NVT-ASCII code value for TUID is 26 (decimal) — see Table 13.6 (and Table 10.1 of Chapter 10). The user identification takes the form of a standard ASCII character string. This form of TACACS was used for the original dial-in access to the ARPANET/Internet telnet service. A terminal access controller is a device roughly equivalent to a modern NAS (network access server).



TACACS, TACACS+ and extended TACACS (RFC 1492) TACACS (terminal access controller access control system) is one of the most commonly used AAA (authentication, authorisation, accounting) protocols used in conjunction with dial-in services to the Internet (in particular using a predecessor of PPP — SLIP — serial line Internet protocol. With the introduction of PPP and the PAP/CHAP protocols TACACS has been somewhat superseded). There are three four different and incompatible versions of TACACS: • TACACS (original UDP encoding); • TACACS+ (Extended TACACS); Table 13.6 TACACS (terminal access controller access control system): TUID (telnet user identification) command Telnet command



Command meaning



IAC WILL TUID



Telnet user proposes to or agrees to authenticate the user and send the identifying UUID. Telnet user refuses to authenticate the user. Telnet server proposes that the telnet user authenticate the user by sending the UUID. Telnet server refuses the user authentication. Telnet user sends the UUID uuid of the user (a 32-bit binary number) to authenticate the user.



IAC WON’T TUID IAC DO TUID IAC DON’T TUID IAC SB TUID uuid IAC SE
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• TACACS (TCP encoding); • TACACS/Telnet option (RFC 0927) (see above). The TACACS daemon (a software which runs on the terminal server or network access server, NAS) is in complete control of the decision about which users may access which applications/destinations at which times, and subject to which constraints and accounting charges. The TACACS protocol operates in conjunction with either TCP (transmission control protocol) or UDP (user datagram protocol) — on port 49. Three types of connections may be established using the TACACS protocol: • an authentication without a connection; • a login connection; or • a serial line Internet protocol (SLIP) connection. Table 13.7 lists the various TACACS message requests, including the parameter values (i.e., arguments) which must accompany them. In the case of an authentication with no connection, the TACACS client sends an AUTH message and the server sends a RESPONSE with a reply, result or reason (for rejection). In the case of a login connection, the client sends a LOGIN. The server sends a RESPONSE either accepting or rejecting the authentication. If accepted, the client may send a CONNECT request to set up a connection. The server responds accordingly. Multiple connections Table 13.7 TACACS: request messages Tacacs request



Full meaning



AUTH



Authentication



Username, password, line, style



LOGIN



Log in



Username, password, line



CONNECT



Connect



Username, password, line, destinationIP, destinationPort Username, password, line



SUPERUSER



LOGOUT



Log out



SLIPON



SLIP on



SLIPOFF



SLIP off



Arguments



Username, password, line, reason Username, password, line, SLIPaddress



Username, password, line, reason



Purpose Request for a user authentication. Username is up to 128-octet ASCII string (codes 33–126). Password is also up to 1128 octets. Line is decimal integer and identifies the line number (0 = console port). Authentication style is a string identifying the method used for authentication Requests an authentication similar to AUTH, which if successful starts a LOGIN connection. Requests a TCP connection be established following a LOGIN. Used in conjunction with an already existing connection, to request that the SUPERUSER or ENABLE mode be entered on the terminal server. Request to terminate an existing connection (password may be an empty string). Asks whether the existing connection (defined by username and line) can be connected to the defined SLIP (serial line Internet protocol) address as a remote connection. Request to terminate an already existing SLIP connection.
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may be established if allowed by the TACACS daemon. When finished, the client sends a LOGOUT request to terminate the connection and session. The server responds accordingly. In the case of a SLIP connection, the client commences with a LOGIN request to which the server responds. The client then sends a CONNECT message to arrange for its connection. Having received a server RESPONSE, it sends a SLIPADDR packet to register its SLIP address. Subsequently it may establish SLIP connections using SLIPON and SLIPOFF commands. If any client requests do not receive a RESPONSE from the server, the request is simply repeated. The UDP (user datagram protocol) version protocol packet format of both simple TACACS and extended TACACS (TACACS+) is shown in Figures 13.26a and 13.26b respectively. The field coding is as follows. The version number is set at value ‘0’ for simple TACACS or value ‘128’ (80 hexadecimal) for extended TACACS (TACACS+). The type field indicates the request or response type. The values are coded as indicated in Tables 13.8 and 13.9. The nonce field may be used by clients to carry an arbitrarily chosen value which will be transferred to the corresponding response, thereby indicating which request a response applies to. The username length and password length fields indicate the length in number of ASCII characters (i.e., octets). The username and password fields themselves are coded in plain (i.e., unencrypted) ‘standard’ alphabetic ASCII characters (values 33–126) (see Table 2.1 in Chapter 2). Their unencrypted carriage makes the TACACS protocol susceptible to snooping. For this reason, among others, dial in network access servers (NAS) have moved on to the use of PPP (point-to-point protocol) and encrypted authentication using PAP or CHAP. The UDP response field is coded with value ‘1’ for an accept; or value ‘2’ for reject.



Figure 13.26 TACACS and TACACS+ protocol packet formats (UDP format).
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Table 13.8 TACACS and TACACS+: message type field coding Type field value



Request or response TYPE



1 2 3 4 5 6 7 8 9 10 11



LOGIN RESPONSE (server to client only) CHANGE FOLLOW CONNECT SUPERUSER LOGOUT RELOAD SLIPON SLIPOFF SLIPADDR



Table 13.9 TACACS server response reasons Reason field value



Server message to client



0 1 2 3 4 5 6 7



None or ‘Accepted’ Expiring Password Denied Quit (user quit normally) Idle timeout Carrier dropped Reject — too many bad passwords



The more modern, and alternative TCP (transmission control protocol) encoding of TACACS is incompatible with the historic UDP formats, though the same basic request types (Table 13.7) are used. The basic format of a TCP-format TACACS request is as follows: 



The version number for the TCP-format is value ‘1’. The TACACS server responses have also been extended beyond the simple accept/reject alternatives of the UDP versions. These a similar ‘3-digit code and brief text’-format also used in FTP (file transfer protocol) and http (hypertext transfer protocol). The basic TACACS (TCP) responses are: • 201 accepted • 202 accepted, password is expiring • 401 no response; retry • 501 invalid format • 502 access denied The TCP version of TACACS is most common of the TACACS forms used, since it is easier to implement than the older UDP versions. But the UDP version has the advantage of a lower protocol overhead and is compatible with older devices.
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RADIUS (remote authentication dial-in user service) Remote authentication dial-in user service (RADIUS) allows for the centralization of the user access and authorization database for Internet or IP-network dial-in users. Instead of each NAS (network access server) having to have a duplicated copy of the AAA (authentication, authorisation and accounting) database, a single, reliable and consistent database (the RADIUS database) is held at a central location. Each time any of the NASs receives a new incoming call, the username, password and user authentication data will be verified with the dial-in user by means of a standard AAA (authentication, authorization and accounting) protocol such as PAP (password authentication protocol), CHAP (challenge handshake authentication protocol) or TACACS (terminal access controller access control system). But then, rather than checking the authorization in a local database held at the NAS, the NAS makes a remote authentication enquiry to the RADIUS server and database using the RADIUS protocol (Figure 13.27). Remote authentication dial-in user service (RADIUS) is defined in RFCs 2865-9 (IPv4) and RFC 3162 (IPv6). The service is widely used in conjunction with network access servers (NASs) to provide for AAA (authentication, authorisation and accounting) of dial-in users to IP networks including the Internet itself. Typically the data transport protocol used by the remote dial-in user to transport data across the telephone network part of the connection is PPP (point-to-point protocol), SLIP (serial line Internet protocol — now largely superseded by PPP), telnet or the UNIX rlogin service. Standard user authentication protocols (e.g., PAP or CHAP in the case of PPP or TACACS in the case of SLIP or telnet) are used to obtain the remote user’s username and password and the NAS acts as a relaying agent between these protocols and RADIUS. Having received the authentication data, the NAS (Figure 13.27) operates as a client of the RADIUS server and uses the RADIUS protocol to submit a connection request. RADIUS servers receive connection requests. They authenticate the user data, then deliver service and accounting information to the client (i.e., the NAS) to allow the service requested by the dial-in user to be provided and accounted properly. Transactions between the RADIUS client (i.e., the NAS) and the RADIUS server are authenticated by means of the use of a shared secret. User passwords are sent in an encrypted form to eliminate snooping. In addition, tunnelling may be used between the RADIUS client and server. In the case that a network access server (NAS) chooses to authenticate using RADIUS, it becomes a RADIUS client. An Access-Request is submitted by the client via the network to the RADIUS server. In the case that no response is received within a reasonable period of time, the client may repeat the request any number of times. A RADIUS server responds to a client’s Access-Request with one of three possible replies: • an Access-Reject is sent if any authentication or authorisation condition is not met by the supplied request data; • an Access-Challenge may be sent to request further authentication data; or • an Access-Accept is sent to authorise the use of the service. Figure 13.28 illustrates the RADIUS protocol message format. Messages are carried by UDP (user datagram protocol) on port 1812. Table 13.10 lists the various message types and the message code values. The major problem encountered with the use of RADIUS is that it can suffer degraded performance and lost data in very large-scale systems.
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Figure 13.27 Remote authentication dial-in user service (RADIUS).



Figure 13.28 RADIUS protocol message format (UDP port 1812). Table 13.10 RADIUS message codes RADIUS code (decimal)



Meaning



1 2 3 4 5 11 12 13 255



Access-Request Accept-Accept Accept-Reject Accounting-Request Accounting-Response Access-Challenger Status-Server Status-Client Reserved
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13.7 Encryption Encryption prevents the eavesdropper from understanding what he or she might pick up. Encryption (sometimes called scrambling) is available for the protection of both speech and data information. A cypher or electronic algorithm can be used to code the information in such a way that it appears to third parties like meaningless garbage. A combination of a known codeword and a decoding (or decryption) formula are required at the receiving end to reconvert the message into something meaningful. The most sophisticated encryption devices were developed initially for military use. They continuously change the precise codewords and/or algorithms which are being used, and employ special means to detect possible disturbances and errors. To give maximum protection, information encryption needs to be coded as near to the source and decoded as near to the destination as possible (Figure 13.29). The encryption should be on an end-to-end basis! There is nothing to compare with speaking a language which only you and your fellow communicator understand! Greatest protection is achieved when the data itself is also stored in an encrypted form, and not just encrypted at times when it is to be carried across telecommunications networks. Permanent encryption of the data renders it in a meaningless or inaccessible form for even the most determined computer hacker. Thus, for example, encrypted confidential information held on an executive’s laptop computer can be prevented from falling into unwanted hands, should the laptop go missing. There are two types of encryption: symmetric and asymmetric encryption. When using symmetric encryption, a codeword (based upon a shared secret known only to the two communicating parties at either end of the communications path) is used to code or encrypt the data or message before its transmission. The data is then transmitted in the encrypted form. At the receiver, the decryption process uses the encryption process in reverse — employing the same codeword. The major problem with symmetric encryption is the need for the same codeword to be known by both sending and receiving parties. A secure codeword distribution method is paramount, if the encryption is not to be ‘cracked’ by third parties who steal or overhear the codeword.



Figure 13.29 Encryption garbles a message during transmission preventing snoopers from understanding it.
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Asymmetric encryption is nowadays considered more reliable than symmetric encryption and is becoming ever more popular. Asymmetric encryption relies upon the use of two separate keys for encryption and decryption. One of the keys (a codeword) is used for encryption, the other for decryption. The keys, however, are not identical. The encryption and decryption processes are not identical, but instead are asymmetric. Thus the key used for encryption is not the correct key for decryption. The advantage of asymmetric encryption is that the key used for encryption can be made relatively public (hence the term public key). The public key is used by any sender to encrypt data intended for a given destination. But only the private key held at the destination is able to decrypt the message. Each destination thus ‘owns’ a pair of keys — a public key which is made available to anyone who wishes to send encrypted data, and the matching private key retained by the destination for decryption. Asymmetric encryption is often called public key cryptography (PKC). Public keys are published in open directories — part of an infrastructure for encryption called the public key infrastructure (PKI). A second important usage of encryption techniques (apart from message content coding or encryption) is their use for the generation of digital signatures and digital certificates which are used for STRONG user identification, authentication and security. A digital signature or certificate is like the signature at the bottom of a letter on paper. The signature proves the authenticity of the letter and its sender. Then by putting the letter in an envelope and sealing it up, we ensure its confidentiality during transport. Sealing the letter is analogous to encrypting data. Similar mathematical encryption techniques are used for the generation and authentication of digital signatures and certificates, as are used for data encryption. We shall review the most commonly used techniques next.



IP Security architecture and protocols (IPsec) IPsec provides a complete protocol architecture for authenticating and securing IP (Internet protocol) packet contents. It allows for the complete IP packet payload (including transport and application protocols) to be encrypted and authenticated by means of a digital signature. The IPsec architecture is defined in RFC 2401, though the entire range of RFCs 2401–2411 relate to IPsec. The architecture defines: • an authentication header (AH) and protocol used to provide an IP packet contents (either IPv4 or IPv6) with a digital signature or fingerprint to confirm authenticity; • an encapsulating security payload (ESP) protocol mechanism for encrypting the contents of IP packets (either IPv4 or IPv6) — thereby ensuring their confidential transmission; • security associations — a simplex end-to-end connection between two points that affords secure transmission of data. The end-to-end security association is identified by means of a security parameter index (SPI), an IP destination address and a security protocol (i.e., AH or ESP) identifier. Two types of security association are defined: transport mode (i.e., end-to-end encryption) and tunnel mode (only part of the communications path is encrypted — that part between two intermediate security gateways); • recommended algorithms for authentication and encryption; and • Internet key exchange (IKE ) — the secure management and distribution of encryption keys and codewords (when necessary). IPsec thus provides for end-to-end access control, data origin authentication and encryption. It may be used to protect one or more paths between the end-points and can use different
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security associations (i.e., simplex paths) to support the two directions of communication. The architecture is also intended to provide support for IP multicast packets.



Internet protocol authentication header (AH) (RFC 2402) The Internet protocol authentication header (AH) is part of the IPsec architecture for securing IP packet contents during transmission. The authentication header (AH) ensures the authenticity of data to the receiver of that data by the inclusion of an integrity check value (ICV). In effect this is a digital signature. If the ICV value received with the message is correct, then there is a high level of assurance that the message contents have not been tampered with en route. The correctness of the ICV value is confirmed by means of an encryption algorithm and a shared secret (e.g., codeword or key) known only to the two end-parties of the communication. The format (Figure 13.30) and coding of the authentication header (AH) is defined in RFC 2402. The header is intended to be inserted after the IP header and before the ESP header (Figure 13.31). The IPv4 protocol field and the IPv6 next header field thus indicate the AH protocol (protocol value = 51). The coding of the various protocol fields is as follows:



Figure 13.30 IPsec: authentication header (AH) protocol format (RFC 2402).



Figure 13.31 IPsec: authentication header (AH) position and scope of the authenticated data.
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• The authentication header (AH) next header field identifies the next payload after the AH. This will typically be the encapsulated security payload (ESP) or a transport layer or application layer protocol, and will be identified with the standard IP protocol number (see Chapter 5–Table 5.6). In the example of Figure 13.31 the next header of the AH will be set to ‘TCP’ (transmission control protocol). • The payload length field contains a binary number value indicating the length of the authentication header (AH) in terms of the number of 32-bit words. The reserved field must be set to all 0’s. • The security parameters index (SPI) is an arbitrary 32-bit value, which, in combination with the destination IP address and the security protocol (in this case AH), uniquely identifies the security association (SA) for this datagram. The security association is a simplex (i.e., one-way) path between the two endpoints of the secure connection. A security association database (SAD) held by each of the communicating parties stores information about the authentication algorithm and key or codeword information used for generating and checking the integrity check value (ICV) associated with the security association (SA). • The sequence number field contains a counter which is initialized to 0 when the security association (SA) is established and incremented for each subsequent packet. The authentication data field contains the value of the integrity check value (ICV). The calculation of the integrity check value (ICV) is computed over the entire IP header and payload fields (Figure 13.31). Suitable security/encryption algorithms for generating the integrity check value (ICV) include symmetric codes (e.g., DES — Defense encryption standard ) or one-way (i.e., asymmetric) hash functions (e.g., MD2, MD4, MD5, RC4 or SHA-1). We shall discuss the codes in more detail later.



Encapsulating security payload (ESP) (RFC 2406) The Internet protocol encapsulating security payload (ESP) is part of the IPsec architecture for securing IP packet contents during transmission. The encapsulating security payload (ESP) ensures the confidentiality of the IP packet contents (i.e., the data) by coding it in an encrypted format. On receipt, the ESP has to be decrypted before sense can be made of the confidential data contents. A number of different encryption algorithms may be used for the encryption itself — either symmetric encryption used a codeword or asymmetric encryption using a public key and a private key. The format (Figure 13.32) and coding of the encapsulating security payload (ESP) is defined in RFC 2406. The ESP is intended to be inserted after the IP header (and any authentication header, AH). The coding of the various protocol fields is as follows: • The security parameters index (SPI) is the same as for the authentication header (AH) as described previously. The sequence number is a mandatory field containing a packet counter. • The payload data is the main data payload, and contains data in a protocol format as defined by the next header field. This will typically be a transport layer or application layer protocol, and will be identified with the standard IP protocol number (see Chapter 5–Table 5.6). In the example of Figure 13.33 the next header of the AH will be set to ‘TCP’ (transmission control protocol). • If the algorithm used to encrypt the payload requires cryptographic synchronisation (i.e., an initialisation vector for the encryption algorithm), then this may also be carried in the payload field (see Figure 13.34).
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Figure 13.32 IPsec: encapsulating security payload (ESP) format of IP packet contents (RFC 2406).



Figure 13.33 IPsec: encapsulating security payload (ESP) position and scope of the authenticated data.



• The padding field allows the payload length to be adjusted to a standard length according to the needs of the encryption algorithm. • The authentication data field contains an integrity check value (ICV) computed over the ESP packet minus the authentication data.



IPsec conventions and terminology IPsec may be operated either in transport mode (i.e., on an end-to-end security association basis) or in tunnel mode (i.e., for only that part of the path which interlinks two IPsec-capable security gateways).
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Figure 13.34 Triple DES (Defense encryption standard): use as the IPsec ESP (encapsulating security payload).



In transport mode, the higher layer protocol of IPv4 (and the next header of IPv6) is always AH (authentication header) protocol and then ESP (encapsulating security payload) and then the transport protocol. In other words, the protocols listed in order (lowest-to-highest) are: IP, AH, ESP, transport layer protocol, application layer protocol. In the IPsec tunnel mode the encrypted payload will include a second (encapsulated or tunnelled) IP header. A security policy database (SPD) defines a user’s IPsec security requirements and a security association database (SAD) stores information necessary for the generation and checking of authentication data and for encrypting/decrypting the encapsulated security payload.



DES (Defense encryption standard) DES (Defense encryption standard) is a high grade symmetric encryption/decryption standard which uses the same shared secret key for both encryption and decryption. The original form of DES (US Federal information processing standard publication 46–published in 1977) uses a 64-bit key. Unfortunately, the huge increase in the processing power of computers has made it possible to ‘crack’ DES. In consequence, more secure 128-bit DES and triple DES (168-bit key) versions have been developed. But even despite these new developments which provide for exceptional security for most normal corporate uses, DES is no longer considered the most secure encryption algorithm. The most commonly used version of DES is DES-CBC (cipher block chaining) mode. In this mode, the encryption is carried out progressively in blocks of data, the output of each calculation being fed back as input to the next block or iteration. This method is considered to increase significantly the computer processing power required to ‘crack’ the code. In Internet data communications, the following are the most common uses of DES or its variants for data security encryption: • Triple DES (3-DES) (RFC 1851) is an optional encryption method which may be used with the IPsec encapsulating security payload (ESP) to encrypt and decrypt payload data (Figure 13.34). When using triple DES (3-DES), the data to be encrypted (i.e., the plain text) is processed three times over — each time with a different 56-bit key (3 × 56 = 168 bit total key). As well as the shared secret key, the receiver requires an initialization vector (IV) which must be included in each datagram to enable decryption. • DESE (PPP DES encryption protocol) (RFC 1969) is commonly used to encrypt PPP (i.e., dial-in Internet or IP-network) connections.
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• 3-DESE (PPP triple DES encryption protocol) (RFC 2420) is a further development of DESE to incorporate the higher security offered by triple DES into PPP (point-to-point protocol).



Message digest algorithms and digital signatures A digital signature (which is an encrypted form of a message digest, message authentication code (MAC) or fingerprint) is used to verify the authenticity of the origin of a message. A message digest (MD) algorithm takes a message of an arbitrary length (i.e., the data to be signed ) and produces as an output a 128-bit or longer fingerprint or message digest of the input. The message digest is then encrypted using an asymmetric encryption algorithm and the sender’s private key in order to generate a digital signature. The receiver uses the sender’s public key (if it is available to him) to decrypt the fingerprint, and checks this value against the value calculated for the received message. If the value is correct, then the message has not been altered or tampered with during transmission. The theory goes that, given a defined algorithm and shared secret, no two messages will have the same digest (i.e., fingerprint). It is also reckoned to be impossible to create a message to fit a pre-defined fingerprint value. In this way it is not possible without detection to copy a signature, or to ‘cut it off one message’ and attach it instead to a bogus message. There are four main algorithms widely used in Internet and IP data communications.



MD2-message digest algorithm (RFC 1319) The length of the message to be ‘signed’ is adjusted by adding padding to make it a length which is an exact multiple of 16 bytes. Padding is always added (even if the message is already an exact multiple of 16 bytes). The algorithm is then applied. The calculation is quite secure (difficulty of code cracking is reckoned to be around 264 (i.e., one in 1019 probability). The 128-bit fingerprint or message digest value is encrypted using the sender’s public key and then sent with the message to authenticate its origin. The receiver first requires access to the sender’s public encryption key to decode the fingerprint. The receiver applies the algorithm to the received message, checking that the newly calculated fingerprint matches the received decrypted value. If so, the message is authentic.



MD4-message digest algorithm (RFC 1320) The MD4 algorithm is similar to the MD2 algorithm. It is designed to be very fast, but is considered to be ‘at the edge’ of risking crypto-analytic attack. It generates a 128-bit fingerprint or message digest used for message authentication.



MD5-message digest algorithm (RFC 1321) The MD5 algorithm is a more robust adaptation of the MD4 algorithm, and is designed to be fast on 32-bit computer processors. The MD5 algorithm can be coded quite compactly, and does not require large substitution tables. It generates a 128-bit fingerprint or message digest used for message authentication and is probably the most popular algorithm for this purpose.
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SHA-1 secure hash algorithm (RFC 2841) The secure hash algorithm (SHA-1) generates a random secret authentication key of up to 160-bits in length to confirm the authenticity of a message. It is the standard defined for use with the digital signature standard (DSS) public key infrastructure (PKI) system developed by the US National Institute of Standards and Technology (NIST) and becoming very popular as an alternative to the MD5 algorithm. SHA-1 is not quite as fast as MD5, but the larger size of the fingerprint makes it more robust than either MD2, MD4 or MD5.



Public key infrastructure (PKI) A public key infrastructure (PKI) is an infrastructure used for maintaining and distributing the public keys and digital certificates which play an important part in modern data security mechanisms — including message authentication and encryption. The public key infrastructure (PKI) was first internationally standardised in ITU-T recommendation X.509. The public keys used in asymmetric encryption techniques need to be made available (on a secure and as-authorised basis) in order that secure encrypted communication can take place between a private key holder and a range of other (authorised) parties (who use the public key). Keys only work as a combination of public key/private key pairs, but while the public key is intended to be transferable (since it is not critical if it is ‘overheard’), the private key should be stored very securely. It needs to be treated like a human’s passport. It should not be stored on a computer hard-drive. A better means of storage is by means of a PKI ‘smart card’. The potential uses of a PKI (public key infrastructure) include: • authentication of network or application users; • email or data file encryption; • digital signatures; and • access controls. A PKI (public key infrastructure) comprises a number of different components: • communications applications that make use of certificates and seek validation of others certificates; • certificate authorities (CA); • certificate practice statements (CPS) and associated policies; • registration authorities (RA) and commercial certificate authorities (CCAs); • a certificate distribution system to store certificates, public keys and certificate management information; • management tools and software to manage user validations, certificate renewals and revocations; and • databases and key management software to store escrowed and archived keys. As well as containing the public key of an organisation or individual, a certificate (which is a password-protected and encrypted data file) also includes the name and other information about the identity of the issuing party.
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The certificate authority (CA) is the ‘owner’ of a private key. The CA publicises the associated public key (for asymmetric encryption purposes) by means of a digital certificate. The certificate authority manages and signs certificates on behalf of an individual or organisation and revokes certificates when necessary (e.g., when the public key is changed) by publishing certificate revocation lists (CRLs). Registration authorities (RAs) or commercial certificate authorities (CCA) are trusted thirdparties responsible for storing and distributing certificates and public keys and for managing certificate distribution. They operate on behalf of the CA to validate users, to distribute certificates to authorised public key users and to maintain a list of which users have been issued certificates. In effect, they provide for a public interface between the remote user and the CA (certificate authority). It is up to the RA or CCA to prevent hackers from getting hold of certificates without proper authorisation and to prevent the generation of bogus certificates.



SSH (secure shell) The secure shell (SSH or SECSH) protocol is in the stage of being an ‘Internet draft’ (i.e., will shortly be issued as an RFC). It adds a ‘security layer protocol’ on top of TCP (transmission control protocol), creating an end-to-end encrypted tunnel for the secure forwarding of segments (i.e., TCP user data ‘packets’) of any chosen application protocol using a TCP port. As the name suggests, the secure shell (SSH) protocol was originally designed for secure login to a remote server (operating a computing shell program in a secure manner — if you like a ‘secure telnet’ connection). For some purposes, SSH can be considered to be a ‘lightweight version of IPsec’. SSH is described in detail in Chapter 10.



SSL (secure sockets layer) The secure sockets layer (SSL) was developed by Netscape to provide privacy during communication over the Internet, particularly during http (hypertext transfer protocol) sessions. It is achieved by means of encryption: typically using either the DES (Defense encryption standard) or RC-4 encryption algorithm. When in use, it can be recognised by the mnemonic https. It is intended to enable http client/server applications to communicate without eavesdropping or tampering. The current version (SSL3.0) was published in November 1996, though it has been largely superseded by the TLS (transport layer security) protocol published in 1999 (RFC 2246). SSL is a two-layer protocol, comprising the SSL record protocol and the SSL handshake protocol. After an initial handshake (using the SSL handshake protocol) the connection is private (by means of key encryption). The SSL record protocol is a secure tunnelling (i.e., encapsulation) protocol, similar to the tunnelling protocols described earlier in the chapter. It is used as the carriage mechanism first for the SSL handshake protocol, and subsequently for the data payload. SSL is intended to provide for connection-security which is independent of the application protocol in use.



TLS (transport layer security) The transport layer security (TLS) protocol (RFC 2246 is TLS version 1.0) developed from and has superseded SSL3.0 (secure sockets layer protocol version 3). It is intended to provide end-to-end transport layer connection security for any higher layer application protocol. It provides for secure encapsulation (i.e., end-to-end tunnelling) of higher level protocols.
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Like SSL, TLS is a two-layer protocol, comprising the TLS record protocol and the TLS handshake protocol. After an initial handshake to identify the peer communication partner (using the TLS handshake protocol) the connection is private (by means of key encryption). The SSL record protocol is a secure tunnelling (i.e., encapsulation) protocol based upon symmetric cryptography, and typically employing either the DES (Defense encryption standard) or the RC4 encryption algorithm. Alternatively, RFC 2712 describes how the UNIX Kerberos cipher suites may be applied to TLS. The negotiation of a shared secret (as needed for the symmetric encryption) is secure and reliable (no hacker changes are possible without being identified). TLS relies upon TCP (transmission control protocol) to provide for a reliable end-toend connection.



Pretty good privacy (PGP) PGP (pretty good privacy) is a ‘lightweight’ protocol which uses a combination of public key and conventional symmetric encryption to provide security services for electronic mail and data files. It provides for digital signature, confidentiality and data compression. It is defined in RFC 1991.



PGP digital signature A PGP digital signature is generated by the sender of a message to confirm his identity and the authenticity of the message. It is generated and used as follows: • The sender creates a message, and calculates the message digest or fingerprint using a hash code (e.g., SHA-1). The fingerprint is then encrypted using the sender’s private key, whereupon it is attached to the front of the message as the digital signature. Like this, it is sent to the receiver. • The PGP receiver decrypts the digital signature using the sender’s public key to regenerate the fingerprint. After this the receiver generates a new hash code for the received message and compares it to the regenerated fingerprint. If both fingerprints are the same, the message is taken to be authentic (digital signature).



PGP confidentiality When a sender wishes to ensure confidentiality of data during transmission, the message can be encrypted using PGP as follows: • The sender creates message and generates a random number as a session key for the message. The sender encrypts the entire message contents using the agreed encryption algorithm and using the session key. The session key is then encrypted using the intended recipient’s public key and then is added to the message. • The message recipient decrypts the session key by making use of the recipient’s private key. With the decrypted session key, the recipient is then able to decrypt the main message contents.



Data compression and character set conversion under PGP Data compression (if applied) is performed by a PGP sender after applying the signature to the message, but before encryption.
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Once ready for transmission, a character set conversion (to radix-64 ) may be applied by PGP if necessary in order to accommodate transport networks which allow only restricted ASCII character sets.



S/MIME (Secure multipurpose internet mail extension) S/MIME (secure multipurpose Internet mail extension) defines a methodology for securing electronic mail communications. It is based upon public key encryption and uses digital certificates and signatures to confirm that a message has not been tampered with during transmission. In addition, the signature can be used to provide for non-repudiation (in other words, the sender cannot deny having sent the message). Messages are encrypted and enclosed in a digital envelope. S/MIME is defined in RFCs 2632-4. It is beginning to take over from the alternative methods of securing email communication: PGP (pretty good privacy) and PEM (privacy enhanced mail).



Other encryption methods Before we leave the subject of encryption, let us mention another couple of methods found in practical networks.



RC4 RC4 is an encryption/decryption algorithm supported in cellular digital packet data (CDPD). It is a stream cypher, used for file encryption in the encryption of secure web sites which employ the SSL and TLS protocols.



S-http (secure hypertext transfer protocol) The secure hypertext transfer protocol (as defined in RFC 2660) provides for secure communication between an http (hypertext transfer protocol) client and an http server. It may seem like ‘competition’ for the SSL or TLS protocol, but in reality S-http and SSL/TLS (https) complement one another.



13.8 Application layer interface for security protocols The GSS-API (general security service application program interface) is designed as a CAPI (communications application program interface), by means of which computer application software may make use of secure communications services to distributed locations. GSS-API is designed to insulate the application from having to be developed to include specifics of the underlying security mechanisms. GSS-API was published in January 2000 and is defined in RFC 2743. Like many other security protocols and encryption methods, its initial development was driven by RSA laboratories.



13.9 Other risks and threats to data security and reliable network operations What are the main technical risks leading to potential network abuse, breaches in confidentiality or simple corruption of information? What can be done to avoid them? A proper analysis of
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the risks and the development of proper procedures is as important (if not more important) than the data security technology employed to protect data during transmission across a network.



Consider the motivations Before being able to draw up a comprehensive network and data security plan, designers need to consider the risks and the motivations of ‘snoopers’, ‘spoofers’ and ‘intruders’. These can be many fold: • stealing of confidential data or business information; • industrial espionage; • disruption of business operations or service (e.g., as a result of a service attack, a denialof-service (DOS) or because of service or network jamming); • misleading the company into taking actions beneficial to the intruder or ‘spoofer’; • misrepresentation of the company to gain information or other favours from third parties (e.g., by ‘spoofing’ the identity of the company); • economic motivation (communicating across your network at your cost); • simple ‘monitoring’ of who the target individual communicates with; and • hacking as a ‘sporting challenge’. Different precautions will be appropriate, depending upon the overall risk profile.



Service attacks and denial of service (DOS) Service attacks are attempts by malicious third parties to upset the computing operations of a given company. Such attacks are most commonly launched at website servers and ebusiness applications. As ebusiness software has become increasingly robust to fraudulent manipulation, a new form of service attack has appeared — the denial of service (DOS) attack. A denial of service (DOS) attack works to ‘crash’ the web application server by overloading it with requests. During the period of the crash, ebusiness cannot be conducted and customers get frustrated. Early DOS attacks were simply based upon thousands or millions of requests generated by a single host and directed at the target server. But the use of proxy servers and traffic filters has helped to eliminate this type of attack by reducing the rate at which packets are accepted from a given source IP address. More recent evolutions of the denial of service (DOS) attack instead do not launch their attacks directly, but instead try to cause a large number of ‘innocent bystander’ hosts to all generate requests at once. The ingenuity of the determined criminal is unlimited! Perhaps even more scary is that an incompetent (but authorised) user executing a poorly written software or script program can be almost as (if not more) damaging than a criminal hacker.



Spoofing By the use of a stolen identity (this is called spoofing), a criminal may attempt to get access to information which he or she is otherwise not authorised to receive. Certain forms of spoofing
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rely upon a source host indicating a spoofed source-IP address or other higher layer source protocol address in the packets it originates. More recent forms of spoofing take advantage of the heavy reliance of modern email and web (i.e., http) communications upon the domain name system (DNS). DNS spoofing takes place by mimicking the actions of a DNS server to mislead a DNS client.



Economic motivations for network abuse One of the most common (and obvious) motivations for network intrusions is the simple criminal desire to get something for nothing — perhaps communication at your expense. One way in which criminals have historically tried to exploit private telecommunications networks is as a means of network transit. Such transit is possible across any network which offers both a dial-on and a dial-off capability. Thus, for example, some companies operate a reverse-charge or freephone telephone network dial-on capability to enable their executives to access their electronic mailboxes from home without expense. Some of these networks simultaneously offer a dial-off facility. Thus, for example, the London office of a company might call anywhere in the United States for domestic tariff, by first using the private network to reach the company’s New York office, and then ‘dialling-off’ into the local US telephone company. When simultaneous dial-on and dial-off is available, the outsider can make all the calls he or she wants — entirely at company expense unless the network is well enough designed to prevent simultaneous dial-on and dial-off by the same call (Figure 13.35). Simultaneous dialon/dial-off can be a lucrative scam, and has been used many times in the past for exploiting private telephone networks for free international calls. But the same principles could easily be adapted for exploitation of a large-scale private company data network. A possible means of prevention of criminal dial-in/dial-off activity is the rigid use of dialback (or callback ) instead of dial-on. Dial-back (callback) similarly reverses the charges for the caller (other than the cost of the initial set-up call), but in addition enables the company to have greater confidence that only authorised callers (i.e., known telephone numbers) are



Figure 13.35 The risk of third party network transit by means of simultaneous dial-on and dial-off.
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originating calls. Alternatively, the network could be configured in such a way that dial-on and dial-off are not possible on the same connection.



The confidentiality of electronic mail: DO’s and DON’Ts Electronic mail and other message switching networks offer their users a higher level of confidence that messages will be delivered correctly and completely, and usually can give confirmation of receipt. Messages are generally read by a manager himself rather than by his secretary — making them more secure — but this is not always the case. For very highly confidential information, users need to take into account the fact that a complete copy of the message is stored on the various mailbox servers along the path, and may be accessible to mail system administrators. ‘Deletion’ of a message from your mailbox may prevent you as a user from further accessing a message, but should not be taken to imply that the information itself has been obliterated from its storage place. A technical specialist with the right access may still be able to retrieve it. Public telecommunication carriers in most countries are obliged by law to ensure absolute confidentiality of transmitted information and proper deletion once the transmission is completed successfully. But while this level of legal protection may be adequate for the confidentiality needs of most commercial concerns, for matters of national security it will not be.



The right confidentiality policy for communication: DO’s and DONT’s Keep it simple! Minimise the number of potential weaknesses by standardising on accepted company telecommunications media (e.g., electronic mail, telephone) and building adequate safeguards around these ‘normal’ methods. Make sure that the company’s basic security and confidentiality policy covers the particulars of acceptable telecommunications media for each classification of document or other information. The human links in communication are usually the weakest and the most prone to ‘leak’ information, so ensure that adequate discipline is applied to maintaining professional care. Automate processes like the changing of computer passwords to ensure they are updated regularly. DO: consider the possible motivations for data network intrusion, tampering or exploitation and take pragmatic steps to eliminate them. DON’T: be careless or neglectful. You shouldn’t use a fax or mobile phones for company information classified as ‘confidential’. And don’t assume that a firewall or other security device will work on its own without maintenance. It needs proper management, updating and administration by suitably qualified experts. Don’t let the hackers get one or more steps ahead!



Carelessness Always check addresses. I was once amazed to receive some UK-government classified SECRET documents that should have been sent to one of my namesakes! Why even think about encrypting a fax or other message between sending and receiving machines, if either machine is to be left unattended? Do not contemplate reading it on the train or talking about it on the bus. Computer system passwords should be changed regularly. If possible, password software should be written so that it demands a regular change of password, does not allow users to
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use their own names, and does not allow any previously used passwords to be re-used. Exemployees should be denied access to computer systems and databanks by changing system passwords and by cancelling any personal user accounts. Computer systems designed to restrict write-access to a limited number of authorised users are less liable to be corrupted by simple errors. Holding the company’s entire customer records in a PC-based spreadsheet software leaves it very prone to unintentional corruption or deletion by occasional users of the data. Any changes to a database should first be confirmed by the user (e.g., a prompting question such as ‘update database with 25 new records?’ could be required to be answered with either ‘confirm’ or ‘cancel’). System software should perform plausibility checks (as far as possible) before any old data records are changed or replaced (e.g., can a person claiming social security benefit in 2003 really have been born in 1850?). Ensuring proper and regular back-ups of computer data help guard against corruption or loss due to viruses, intruders, technical failures or simple mistakes. Daily or weekly back-ups should be archived ‘off-line’. Simple precautions properly applied dramatically reduce the risk to most commercial concerns and sometimes even eliminate the need for complex and expensive data security technology!



Call records For some very sensitive commercial issues, say when contemplating a company takeover, it may be important to a senior company executive that no-one should know he or she is even in contact with a particular company or advisor. Such company executives should be reminded of the increasing commonality of itemised call records from telephone companies, and similar records of data communications. Use a ‘private’ or ‘temporary’ email address.



An onus on communicators Confidence in communication — the reliance on the safe delivery of accurate information into the right hands — depends most on the right choice of communications media by the originating party and professional care by both parties. You don’t need expensive ‘rocket science’ data security technology if you don’t even stick to the basic and obvious rules of confidentiality! Most important is the removal of temptation or opportunity, and the reduction of the potential benefit of ‘snooping’. Only the originator can be to blame if he or she sends a confidential message to an unattended fax machine. But the call receiver can also give important information away. I have been amazed to observe investigative journalists at work — simply calling up company representatives during periods of intense company activity (e.g., at a time of rumoured merger) and asking speculative questions. The journalist may know nothing to start with, but by planting direct questions as a bait to an unsuspecting manager, he or she may gain interesting information if they strike close to a current ‘truth’. This is the basis of spoofing. One final thought: don’t get too fanatical! The determined criminal can usually find a way to ‘beat the system’. One of the easiest ways is to log on as system administrator: companies often have little defence against maliciously minded current and former system administration employees!



14 Quality of Service (QOS), Network Performance and Optimisation The maintenance of good quality for any product or service (its ‘fitness for purpose’) is of supreme importance to the consumer and therefore requires utmost management attention. But while it is relatively easy to test a tangible product to destruction, the objective measurement of the quality of a service is much more difficult. What often counts most is the human end-user’s perception: how well did he or she think the communication went? Unfortunately, however, end-user opinion is rarely a good basis for deciding what design changes and extensions are necessary in a data network: End users may be unaware of line quality problems causing a high incidence of bit errors, due to the beneficial effects of protocol error correction and recovery. Meanwhile, the same end users may unfairly criticise the network as being slow, for problems really caused by poor application software design. The optimisation of both network quality and efficiency demands a high level of expertise and experience. The root causes of many problems are not easy to find. But this should not put off network administrators from striving to achieve the best quality of service (QOS) possible. In this chapter we set out an objective framework for measuring telecommunications network service quality. Our aim is to provide a practical framework for the continuous monitoring of network quality, describing the symptoms of typical network problems to look out for, the methods available to diagnose problems and the tools available to overcome them. We set out a structured process for network design and administration with the goal of optimum network quality and efficiency: avoiding problems as far as possible before they arise.



14.1 Framework for network performance management Good management, in all types of industry, demands the use of simple, structured and effective monitoring tools and control procedures to maintain the efficiency of internal business processes and the quality of the output. When all is running smoothly, a minimum of effort should be required. But in order to be able quickly to correct defects or cope with abnormal circumstances, measurable means of reporting faults or exceptions and rapid procedures for
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identifying actionable tasks are required. The framework for doing so needs to be structured and comprehensive. Unfortunately, the subject of operational service quality management has been largely neglected by the designers of the Internet. There is little formal advice and few standardised methods for network quality measurement and everyday network administration.1 Instead, the vision of the Internet founders — of a large ‘shared network’ and always making ‘best efforts’ to carry all possible traffic (even that of third parties) — still remains the central philosophy of the Internet and many IP (Internet protocol)-based networks. The job of maintaining a defined network service quality is largely a ‘black art’ comprising ‘empirical’ methods — ‘if the network appears a little slow, add a little capacity here and there, and see how things improve (or don’t!)’. With the commercialisation of the Internet, and the increasing expectations of end-users for reliable, high-speed and predictable ebusiness services, it seems inevitable that a formal framework1 for network quality management will appear. In the meantime, network administrators will have to develop their own quality frameworks for IP data networking∗see Note . Perhaps the best place to start is by considering the quality framework used by the public telephone network companies. The framework is set out in the quality standards of ITU-T (International Telecommunications Union — Standardization sector) and is based on many years experience with the public telephone service and the expectation of its users that the network shall always be available. Table 14.1 provides a possible framework for data network quality management based upon an adapted version of the ITU-T framework intended for the public telephone service. A number of simple quality categories and ‘dimensions’ are presented, together with suggested performance management methods. As you will note, the dimensions cover a range of areas, some requiring more tangible monitoring measures and control procedures than others. A complete quality framework for data networks needs to consider many more factors than simply the latency of data traffic! It also needs to provide objective feedback for the network design process.



14.2 Quality of service (QOS) and network performance (NP) In practice, it is difficult to separate the quality of data communications networks from the quality of the computer software applications which are running on those networks. Thus, for example, the time elapsed before data is returned from a server in response to a user’s request depends not only upon the bit rate of the data transmission lines and the end-to-end packet propagation delay (the so-called latency) but also upon the protocols used by the application software and the speed of response of the server as well. The quality of service perceived by the human end-user thus depends upon a number of factors in addition to the performance of the data network. In its recommendations on network service quality, ITU-T (International Telecommunications Union — Standardization sector) has established a clear distinction between two separate categories of performance measurement:2 • quality of service (QOS); and • network performance (NP). 1 The scope of a new area of study, setting out the ‘overview and principles of Internet Traffic Engineering’ was first laid out in RFC 3272 in May 2002. 2 The ITU-T quality of service (QOS)/network performance (NP) model is not strictly ratified as applying to the Internet. Nonetheless, it presents a number of ideas which have great applicability to data network performance (NP) and the end-to-end quality of service (QOS) perceived by human users of networked computer applications. It is for this reason that we present it here.
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Table 14.1 Quality framework for management of data communications network service Category



Service ordering, provision and alteration



Service availability



Dimension



Availability of required services, software and features Waiting time for a connection Waiting time for bit rate or other service upgrade Geographic availability of connections of required bit rate



Availability of destinations Quality of communication or data transfer



Access to network (connection or data transfer ‘establishment phase’)



Data transfer phase



Connection clearance (Disengagement)



Tangible measurement method or control mechanism User questionnaire Service order waiting list Change control procedure Number and percentage of customers not within the service area (e.g., for direct connection, secure dial-in service or some other service, etc.) Destinations and remote services not reachable Number/percentage of connections/data transfers not able to be established (e.g., destination not available/temporarily unavailable/connection limit exceeded/flow label limit exceeded, etc.) Percentage of misrouted packets (e.g., due to routing table errors, technology faults or network topology problems) Bit error ratio (BER) (a measure of line quality) Number/percentage of lost, discarded or resent packets (caused by poor line quality or network congestion) Network latency — mean and peak network propagation delays for end-to-end packet transfer (a measure of network congestion) Network load as percentage of capacity Number and percentage of lost connections or sessions (system ‘hang ups’) Correct network ‘reset’ should occur automatically after each communication. A high frequency of the need for manual resets signals a problem. (continued overleaf )
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Table 14.1 (continued ) Category



Dimension



Service reliability



Service faults Service availability or non-availability



Customer service and support



Accuracy and speed of helpdesk in recording problems



Technical competence of staff and speed of fault resolution



‘Helpfulness’ of staff



Service documentation



Fairness, reliability and accuracy of service charges



Probability of incorrect invoice



Tangible measurement method or control mechanism Number, frequency and duration of faults Frequency of necessary network or software upgrades to overcome bugs Total period of lost service (per user or server connection) per month or per year. Percentage availability. (A target availability of 99% allows only 3 days outage due to faults each year) Helpdesk time to respond (e.g., time to answer telephone, elapsed time before expert is despatched or calls back user) Mean-time-to-repair (MTTR) faults, resolve reported problems and clear trouble tickets Percentage of trouble tickets cleared within a given target time Percentage of trouble tickets cleared with reason ‘fault not found’ (a large percentage may indicate problems not properly diagnosed and resolved or user misunderstanding regarding a particular service) The courteousness and willingness of staff to help — measured by questionnaire Availability of documentation about the service and operational procedures Percentage of disputed bills



The relationship of quality of service to network performance as defined by ITU-T is shown in Figure 14.1. According to ITU-T definition, quality of service measurements help a telecommunications service or network provider to gauge customers’ perceptions of the service, while network performance parameters are direct measurements of the performance of the network, in isolation of the effects caused by human users or data terminal equipment and application software. Thus quality of service encompasses a wider domain than network performance, so that it is possible to have a poor overall quality of service even though the network performance
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Figure 14.1 ITU-T definitions of quality of service (QOS) and network performance (NP).



may be excellent. Identifying such cases is the key to deploying the right application support staff to seek the problem rather than committing network operations staff to an attempt at network improvement without chance of success. The measured quality of service may differ greatly from the measured network performance values in cases where the end-to-end path traverses several different networks. But while the quality of service is of utmost importance to the end-user, it cannot become the only pre-occupation of network administration staff, because it does not directly reflect the performance of their network and operations, and anyway it is very difficult to measure objectively. Quality of service is not only technically difficult to measure, it should theoretically also be measured for each individual customer and each computer application separately. Such difficulties were the reason for the development by ITU-T of the concept of network performance. Network performance can be more easily measured within the network, and provides meaningful performance targets and direct network design feedback for the technicians and network managers operating the network. Quality of service parameters should be chosen to reflect the end-to-end communication requirements or the performance requirements of a networked computer application (as perceived by the human user). These parameters should then be correlated with one or a number of directly related network performance parameters, each NP parameter reflecting the performance of a subnetwork or other component part of the network, and therefore contributing to the end-to-end quality. In this way, both quality of service and network performance problems can be most effectively monitored and traced to their root cause. Similar parameters may be (but are not always) used to measure both quality of service and network performance (e.g., propagation delay, bit error ratio (BER), % congestion etc.). Normally the measured quality of service will be found to be lower than the measured network performance — the difference is due to the performance degradations caused by the users’ data terminal equipment (DTE), software and the human user’s method of use.



14.3 Quality of service (QOS), type of service (TOS) and class of service (COS) In data protocol specifications, the term quality of service is most often used to describe the target level of communications quality and reliability which should be achieved by a given



570



Quality of service (QOS), network performance and optimisation



protocol (in effect: what ITU-T calls the network per formance of the protocol). The quality of service of a number of layer 2 and layer 3 protocols are defined in this way. Thus the target quality of service of a datacommunications protocol or network is typically defined in terms of: • the minimum ‘guaranteed’ data throughput (i.e., bit rate); • the maximum one-way packet propagation delay (often called the latency); and • the reliability of the network or connection (e.g., the ‘variability’ of the connection quality; the fluctuation in packet delay times or the availability of the service). IP-suite protocols which attempt to ‘guarantee’ a given network quality-of-service do so by prioritising packets. Higher priority packets are dealt with first. They are forwarded in preference to other lower priority packets and stand less chance of being discarded in the case of network congestion. By means of such prioritisation, capacity within the network can be ‘reserved’ for higher priority traffic during times of network congestion, thereby ‘guaranteeing’ the minimum bit rate available for data throughput. In parallel, the preferential forwarding of packets by intermediate routers minimises the end-to-end propagation delay or latency. The assumption is that by minimising the delay, the variation in the delay will also be minimised. But you should never forget that the minimum delay is not necessarily either a short delay or an acceptable delay! Packet prioritisation schemes usually operate by means of one or more quality of service ‘labels’ in the packet’s protocol header. A number of different ‘labels’ are used by different protocols as listed below. (Some of these we have discovered earlier in this book): • type of service (TOS) field (used by Internet Protocol version 4 header); • IP precedence field (used by Internet Protocol version 4 header); • T (throughput), D (delay) and R (reliability bits (used by Internet Protocol version 4 header); • DiffServ field as used by Internet protocol differentiated services (DiffServ); • traffic class field (used by Internet Protocol version 6 (IPv6) for differentiated services); • flow label (used by Internet Protocol version 6 and MPLS, multiprotocol label switching); • user priority field (defined by IEEE 802.1p for prioritisation of traffic between virtual bridged LANs, VLANs).



Type of service (TOS) Internet protocol (IP) version 4 (IPv4), as we saw in Chapter 5, can be made to prioritise packets according to their type-of-service (TOS) as recorded in the IP header type of service field (Figure 14.2). The IP precedence value within the TOS-field is a 3-bit value indicating the priority with which routers are to deal with and forward so-labelled packets. As listed in Table 14.2, the highest priority is given to ‘network control’ packets, thereby ensuring that packets concerned with network reconfiguration and control have a high chance of getting through even during periods of very severe network congestion. The message, after all, might be critical to relieving the congestion. The lowest priority of packets (and most likely to be discarded at times of congestion) are ‘routine’ packets. Alternative, but less well defined, are packet prioritisations to achieve a target quality of service with respect to throughput (T-bit), delay (D-bit) or reliability (R-bit). The bit value settings of T-, D- and R-bits are listed in
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Table 14.2 IP-Precedence field determines relative priority for packet processing and forwarding IP Precedence value decimal (binary in brackets) TOS bits 0, 1 and 2 7 6 5 4 3 2 1 0



(111) (110) (101) (100) (011) (010) (001) (000)



Meaning Network Control Internetwork Control CRITIC/ECP (critical/exceptional) Flash Override Flash Immediate Priority Routine



Table 14.3 Delay, throughput and reliability — bits (D-, T- and R-bits) of the type of service (TOS) field TOS bit D-bit (TOS bit 3) T-bit (TOS bit 4) R-bit (TOS bit 5) TOS bit 6 TOS bit 7



Meaning Delay Throughput Reliability Reserved for future use Reserved for future use



Binary value ‘0’ Normal Normal Normal Always Always



Delay Throughput Reliability set to ‘0’ set to ‘0’



Binary value ‘1’ Low Delay High Throughput High Reliability Not used Not used



Table 14.3, but there is no advice in the protocol definition how the different types of packets are to be handled.



Differentiated services (DiffServ): class of service (COS) and per-hop behaviour (PHB) A more comprehensive quality of service ‘guarantee’ scheme for the transport of IP (Internet protocol) packets (than TOS) is offered by differentiated services (DiffServ). The DiffServ standards define an alternative use of the TOS field of IPv4 and the traffic class field of the IPv6 header. Like TOS, we also discussed DiffServ in detail in Chapter 5. We recap briefly. Each packet is labelled with a differential services codepoint (DSCP) (Table 14.4). The DSCP reveals the class of service (COS) of the traffic (first three bits of DSCP) as well as the drop priority (the probability that the packet may have to be discarded by a router during a period of congestion on a particular network trunk). According to the value of the DSCP set in a particular IP packet (IPv4 or IPv6), the forwarding and treatment of the packet will be conducted according to one of a number of pre-defined PHBs (per-hop behaviours). Four types of PHB are defined so far (see Table 14.4): • default PHB (for ‘routine’ or ‘normal’ traffic); • assured forwarding (AF) PHB;
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Table 14.4 Differential services (DiffServ): Codepoints (DSCP) and PHB (per-hop behaviour groups) PHB type



First three bits of DSCP



Default PHB Assured forwarding (AF) PHB



000 001 010



011



100



Expedited forwarding (EF) PHB Network control traffic



Second three bits of DSCP 000 010



 A Class 1    l    t  Class 2    E     r   n Class 3 A     t   i  Class 4     V     e   s



100



110



LDP (Low Drop Priority) MDP (Medium Drop Priority) HDP (High Drop Priority)



Actions of PHB RFC 1812 RFC 2597



101



110



RFC 2598



11x



xxx



Highest priority



• expedited forwarding (EF) PHB; and • network traffic PHB (highest priority). The correct functioning of the per-hop behaviour (PHB) mechanism3 relies upon the reservation of a certain amount or percentage of the network or trunk capacity for the carriage of the packets of the highest priority. This involves ‘forward planning’. The forward planning typically takes one of two forms, either: • a certain amount of capacity is reserved ‘for all time’ for high priority classes of service, or • on establishment of a new data communications connection or session, the user must request the required reserved capacity. If the capacity is available, the connection is established, otherwise the new connection is rejected — and the user must wait until later (like calling back when the phone network is busy). This type of reservation is usually undertaken in IP-networks using RSVP (resource reservation protocol).4 Calculating how much network capacity should be provided to carry a given quantity of data traffic or how much capacity should be temporarily reserved to meet a given target quality of service for a particular traffic class of service (COS) is a subject in its own right. We return to this later in the chapter. In the meantime, we complete our review of packet prioritisation schemes used by common data networking protocols. . .



VLAN user priority field In switched ethernet LANs (local area networks) it is possible to create virtual bridged LANs (VLANs), as defined by IEEE 802.1q. These we discussed in Chapter 4. Two of the prime 3 4



See Chapter 3. See Chapter 7.
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reasons for establishing VLANs are to provide high quality of service and secure transmission of packets during their transport across the LAN backbone network. The quality of service is ‘guaranteed’ by means of a packet labelling mechanism defined by IEEE 802.1p. The user priority field of IEEE 802.1p allows packets to be prioritised into 8 different classes of service using a 3 bit field priority value used in a similar manner to the IP precedence value of the IPv4 header (Figure 14.2 and Table 14.2).



Quality of service control in ATM (asynchronous transfer mode) data networks The standards defining ATM (asynchronous transfer mode)5 were among the first to set out a framework for ‘guaranteeing’ the quality of service of data transmission across a packetbased network. Traffic- and congestion-control are achieved in ATM networks by means of two measures: 1. A negotiation process (connection admission control, CAC ) is carried out during each call set-up (ATM networks are connection-oriented and not connectionless networks). During the negotiation, the end-user must request the network capacity required which is required. This capacity will be reserved for the duration of the call (on the basis of the peak cell rate required), provided the capacity is available. Otherwise the call is rejected. 2. In addition, a network congestion monitoring and relief process (network parameter control, NPC and usage parameter control, UPC ) is carried out during the active data transfer phase of the connection. This discards less important cells (cell is the ATM name for a packet with a fixed length of 53 octets) at times of network congestion. In addition, flow control procedures are used to relieve congestion. Each time a connection across an ATM network is requested, the user (or requesting entity) is required by the connection admission control (CAC) to declare the connection type needs in terms of the following parameters: • peak cell rate (PCR) required; • sustainable cell rate (SCR) (i.e., the minimum persistent cell rate required); • burst cell rate (i.e., the maximum rate of cell sending over and above the SCR during very short periods); • quality of service, defined in terms of the parameters: cell delay, cell delay variation tolerance (CDVT) and cell loss ratio (CLR). The parameters are carried in the call set up message and form part of a traffic contract which the network commits to at the time of connection establishment. It is a commitment to the end user or device that the network will meet the requested quality of service, provided the user complies with the conditions he or she has specified. Once the traffic contract is established and the connection is set up, the usage parameter control (UPC) and network parameter control (NPC) procedures take up the process of monitoring network performance and service delivery according to the contract. The main purpose of the procedures is to protect the network resources and other network users from quality of service degradations arising from unintentional or malicious violations of the negotiated traffic contracts, and take appropriate action. On detecting a violation, the UPC or NPC may elect to carry the extra cells anyway, may re-schedule the cells, may discard them or may tag them, by overwriting 5



See Appendix 10.
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the cell loss priority (CLP) bit, resetting the value from ‘0’ to ‘1’ and thereby increase the probability of cell discarding should congestion be encountered.



QOS in MPLS (multiprotocol label switching) and RSVP (resource reservation protocol) networks Similar principles of quality assurance to those used in ATM are used in MPLS (multiprotocol label switching) and RSVP (resource reservation protocol) networks, as well as in DiffServ networks using PHB (per-hop behaviour). To date, however, the standards documentation for MPLS, RSVP and DiffServ is largely restricted to the coding of headers, flow labels and priority bit fields. There is little standardised advice on when a reservation can be allowed and how traffic contract policing should be conducted. Obviously this will affect the absolute level of quality of service achieved. Currently, the correct measures to be undertaken are left for the router manufacturer or network administrator to determine for himself. (No guarantees then!)



QOS in frame relay networks Frame relay networks,6 like ATM networks, allow for the establishment of traffic contracts between the network and users regarding the quality of service ‘guaranteed’ for an individual



Figure 14.3 Typical frame relay connection: committed information rate (CIR) and excess information rate (EIR). 6



See Appendix 9.
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point-to point frame relay connection. The quality of service contract is expressed in terms of the: • committed information rate (CIR); and the • excess information rate (EIR). Typically the traffic contract values in frame relay networks are ‘pre-configured’ into the network by the network administrator. Values cannot be negotiated at the time of call or session set-up. (Frame relay networks generally only support permanent virtual circuits and not switched virtual circuits). The committed information rate (CIR) is the minimum end-toend bit rate exclusively reserved for the connection. The excess information rate (EIR) is the maximum permitted rate (over and above the CIR) at which the network is prepared to receive packets from a frame relay sender. Network and trunk capacity has to be reserved for the CIR along the whole course of a frame relay connection (links A-B, B-C, C-D, D-E and E-F of Figure 14.3). Typically, the sum of the CIR and the EIR will equal the bit rate of the access line connecting the end user’s device to the network (e.g., link A-B of Figure 14.3 or link E-F). But the EIR might also be set lower than the constraints imposed by the access line if any of the core network trunks are seriously congested. Should the sending device send frames at a rate higher than the maximum ‘permitted’ rate (equals CIR plus EIR), then any of the frame relay devices along the path are allowed to discard the excess frames.



14.4 Data network traffic theory: dimensioning data networks Good network performance — fast packet propagation across the network — depends upon good network design and the provision of adequate node (e.g., router or switch) and trunk capacity to carry the offered traffic demand. Public telephone network operators have a long tradition of measuring the traffic carried by their networks. Since they operate their networks with little or no congestion, they generally assume that the carried traffic is equal to the offered traffic (i.e., the unsuppressed traffic demand). Calculating using the offered traffic and the target grade of service (GOS)7 as inputs, it is possible to determine exactly how many telephone circuits are required between two nodes in a telephone network. Each of the trunk connections between the various nodes in the network can be dimensioned in this manner. The theory underlying the mathematical analysis of telephone traffic is called teletraffic theory. It is based largely upon the work of a Danish scientist, A.K. Erlang, who published a teletraffic dimensioning method for circuit-switched networks in 1917. The method (the Erlang lost-call formula) is still widely used for telephone network dimensioning today. Indeed, telephone network design engineers express the volume of telephone traffic in Erlangs. One Erlang of telephone traffic between two given end-points is equivalent to one telephone circuit (on average) being permanently occupied during the whole of the busy hour. ITU-T (International Telecommunications Union — Standardization sector) has published a large number of recommendations (in the E-series) which cover in detail the standardised methods for dimensioning of international telephone networks. Unfortunately, there is no similar formal advice about data- or IP-network dimensioning. This is largely left ‘up to the user or network administrator’, many of whom use ‘empirical methods’ of network dimensioning (e.g., ‘keep all trunks at less than 75% loading’ or simply and more crudely: ‘trial and error’). 7 The grade-of-service (GOS) is the probability that a new call will be rejected by the network — due to congestion at the time of call set-up. Telephone networks are typically designed for a target grade of service (GOS) of 0.01 (i.e., 1%). At this GOS, of 100 calls offered to the network, 1 or less calls will be rejected due to network congestion.
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Empirical methods used by individuals with a wide experience of real network traffic have much to recommend them, but there are also many instances where it is useful to be able to ‘fall back’ on a simple mathematical model to estimate likely network performance. One such model is the Erlang call-waiting formula, and we shall discuss this in the next few pages — to give you, the reader, a simple model to fall back on if you need to. The Erlang call-waiting formula was originally designed to model calls made to human telephone operators, who were responsible for making telephone connections in the first half of the twentieth century. Callers had to wait until the next operator was free before being connected. The formula, though, can easily be adapted to model data packets waiting to be transmitted across a statistically multiplexed transmission line. The waiting in this case is caused by other data packets already in the ‘queue’ or buffer. The call-waiting formula provides a means for calculating: • the latency (i.e., packet delay) caused by queueing buffers at intermediate nodes and limited line capacity; and • the likely lengths of packet queues (and thus the size of queueing buffers which are required). For a given traffic demand and target latency, it is thus possible to calculate the required line capacity (i.e., bit rate). Alternatively, knowing the capacity and the traffic demand, the latency can be estimated. Such ‘guide calculations’ are invaluable to network designers and operators in dimensioning networks efficiently to meet quality targets.



Modelling data traffic: the Erlang call-waiting formula Devices sending information on data networks (data terminal equipment) generally do so in a packet-, frame- or cell-oriented format over a packet-, frame- or cell-switched network. The number of packets, frames or cells trying to traverse the network or a particular link at any time fluctuates from one moment to the next, as the users make their requests for information to servers, and the servers reply with responses or file transfers. The traffic profile (illustrated as the bit rate of the packets submitted to the network or link over time) typically has the form of a series of peaks, as illustrated by Figure 14.4a. Each peak corresponds with a sudden ‘burst’ of activity from a terminal or a server — as it submits a series of packets to the network commensurate with the needs of the associated request, response or file transfer. At certain times, the rate of submission of packets may be so large that it exceeds the capacity of the line for a moment or two. Such instances can occur at any time and are quite common. They are caused by multiple terminals submitting traffic at the same time. The example of Figure 14.4b illustrates an example in which the line capacity (maximum line bit rate) is temporarily restricting the packet throughput. The net result is a flattening of the traffic profile. The shaded portion of the traffic peak is slightly delayed by the storage buffers involved in statistical multiplexing. Some packets are made to wait. The traffic performance of such a network can be modelled by the Erlang call-waiting dimensioning technique — to decide the required data link bit rate and buffer capacity which are required in order that a given waiting time is not exceeded. The time during which an individual packet, frame or cell must wait in the buffer for the line to become free may be a significant proportion of the total time needed for it to traverse the network as a whole. Thus the waiting time in the buffer contributes significantly to the propagation time or latency. The propagation time (network latency) in turn will affect the apparent speed of response of a computer reacting to the typed or other commands of
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Typical fluctuation in data traffic over time.



the computer user. Most computer applications can withstand some propagation delay, though above a given threshold value further delay may be unacceptable. Thus, for example, many packet-switched data networks are designed to keep the latency (one-way propagation delay) lower than 200 ms. The switch and network designers of a data network must ensure that the bitspeed of the line (the capacity between two points in a network) is greater than the average offered bit rate trying to traverse between the two points. If the line were not fast enough, a continuous build-up of data would occur in the buffer at the transmitting end, causing ever-increasing delays. In addition, the buffer must be large enough to temporarily store all waiting data. If the buffer is not big enough, then arriving packets will be lost at times when it is full. The arriving packets at these times simply overflow the buffer. The original Erlang call-waiting formula (Table 14.5) is oriented to telephone call-waiting systems (e.g., the queueing times callers must wait before being able to speak to an operator in a call centre). The formula is relevant to determining how many helpdesk or call centre operators are required, given a certain volume of telephone caller traffic and a target waiting time. (In this sense, it may also be of direct application for data network operations or helpdesk organisations running a call centre.) The formulae of Table 14.5 may also be easily adapted for data network dimensioning by substituting N = 1. This value corresponds to the assumption that there is only one line (i.e., one server in ‘call-waiting formula language’) carrying packets between any given pair of nodes in a data network. The link will have a given bit rate capacity, and the data flowing over the link could be thought of as being measured in Erlangs (the average usage of the line, assuming that permanent full usage of the single line would be equivalent to one Erlang). Thus, for example, an average bit rate of 7500 bit/s being carried on a 14 400 bit/s link is equivalent to 7500/14 400 or 0.52 Erlangs. By setting N = 1 into the various formulae of Table 14.5, rearranging them and renaming some of the parameters to make them more familiar ‘language of data communication’, we obtain the formulae of Table 14.6.
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Table 14.5 Erlang call waiting formula (original version): relevant to calculating the required number of call centre operators for a helpdesk Parameter



Usual notation



Probability of delay (Erlang call-waiting formula)



C



Average delay (held in queue)



D



N B. N − A(1 − B) Cd. = N −A AC. = N −A = C e−(N−A)t/d =



Average number of waiting calls Probability of delay exceeding t seconds Probability of j or more waiting calls Erlang lost-call formula Key: N j B A d



= = = = =



Formula



= C(A/N )j =



B



(1 + A +



A2 /2!



AN /N !. + A3 /3! + · · · + AN /N !)



number of servers (e.g., human operators) processing the calls number of calls in queue lost call probability if there were no queue (calculated from the Erlang lost-call formula) offered traffic in Erlangs (average number of simultaneous calls in busy hour) average service time required by an active server to process a call



Table 14.6 Erlang call waiting formula: rearranged form appropriate to data network traffic modelling Parameter



Usual notation



Formula



Probability of delay (Erlang call-waiting formula)



C



= A (average line loading)



Average delay (packet held in buffer waiting for transmission)



D



=



p. (1/A − 1)L



=



A.2 1−A



Average number of waiting packets or frames in buffer Probability of buffer delay exceeding t seconds Probability of j or more waiting packets



= A e−(1−A)tL/p = Aj +1



Key: p = data packet size in bits A = offered traffic in Erlangs (average line loading during the busy hour) L = line bit rate in bit/s



Before we move on, it is important to note the limitations of the use of the Erlang callwaiting formula. What we have not mentioned so far is that the derivation of Erlang’s formulae is based upon the assumption that the traffic offered to a telecommunications network is of a statistically random nature. This assumption is not necessarily true — particularly in smaller networks dominated by a small number of computer servers which schedule or coordinate much of the traffic in the network. But in networks with a large number of users, the formulae may produce a good estimate of likely real network performance. It is interesting to substitute a few values in the formulae of Table 14.6 to give practical insight into the operation of data networks. First, let us consider the maximum acceptable line loading for a typical IP-based network which uses 64 kbit/s trunk lines between routers. To do so, we consider the formula for calculating the ‘probability of buffer delay exceeding t
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seconds’. We shall substitute L = 64 000 bits/s and a packet size p of 576 bytes = 4608 bits. We then consider two cases: an ‘acceptable’ buffering delay of t = 200 ms and a ‘maximum acceptable’ buffering delay of t = 500 ms. Figures 14.5 and 14.6 illustrate the resulting plots of the relationship between the probability of exceeding the stated delay and the line loading (A). Figure 14.5 illustrates the probability of exceeding a 200 ms delay, while Figure 14.6 illustrates the probability of exceeding 500 ms. Notice in Figure 14.6 how the probability of the buffering delay exceeding the 500 ms (‘maximum acceptable delay’) increases rapidly at line loadings above about 80%. At 80% line loading, this probability is only around 20%. The conclusion is that we should not expect to run a 64 kbit/s data network much above about 70%–80% line loading, if we do not want to experience ‘unacceptable’ delays. What about the effect of increasing the linespeed while keeping the packet size constant, you might ask? What if we increase the linespeed to 2048 kbit/s (2 Mbit/s)? The result is shown in Figure 14.7, where we again plot the probability of exceeding the 500 ms ‘maximum acceptable’ buffering delay limit. Now we are able to operate the line at over 95% loading without exceeding the 500 ms delay limit more than a very tiny proportion of the time. Is this what you might expect? Of course. For a packet of a given size can be transmitted to line much faster by a high bit rate line than by a low bit rate line. So the period during the packet transmission during which other packets might have to wait is much lower. Only when a number of other packets of equal or higher priority are also already queued up will the waiting time be appreciable. But the chances of queues are also lower, since each individual packet takes a relatively small proportion of the available line capacity. As a result, higher speed lines may be loaded (measured in percentage terms) more than lower speed lines. The corollary also applies: you must be careful not to overload low speed lines. Figure 14.8 illustrates the



Note: The total propagation delay of a packet crossing the data link (rst bit sent to last bit received) is the sum of the delay caused by buffering plus the time required to transmit the packet to line (= p/L) plus the electrical signal propagation delay (distance/speed of propagation). In the examples of Figures 14.5 and 14.6 the packet transmission time adds 72 ms and the electrical propagation around 3–10 ms per 1000 km.



Figure 14.5



Probability of buffering delay exceeding 200 ms (for linespeed L = 64 kbit/s, packet size p = 576 octets) [Total packet propagation delay in this case around 280 ms (see Note)].
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Figure 14.6 Probability of buffering delay exceeding 500 ms (for linespeed L = 64 kbit/s, packet size p = 576 octets) (Total packet propagation delay in this case around 580 ms — see Note to Figure 14.5).



Figure 14.7 Probability of delay exceeding 500 ms (for linespeed L = 2048 kbit/s, packet size p = 576 octets).



effect of reducing the line speed to 9.6 kbit/s (a bit rate associated with older analogue modem lines). With this line speed, the probability of the buffering delay exceeding the ‘maximum acceptable’ of 500 ms is more than 10% when the line loading exceeds 25%. And what is the moral of the story? That using a fixed target percentage line loading (a single target value) is not a good way of managing latency delays caused by buffering. Rather than using a fixed target percentage utilisation for dimensioning network links, it is better to design networks for a given packet delay performance and to use a method like
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Figure 14.8



Probability of delay exceeding 500 ms (for linespeed L = 9.6 kbit/s, packet size p = 576 octets).



Figure 14.9



Typical data network: each link must be separately dimensioned to carry the total traffic offered to it.



the formulae of Table 14.6, inputting the value of the line loading (A), average packet size (p) and line bit rate (L) to calculate the probability of exceeding a given target ‘maximum acceptable buffering delay’. If you are working to a maximum end-to-end network latency target, then you need to summate the likely delays occurring at each node along the way, as well as the electrical propagation delays and packet transmission delays. In more complex data networks, as exemplified by Figure 14.9, the same dimensioning method may be used for the individual links of the network. Thus link D-A of Figure 14.9 can be dimensioned according to the needs resulting from the sum of D-A and D-B traffic. Link A-B is dimensioned according to the aggregate needs of D-B, C-B and A-B traffic. Before leaving the Erlang call-waiting formula, let us also consider the practical problem of how large network packet buffers must be. (The size of the buffer in number of packets is dependent only upon the relative line loading and independent of the line speed.) We shall assume that there is a ‘maximum acceptable’ proportion of packets which may be lost or corrupted (due to buffer overflow) of say 0.01% (1 in 10 000). We use the fifth formula of Table 14.6 to calculate the required buffer size and derive the graph of Figure 14.10.
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Figure 14.10 Required packet buffer size for loss or corruption of not more than 0.01% of packets.



Calculation of end-to-end latency The end-to-end latency (i.e., one-way propagation delay of a single packet) depends upon a number of factors: • the total of all the buffering delays caused by intermediate nodes along the path between the two end-points (these delays are dependent upon the network capacity and the level of traffic demand or congestion, as we explained in the previous section); • the total line transmission delays (which are dependent upon the size of the packet and the bit rate of the various lines which must be traversed); and • the propagation delay resulting from the length of the path. Returning to the example of Figure 14.9, the total network latency experienced by packets traversing the network from point C to point B is the sum of the following components: • the buffering delay at node C (awaiting transmission onto link C-A); • the packet transmission delay onto link C-A (equals the packet length in bits divided by the bit rate of link C-A in bits/s); • the buffering delay at node A (awaiting transmission onto link A-B); • the packet transmission delay onto link A-B (equals the packet length in bits divided by the bit rate of link A-B in bits/s); • the total length of the path from C via A to B divided by the velocity of transmission (approximately 105 km/s). The delay is approximately 3–10 ms per 1000 km. Let us assume that we are sending packets of 576 octets in size (a typical packet size for IPv4), that the first link C-A has a bit rate of 64 kbit/s and that link A-B has a bit rate of 2 Mbit/s. Let us further assume, that both links C-A and A-B are operating at 70% of their maximum load and that the total path length is 500 km. Using the second formula of Table 14.6 (for the delay, D) we are able to calculate the expected (i.e., average) end-to-end latency of the path
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C-A-B (the time from the submission of the first bit of the packet at node C until the receipt of the last bit at node B) as follows: • • • • •



buffering delay at C packet transmission delay at C buffering delay at A packet transmission delay at A path length transmission delay Total delay:



168 72 5 2 5



ms ms ms ms ms



252 ms



252 ms total delay — this is more than 1/4 second and perhaps too long for a given application. What could we do to improve matters? Increase the bit rate of link C-A — this will reduce both the buffering delay and the packet transmission delay at C. You might like to calculate for yourself the reduction in total latency caused by a bit rate increase to 128 kbit/s and/or try out some other examples of your own!



Forecasting traffic demand Ideally, networks should be dimensioned to carry the future forecast traffic demand, and not merely repeatedly upgraded after-the-event to overcome measured congestion. A simple forecast can be made by extrapolating the growth in measured traffic. The extrapolation can be either linear or calculated as the result of a continuous percentage growth rate. Experienced network designers will tell you that it is not worth trying to be very precise with the forecasting — forecasts are always wrong! In practice, your forecast is only an aid to your network design decision-making and to answering questions like: • shall I upgrade a particular 64 kbit/s line to 128 kbit/s now, or shall I wait another month? • what is the likely network latency of a particular critical network application? • shall I add a new direct trunk between two particular routers? If so, with which bit rate? You will find that the answer to such questions are not greatly affected by quite large errors in the traffic forecast. Here are a couple of examples to illustrate this. If you upgrade a line this month rather than next month, you may feel assured that the network latency will be much lower than the target value and users will be happy. Since the user traffic in most networks grows continuously, you can be sure that the extra capacity will be justified. And the marginal extra costs of buying the line a month early might be insignificant in comparison with the overall network budget. As illustrated in Figure 14.11, network and performance management typically involves deciding when to add discrete capacity extensions to the network to meet the forecast demand. Thus to achieve the carriage of the forecast traffic of Figure 14.11 the stepped ‘capacity’ line must always be maintained above the ‘demand’ curve. Typically a network operator will plan that the ‘steps’ of the ‘capacity’ line do not come too close to the ‘demand’ curve, and always leave a ‘contingency period’ of time between the date of the planned capacity extension and the actual date on which it is needed. If the optional bit rates for a new direct link between two routers are either 64 kbit/s or 2 Mbit/s, which line should I have installed? The way to answer this question is to compare the cost of the two lines with your calculated expectations of network latency. Even if an expected network latency of 252 ms using a 64 kbit/s line does not meet your ‘target’ of 250 ms for a
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Figure 14.11 Keeping network capacity higher than forecast demand: thereby meeting users’ quality expectations.



particular application, is it really worth paying a much higher price for the 2 Mbit/s line and the resulting improved latency, or could users ‘live with’ 252 ms latency after all?



Practical dimensioning of networks Many network operators do not apply sophisticated traffic modelling techniques in support of their network dimensioning. Instead the more pragmatic and empirical approach prevails: ‘if too many calls are being lost add some more circuits’ or ‘if the computer network response time is too slow, upgrade the speed of the data transmission lines’. While such methodology may appear crude, there is much to recommend it, since only very large networks are likely to carry sufficient traffic to be accurately characterised by statistical methods. In addition, many computer applications running on data networks may be designed to run at certain fixed times (e.g., hourly update of all the sales made in the outlets of a particular shopping chain). Here again, statistics may be of lesser value than experience. The empirical method should, however, be used with caution. The data network is not the only possible cause of slow-responding computer applications, and merely ‘throwing more capacity at the data network’ may not provide a solution at all. You need to review the design of the computer program itself, and the protocols being used. Adding more capacity at one point in a network sometimes has the effect of stimulating more traffic or of destabilising the routing of calls somewhere else in the network. This in turn can lead to greater rather than lesser problems. Internet routing protocols which calculate link costs based on link bit rates (such as OSPF — open shortest path first) will tend to choose high bit rate links in preference to lower speed ones. Thus adding capacity to a single link in isolation may (perversely) have the adverse effect of attracting more traffic to it — and
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thereby making congestion worse. Meanwhile, lower speed links may become practically unused! Ultimately, there is no better tool for dimensioning a network than a thorough knowledge of the traffic routes within it and the uses to which it is being put.



14.5 Application design factors affecting quality of service With the objective to optimise the quality of service (QOS) of a networked application, or in the search for the cause of a particular problem, particular attention should be paid to studying the design of the computer software application and to considering the protocols which it uses. Just because an application was well suited to a slow speed line, does not mean it will communicate effectively or efficiently using a high bit rate line! Moral of the story: don’t just assume that slow computer application response times are due to network capacity problems and simply add bit rate willy-nilly! Applications which run on high bit rate lines need to be designed very carefully, if they are to benefit from the full capacity of the line. In the example of Figure 14.12, an application is shown operating in a ‘conversational mode’ on a high speed line. Either the protocols which have been selected, or the manner in which the application has been written, demand that requests and responses are ‘ping-ponged’ across the network. The lighter-shaded diagonal bands of Figure 14.12 represent ‘request’ packets making their way across the network from the A-end to the B-end. The bands are relatively narrow (from top to bottom) since the request packet sizes are relatively small, and consequently are rapidly submitted onto the high bit rate line. The responses of the B-end (which are assumed to be large data messages) are the darker shaded bands, diagonally making



Figure 14.12 Applications which communicate in a ‘conversational style’ may waste the capacity of high speed lines.
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their way back from the B-end to the A-end. The ‘conversational’ manner in which the application has been conceived to work demands a strict sequence of ‘request-responserequest-response-request, etc.’. Unfortunately, the ‘ping-pong conversation’ greatly reduces the effective capacity of the line. Consider the direction of transmission from B to A. After sending the first data packet in response to the first request, the B-end must pause sending for a period of time. The minimum duration of the sending pause is equal to the round trip propagation delay (see Figure 14.12) (assuming that the request from the A-end is a very short message). If we assume that the line speed of Figure 14.12 is 2 Mbit/s and that each ‘data packet’ response of the B-end is of 576 octets in length, then the time required to transmit each packet to line is 576 × 8 bits/2048 kbit/s = 2.3 ms. This is the ‘thickness’ of the dark-shaded data packets making their way from the B-end to the A-end of Figure 14.12. The round-trip delay time, meanwhile, for a 500 km one-way path is around 10 ms. In other words, the line from B-to-A is busy for 2.3 ms (while sending a packet) but then must remain idle for at least 10 ms before the next data packet may be sent. This represents an overall efficiency of only 19% — effectively reducing the line throughput capacity to 383 kbit/s! Based on an actual end-to-end network capacity of 2 Mbit/s and a packet size of 576 octets, the application of Figure 14.12 only achieves a maximum data throughput of 383 kbit/s! So if we want to achieve a much higher data throughput what options do we have? Increase the line bit rate perhaps? Let’s try increasing the line bit rate to 34 Mbit/s: at this speed, the time required to transmit each packet to line is dramatically reduced — to only 0.14 ms — but as a result the line efficiency also drops dramatically (to 0.14 ms/10.14 ms = 1.3 %), with the net result that the absolute data throughput only increases to 454 kbit/s. Not a very good use of a 34 Mbit/s line! So what other options do we have? Answers: Increase the size of the packet (above 576 octets — if possible) or re-design the application to operate much more efficiently — managing without the ‘ping-pong’. DNS (domain name system), FTP (file transfer protocol), telnet and http (hypertext transfer protocol) are all somewhat ‘conversational’ protocols. The challenge is to integrate them into application software in such a way as to minimise the amount of conversation necessary to achieve the objective!



14.6 Network design for efficient, reliable and robust networks Not only the design of the applications, but also the topology of a data network can have a significant impact on the quality of service (QOS) perceived by end users. The next few sections provide a few simple guidelines on network design. They are intended to aid in the design of robust and efficient networks.



Hosts with heavy traffic are best sited at major network nodal points Hosts or servers which frequently conduct data communication with remote locations and are subjected to large volumes of data network traffic are best sited at major network nodal points. Thus, for example, in Figure 14.13, New York is the best location for a major website with large numbers of regular US national and international visitors. Why? Simply because it has the network infrastructure and capacity to deal with very large volumes of traffic. Charleston, South Carolina, might be the location of the company headquarters and the company’s computer centre, but it is simply not as accessible as New York from overseas
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Figure 14.13 What is the best location for a web server with frequent US national and international ‘visitors’?



locations. On the other hand, for a main audience of customers and Internet users in South Carolina, Charleston maybe is the perfect location! And where exactly is the best network location in a city like New York or Charleston? The answer is.. ‘as close as possible to the public network providers main location in the city’. This is the location with the best connectivity, the highest level of network redundancy and the greatest capacity. Some major public operators offer hosting facilities in these locations — the opportunity for corporate enterprises to locate their web servers and other network equipment in the location, and have it operated and maintained by the public network operator. The offer is worth considering purely on the grounds of the optimum network position of the server at this location. As an analogy, consider which is the easiest place to meet at in New York City? The answer is the airport! A big office in downtown Manhattan might comfortably meet all the possible needs of participants during the meeting itself, but first they will have to make it through the traffic jams and ‘gridlock’ in the Taxi from the airport. Even a high-speed fibre connection to your local telecommunications network provider is like the taxi from the airport! And a second link to provide for redundant ‘back-up’ connection of the site is only like a second taxi! There is nothing more secure from a networking perspective than being directly located at a major node! The siting of important computer servers at major network locations may seem like obvious advice, but it is surprising how seldom such matters are considered in network design. Many enterprise network managers imagine the company HQ to be ‘at the centre of the universe’. While they may spend much effort designing an economic network considering the relative positions of their computer servers, the locations of the employees, customers and suppliers accessing them, many often neglect to consider the topology of the public telecommunications networks which will be needed to interconnect them. The form of the remote connections may differ from one case to another (e.g., leaseline, dial-up connection, VPN — virtual private network or IP backbone service), but a public operator’s network is always in use! I was once involved in an enterprise network in which the major node appeared to be ‘redundantly’ connected to five others (Figure 14.14a). In reality, however, all five links were carried by the same higher-order transmission system to the nearest exchange building of the public telecommunications carrier (Figure 14.14b). The network redundancy was nothing like as good as the network designer had intended! On another occasion, I encountered a foreign exchange dealer’s network with redundant international leaselines between nodes in two different capital cities. The lines left the building
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Figure 14.14 The possible reality of a ‘redundant’ set of leaselines?



on separate cables, in separate conduits to separate local exchanges, and even transmitted different countries on their way to the destination. Unfortunately, however, both lines converged at the regional switching centre of the public telecommunications carrier — and consequently often failed at the same time. A more secure location for the enterprise network node both in this and the previous example would have been at a hosted location within the building of the regional switching centre site. Questions worth considering when thinking about the location of servers with heavy data traffic: • Where are the remote users located who will access the server? • What is the total volume of traffic? • On which public networks will the remote users originate their traffic? • What level of network redundancy is required? • What are the topology and redundancy of the public telecommunications carrier’s network? • What is the traffic growth rate? Could I need further capacity on a short term basis? • Does the public operator offer a hosting facility at a suitable location? • Are their over-riding labour costs, expertise or security reasons for siting the server in a particular location? • Which of the available algorithms or software design tools should I use to determine the best network topology for my network?



Fully meshed networks By fully meshing a router network (i.e., directly connecting each router to each other router), both the packet forwarding overheads and the packet delay (or latency) can be minimised.
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The load on the routing protocol is greatly reduced and many redundant paths are available to overcome single trunk failures. In such a fully-meshed configuration, each IP (Internet protocol) packet needs only to traverse two routers (the one in the originating network and the one in the destination network). The packet forwarding process (including ‘looking up’ the destination IP address in the routing table — a comparatively onerous task) only needs to be undertaken twice. In this way the processing effort required of the network as a whole is minimised, as is the packet delay during transmission (the latency). Full meshing of routers can be achieved by providing direct physical (trunk ) connections between each pair of routers, but this is an expensive way of achieving a full mesh. A cheaper alternative method, which also provides for full meshing of routers, is the use of a frame relay, ATM (asynchronous transfer mode) or MPLS (multiprotocol label switching) network in the core of the network — as a ‘transmission medium’ (Figure 14.158 ). Figure 14.15a illustrates a router network comprising a total of five routers. Because of the geographical elongation of the network, the operator can afford only five inter-network trunks between the routers. In consequence, packets crossing the network from router A to router E must traverse at least three IP-hops between routers (rather than the single hop needed in a fully-meshed network). Ten trunks would have been necessary for full-meshing of the routers. Figure 14.15b shows an alternative configuration of the network in which a core network has been created using two frame relay, ATM (asynchronous transfer mode) or MPLS (multiprotocol label switching) core switches. The two core switches are labelled b’ and c’. The switch b’ is collocated with router B and the switch c’ is collocated with router C. The trunks between the sites are connected to the ‘core network’ switches b’ and c’ rather than direct to routers B and C. Routers B and C are respectively connected to switches b’ and c’. The effect is to create a ‘core network’ between the routers without needing to add any trunks between



Figure 14.15 Creating a fully-meshed router network by means of a ‘core transmission network’. 8



See also Chapter 8, Figure 8.11.
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the locations. The physical network topology appears as shown in Figure 14.15b, but a complete mesh of layer 2 virtual connections (i.e., frame relay, ATM or MPLS label-switched connections) can be created between the routers as illustrated in Figure 14.15c. The ability to fully mesh routers in the manner illustrated in Figure 14.15 is a good reason for deploying a frame relay, ATM or MPLS network as a ‘transmission core network’ for an IP-router network. A similar effect can also be achieved using ‘classical’ telecommunications transmission technology — either PDH (plesiochronous digital hierarchy), SDH (synchronous digital hierarchy) or SONET (synchronous optical network). A further reason for the use of a different ‘transmission network technology’ at the core of a router network might also be the pure economics. Frame relay trunk port card hardware was in the past much cheaper than the equivalent router hardware! (A total of 7 router port cards and 7 frame relay port cards are required in the configuration of Figure 14.15b — maybe much cheaper than the 20 router port cards required for a full physical mesh router network.) Under normal operating conditions (i.e., with no trunk failures), the fully-meshed router network of Figure 14.15b has similar advantages to a network which is fully-interconnected with separate physical links. But during periods of link failure, the router network’s routing protocol has to work much harder if the ‘full-mesh’ is based only on virtual connections. A single trunk failure between router A and switch b’ in Figure 14.15b will have the effect of removing all four of the virtual direct connections between router A and all the other routers! The routing protocol has to detect all four link failures and try to work around them. This is harder than dealing with a single physical link failure between two routers. Not only this, but router A of Figure 14.15b can become isolated as the result of the link to switch b’. In the case of separate physical links from router A to all the other routers, a single link failure has much less impact on the network, and is dealt with more easily by the routing protocol. So in summary, the virtual full-mesh created by the ‘transmission core network’ is as effective as a physical full mesh in normal operation, but at times of link failure is not as robust. The question for the network designer, of course, is whether the extra cost of the full physical mesh is justified by a need for a more robust network.



Load balancing and route redundancy using parallel paths By using multiple paths, both the capacity and the redundancy of network paths can be increased. This can be achieved in a number of ways, but requires careful network planning. Path splitting and balancing of traffic between the different routes (called path balancing) can be used when more than one possible route exists between the two end-points of the communication, as for example in Figure 14.16a. In this case, the balancing of traffic between the two possible routes A-C-B and A-D-B must be carried out by careful configuration of the routing protocol. The routing protocol OSPF (open shortest path first) allows for path balancing, but only between paths of equal cost. When undertaken, path balancing causes roughly equal numbers of packets to be sent via each of the available alternative paths. Figure 14.16b illustrates an example in which the data transport capacity between two routers has been increased over time by the addition of extra trunks. While such a ‘multiple parallel link’ configuration is a little more robust than the alternative ‘big fat pipe’ configuration of Figure 14.16c, the ‘big fat pipe’ is generally better. Let us consider why. Let us assume that each of the links of Figure 14.16b has a capacity of 64 kbit/s. Then the total capacity available is 5 × 64 = 320 kbit/s. Let us therefore assume that the ‘big fat pipe’ of Figure 14.16c has a comparable total bit rate of 320 kbit/s. How do the two configurations compare in performance? Typically, the path balancing mechanism applied in the case of Figure 14.16b will direct each individual packet from router A to router B across one of the five alternative links. If we assume that each packet is 576 octets in length (a typical IPv4 packet length), then the time required to transmit the packet to line is 576 × 8/64 000 = 72 ms.
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Figure 14.16 Path splitting and link aggregation.



In comparison, the time to transmit the same packet to line across the 320 kbit/s ‘big fat pipe’ of Figure 14.16c is only 576 × 8/320 000 = 14 ms. So the ‘big fat pipe’ inflicts much less latency (i.e., delay) on packets during transmission. A solution to the problem of the higher latency of the configuration of Figure 14.16b (in comparison with the configuration of Figure 14.16c) may be provided by link aggregation, in which the two routers A and B use special methods of reverse multiplexing to make the five individual links appear to be a single 320 kbit/s connection. In this way, the capacity of all five links can be used to carry each packet. But even this does not compensate for the economic benefits of the single link configuration of Figure 14.16c. . . Typically the price of five separate 64 kbit/s leaselines between two locations is approximately the same price as a 2 Mbit/s single link connection. And the cost of a single trunk port for each of the two routers A and B is likely to be cheaper than the cost of five separate port cards for each router. The configuration of Figure 14.16c genuinely offers more bit rate between the routers and better performance, for less cost!



Route redundancy Duplicating the nodes and trunks of a network is a standard means used to eliminate major network disruptions caused by a single point of failure. If we consider the example of Figure 14.17a, the failures of any of the three routers or any of the trunks will isolate one part of the network from the other. The configuration of 14.17b, on the other hand, can withstand a single node or trunk failure without major impact on the overall network service. This has been achieved by a redundant configuration in which each of the nodes and each of the trunks is duplicated. In the particular example of Figure 14.17b a very high level of network redundancy has been implemented by the use of ‘parallel’ and ‘cross-over’ trunks between each of the routers at location A and each of the routers at location B. Ethernet switches with similar ‘parallel’ and ‘cross-over’ connections have also been included at location A to interconnect the two separate pairs of routers. This configuration is very robust even to multiple simultaneous node and trunk failures, but this has been achieved at a high cost. An alternative, cheaper, but slightly less robust redundant configuration might have used only four long distance trunks between the two locations — A and B — either the ‘parallel’ pair or the ‘cross-over’ pair.
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Figure 14.17 Employing a ‘cross-over’ topology to improve the redundancy and robustness of a router network.



Server redundancy and load-balancing On some occasions when particular applications or servers are subjected to very heavy ‘interrogation’ by remote users across a network, it is useful to be able to share the data traffic destined to the server across a number of different hardware devices acting as if they were a single server. This is often referred to as a server cluster (Figure 14.18). By sharing the incoming traffic across multiple processors, a higher overall processing capacity is achieved, and the failure of a single processor hardware does not mean an interruption of all the services offered by the server cluster.



Figure 14.18 Server clusters and load balancing.



Network design for efficient, reliable and robust networks



593



There are two main methods by which server clusters with load balancing can be realised. The first method is to purchase special ‘computer cluster’ hardware. To all intents and purposes such hardware appears like a single server to the network and the outside world. Such hardware may use proprietary methods for load balancing and may require optimisation of the application software. A second method is to use the DNS (domain name system)9 service to load balance address resolution requests to a number of servers, variously identified by slightly different domain name prefixes: www, www2, www3, etc.



Router and gateway redundancy Gateway redundancy protocols allow access routers in originating LANs (local area networks) to be duplicated as illustrated in Figure 14.19. Examples of gateway redundancy protocols are VRRP (virtual router redundancy protocol — RFC 2338) and the Cisco-proprietary protocol HSRP (hot standby router protocol). Both VRRP and HSRP work in the manner illustrated in Figure 14.19. Originating hosts with the originating network use the virtual standby IP-address as the address of their default router (the default gateway is the address of the first hop of an IP path when packets are sent by the host). But the virtual standby address is not the actual gateway address of either of the redundant routers A or B. Instead, each router has its own related, but different IP gateway address, and both share the virtual standby address. One of the routers is in active mode and the other in standby mode. The router in active mode operates as if it ‘owned’ the virtual standby address, until it fails, whereupon the standby mode router takes over. As far as the originating host is concerned, the two gateway routers appear to be a single virtual router with the gateway address of the virtual standby address. VRRP or HSRP hello messages are sent regularly between the two routers (e.g., every 3 seconds). These messages communicate which router is in active mode and which is in standby mode. In addition, they serve to indicate to both routers that the other router is still ‘alive’. A priority scheme determines which router assumes the role of the active router and



Figure 14.19 The operation of gateway redundancy protocols (e.g., VRRP — virtual router redundancy protocol). 9



See Chapter 11.
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which one shall be standby. Only the active router forwards IP packets outside the LAN (local area network). The router with the highest priority value (as communicated by means of the hello messages) assumes the role of the active router. In fact, routers simply assume that they should be active unless they receive a higher priority value from one of the other routers in the local network by means of a hello message. A router switches over from standby mode to active mode, should the currently active router fail to send three consecutive hellos. Both VRRP and HSRP allow two or more routers to be used in a redundant gateway configuration. Since the failure of the gateway router is one of the commonest network failures in an IP-based network, the use of such a redundant gateway configuration is important in cases where very high network availability and reliability is required.



Interconnection and peering One of the early attractions of router networks employing the Internet protocol (IP) was their use of routing protocols to automatically determine routing tables for the forwarding of packets to all reachable destinations. This is a major advantage, and networks can indeed be built or attached to other networks, with little concern for how the packets will find their correct destinations. But while automatic routing protocols will always find the best available route to a given destination, this is no assurance that the end-to-end communication quality of the best route (particularly the network latency) will be acceptable to the end-users. If the network is to provide service in line with end-to-end quality targets, then there is no alternative to comprehensive network design and consideration of all possible main traffic paths through the network. The degree to which the network is interconnected with other Internet or IP-networks has a major impact on the reachability of destinations and the quality of the communication. Figure 14.20 illustrates the typical dilemma of a network designer. The network designer (of the dark shaded ‘network’) is faced with having to decide which inter-network connections (peer connections) need to be made. The options under consideration are connections to the Internet service providers ISP1 and ISP2 or direct connections to the Internet exchange points IX1 and IX2. A particular overseas destination (to which a large amount of data is sent) is best reached by means of the ‘overseas ISP’ which is directly connected to IX2.



Figure 14.20 Making the right network connections impacts the reachability of destinations and the quality of service.
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All possible destinations in Figure 14.20 could be reached by a single connection of the dark-shaded ‘network’ to either ISP1 or ISP2, and this is likely to be the lowest cost ‘solution’. But when also considering the quality and performance of the network, the designer may choose to make further peer connections. The network designer needs to consider a number of factors in selecting the final network design: • total network cost; • accounting charges of ISPs, transit networks (transit autonomous systems) and Internet exchanges (IXs); • network hardware and equipment costs; • total volume of traffic; • network quality requirements; • network performance and latency to frequently accessed destinations; • maximum permissible hop count to frequently accessed destinations (this affects the network latency); and • maximum number of transit AS (autonomous systems) in reaching a destination. The network designer’s choice of peer connections for the dark-shaded ‘network’ of Figure 14.20 might include any one or more of the ‘possible connections’.



14.7 Network operations and performance monitoring No matter how good your network design, unpredicted traffic demand or unexpected network failures will occasionally upset even your best-laid plans! It is critical to monitor traffic activity and network performance. Traffic demand is usually tracked as a long-term trend. Network traffic capacity planning ensures that the predicted traffic demand (including long-term growth) can be carried while simultaneously meeting prescribed communication quality targets. For the purpose of network dimensioning, the traffic demand is defined to be the maximum demand arising during the busiest hour and busiest day of a particular month. The growth in demand is tracked from one month to the next. For the purpose of measuring traffic demand, it is normal to collect network statistical records and post-process them. Statistical records can be collected from network routers, switches or other nodes. Alternatively, special traffic monitoring devices (probes or sniffers) may be used to collect sample traffic data. The data may be collected either on a ‘small sample’ basis (e.g., a measurement made only on the assumed busiest day of a particular month) or on a ‘full-time’ basis. Post-processing (i.e., computer analysis after the event) of the data can be used to generate a full traffic matrix ‘view’ of the network. The traffic matrix reveals the individual sources and destinations of packets and the volumes of data sent and received by each. The sources and destinations may be analysed in terms of individual host or server addresses, but more normal is to consider the traffic flows between source and destination subnetworks (e.g., LANs). The traffic matrix (once inflated according to the predicted growth in demand) is used directly for network planning. Thus link capacity upgrades and network extensions can be planned for the upcoming months. The traffic matrix will usually include the volume of data (i.e., number of bytes and maximum packet rate or bit rate) sent from an individual source to an individual destination. But in addition, network performance analysis also needs to consider: • overall usage (number of bytes, Mbytes or Gbytes sent); • maximum bit rate or packet rate demand;
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• peak and mean packet size; • individual link utilisations (i.e., percentage of capacity in use during the busiest period); • the top talkers (i.e., the main sources and destinations of traffic); and • average and maximum transaction delay. As well as long-term monitoring of traffic demand and network quality performance, it is also essential to monitor network performance in real-time, if the service degradations caused by unpredicted peaks in traffic demand or network failures are to be minimised. There are two methods by which network failures or sudden degradations in network quality can be detected: either by means of remote monitoring (RMON) and equipment-reported alarms (as discussed in Chapter 9) or by using external monitoring equipment. Alarms reporting failed equipment or links, unreachable destinations or unacceptable quality of transmission are usually sent to a network management station, where they are filtered and correlated before being presented to a human network manager — typically in the form of a graphical view of the network topology, with the failed equipment blinking or illuminated in red. This prompts the human manager to action. External network monitoring equipment typically works by checking the ‘heartbeat’ of the network. If the ‘heart’ stops beating, the monitoring equipment raises the alarm. Some network administrators, for example, use packet groper devices to poll critical destinations every few minutes. They send a groper (PING) packet every few minutes to each critical destination and receive a reply in order to confirm that the destination is still reachable and that the latency of the network still meets the target quality level. Should the test fail, or the return packet be unduly delayed, the human network manager is alerted. Problems will typically be caused either by undue traffic demand or by a network link failure. The exact cause of the problem may require more detailed diagnosis by the human network manager (e.g., by manually PINGing the transit nodes along the route to the unreachable destination in turn).



14.8 Network management, back-up and restoration Having located a network failure, what sort of network management control is appropriate? Network management actions can be classified into one of two categories: • expansive control actions; and • restrictive control actions. The correct action to be taken in any individual circumstance needs to be considered in the light of a set of guiding principles, viz: • use all available equipment to complete calls or deliver data packets, frames or cells; • give priority to data packets which are most likely to reach their destination, have a high priority, and are likely to be processed immediately; • prevent nodal (switch or router) congestion and its spread; • give priority to connections or data packets which can be carried using only a small number of links. In an expansive action the network manager makes further resources or capacity available for alleviating the congestion, whereas in a restrictive action, having decided that there are insufficient resources within the network as a whole to cope with the demand, the human network
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manager can cause attempted communications with hard to reach (i.e., temporarily congested) destination(s) to be rejected. It makes good sense to reject such communications close to their point of origin, since rejection of traffic early in the communication path frees as many network resources as possible, which can then be put to good use in serving communications between unaffected points of the network.



Expansive control actions There are many examples of expansive actions. Perhaps the two most worthy of note are: • temporary alternative re-routing (TAR); and • network restoration or link back-up.



Temporary alternative re-routing (TAR) The use of idle capacity via third points is the basis of an expansive action called temporary alternative re-routing (TAR). Re-routing is generally invoked only from computer controlled switches where routing table changes can be made easily. It involves temporarily using a different route to a particular destination. In Figure 14.21, the direct link (or maybe one of a number of direct links) between routers A and B has failed, resulting in congestion. This will change the reachability of destinations and the cost of the alternative paths to particular destinations, as calculated by the routing protocol (as we discussed in Chapter 6). Some routes will thus change to temporary alternative routes (in the example of Figure 14.21, the temporary alternative route from router A to router B will be via router C). The routing tables of all the routers in the network may be changed during the period of the link failure to reflect the temporary routes which are to be used. The change will typically occur within about 5 minutes. A reversion to the direct route occurs after recovery of the failed link.



Network restoration Network restoration is made possible by providing more plant in the network than the normal traffic load requires. During times of failure this ‘spare’ or restoration plant is used to ‘stand in’ for the faulty equipment, for example, a failed cable or transmission system. By restoring



Figure 14.21 Temporary alternative routing (TAR) to overcome a link failure.
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service with spare equipment, the faulty line system, switch or other equipment can be removed from service and repaired more easily. Network restoration techniques have historically been applied to transmission links on a 1 for N basis, i.e., 1 unit of restoration capacity for every N traffic-carrying units. The following example shows how 1 for N restoration works. Between two points of a network, A and B, a number of transmission systems are required to carry the traffic (see Figure 14.22). These are to be provided in accordance with a 1-in-4 restoration scheme. One example of how this could be met (Figure 14.22a) is with 5 systems, operated as 4 fully-loaded transmission lines plus a separate spare. Automatic changeover equipment is used to effect instant restoration of any of the active cables, by switching their load to the ‘spare’ cable should they fail.10 An alternative but equally valid 1-in-4 configuration is to load each of the five cables at four-fifths capacity (Figure 14.22b). Should any of the cables fail, its traffic load must be restored in four parts — each of the other cables taking a quarter of the load of the failed cable. In practice, not all cables (or network links) are of the same capacity and it is not always practicable or economic to restore cables or links exactly as shown in the examples of Figure 14.22, but the same basic principles can be applied. Another common practice used for restoration is that of triangulation (concatenating a number of restoration links via third points to enable full restoration). Figure 14.23 illustrates the principle of triangulation. In the simple example shown, a cable exists from node A to node B, but there is no direct restoration path. Restoration is provided instead by plant which is made available in the triangle of links A-C and C-B. These restoration links are also used individually to restore simpler cable failures, i.e., on the one-link connections such as A-C or B-C.



Figure 14.22 1 for N transmission link restoration. 10



It is wise to keep the ‘spare’ link ‘warm’ — i.e., active — inactive plant tends not to work when called into action.
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Figure 14.23 Restoration by triangulation.



Figure 14.24 Alternative paths A-B in an SDH or SONET network made up of subnetwork rings.



Because of the scope for triangulation, restoration networks (also called protection networks) are often designed on a network-wide basis. This enables overall restoration network costs to be minimised without seriously affecting their resilience to problems. Automatic restoration capabilities are built in to many modern transmission technologies (e.g., SDH — synchronous digital hierarchy and SONET — synchronous optical network). Thus in both SDH and SONET it is intended that highly resilient transmission networks should be built up from inter-meshed rings and subnetworks (Figure 14.24). Alone the use of a ring topology leads to the possibility of alternative routing around the surviving ring arc, should one side of the ring become broken due to a link failure. In addition, multiple cross-connect points between ring subnetworks further ensure a multitude of alternative paths through larger networks, as is clear from Figure 14.24. The possibilities are limited only by the capabilities of the network planner to dimension the network and topology appropriately and the ability of the
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network management system to execute the necessary path changes at times when individual links fail or come back into service.



1 : 1 link restoration by means of back-up links In smaller networks, where 1 for N restoration might be impractical or too costly, it is common to provide for 1 : 1 restoration only of critical links in the network. Such back-up links for data networks are often provided by means of one of the following different types of networks or network services: • standby links (links dedicated for back-up purposes, should the main (i.e., normal) link fail; • VPN (virtual private network); • dial back-up (telephone or ISDN — integrated services digital network ); or •



radio.



Figure 14.25 illustrates a possible network configuration for providing 1 : 1 restoration or link back-up. The ‘normal connection’ between routers A and B is a direct connection, dimensioned with a bit rate sufficient to carry the ‘normal’ traffic which flows between the two routers. Such a direct connection will generally be reliable and secure (i.e., not easy to snoop on by outsiders). Two alternative back-up links are shown. The first is a VPN (virtual private network) connection via a public Internet service provider’s (ISP) network. The second is a dial-back-up connection (using either modems and the analogue telephone network or the ISDN — integrated services digital network). Either, both or neither of the back-up links may be in use at any given time. Some routers are capable of automatically setting up the back-up or standby links when they detect that the primary or main link has failed. Otherwise external devices may be used to provide this functionality. Sometimes, the back-up link can simply be configured as a permanent part of the network topology: the VPN link of Figure 14.25, for example, could be configured as a direct link between routers A and B, but given a very high link cost weighting,



Figure 14.25 1 : 1 network restoration or link back-up.
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so that the routing protocol will only select the route in preference to the ‘normal’ route during times of failure of the direct link. Using a VPN (virtual private network) service (e.g., an MPLS (multiprotocol label switching) connection across a public IP-based ‘backbone’ or a connection across a public frame relay or ATM (asynchronous transfer mode) network) is a popular way of providing for network link back-up. Subscription charges must be paid for the VPN connection; usage charges for carriage of data will, however, only be incurred during the periods of temporary failure of the direct link. Most of the time, data is carried over the more secure direct link! The use of modems and dial back-up across the analogue public switched telephone network (PSTN) is not common nowadays due to the very limited bit rates (typically up to 56 kbit/s) achievable by this method. Instead, ISDN (integrated services digital network — ‘digital telephone network’) is more common. Using ISDN back-up, ‘dial-up’ telephone connections of 64 kbit/s bit rate are provided between the two endpoints during times when the ‘normal’ direct link is adjudged to have ‘failed’. Determining what constitutes a ‘failure’ of the direct link may be configurable. A ‘failure’ might be defined to be a ‘complete loss of communication across the link’ or alternatively an ‘unacceptably poor quality of the direct link’ may similarly be defined to be treated as a ‘failure’. (Radio links, for example, are rarely completely ‘lost’, but radio interference may degrade the quality of communication to an unacceptable degree.) It is important when using dial back-up that the switchover mechanism (between ‘normal’ and ‘dial-back-up’ links) is correctly configured to avoid flip-flopping between the links. If the direct link is working only intermittently, the back-up link should remain in operation all the time, and not be permanently switched on and off. Switching the connection over to a different physical connection (main to back-up, or back-up to main) is a disruptive process, requiring the lengthy processes of link synchronisation and data communications session recovery. It should be undertaken as infrequently as possible. Dial-back-up connections with bit rates higher than 64 kbit/s can be created by means of bundling a number of individual 64 kbit/s connections and using reverse multiplexing (Figure 14.26). The reverse multiplexor splits up the bit stream comprising the 384 kbit/s connection into six separate 64 kbit/s bitstreams, which are then carried by separate dial-up



Figure 14.26 ISDN dial-back-up and reverse multiplexing.
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ISDN connections to the destination. At the destination, the six separate data streams are re-assembled in the correct order to recover the original 384 kbit/s data stream. Radio technology allows for the rapid establishment of transmission links across even the most inhospitable terrain. It can be a useful method of augmenting network capacity or backing up links which might otherwise take a long time to repair. Alternatively, radio links are sometimes built as a permanent and relatively cheap means of network back-up. A large number of different applications and users can share the same radio spectrum for network back-up purposes, since it is unlikely that all the users will require the spectrum at once!



Restrictive control actions Unfortunately, there will always be some condition under which no further expansive action is possible. In Figure 14.27, for example, routes A-C and C-B may already be busy with their own direct traffic, or may not be large enough for the extra demand imposed by A-B traffic during the period of the failure shown. In this state, congestion on the route A-B cannot be alleviated by an alternative route via C without causing other problems. Meanwhile, attempts to reach the problematic destination (B) become a nuisance to other network users, since the extra network load they create starts to hold up traffic between otherwise unaffected end-points. When such a situation occurs, the best action is to refuse (or at least restrain) communication with the affected destination, rejecting connections or packets as near to their points of origination as possible. In the case of data networking, such call restriction may be undertaken by means of flow control, ingress control or pacing. The principle of congestion flow control is that the traffic demand is ‘diluted’ or packets are ‘held up’ at the network node nearest their point of origin. A restricted number of packets or data frames to the affected destination (corresponding to a particular packet rate or bit rate) are allowed to pass into the network. Within the wider network, this reduces the network overload, relieves congestion of traffic to other destinations, giving a generally better chance of packet delivery across the network. There are two principal sub-variants of traffic dilution.



Figure 14.27 Restricting communication by congestion flow control near the point of origin.
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These are by means of 1-in-N or 1-in-T dilution. The 1-in-N method allows every Nth packet to pass into the network. The remaining proportion of packets, (N-1)/N, may be discarded or rejected at a point near their origin, before gaining access to the main part of the network. Alternatively they may be marked for preferential discarding at a later (congested) point along the network path. By means of such packet dilution, the packet load on the main network (or the congested part of it) is reduced by a factor of N. The 1-in-T method, by comparison, performs a similar traffic dilution by accepting only 1 packet every T seconds. This method provides for quite accurate allocation of a specific bit rate to a specific traffic stream. When a very large value of N or T is used, nearly all packets will be blocked or held up at their point of origin. In effect, the destination has been ‘blocked’. The action of complete blocking is quite radical, but nonetheless is sometimes necessary. This measure may be appropriate following a public disaster (earthquake, riot, major fire, etc.). Frequently in these conditions the public are given a telephone number or a website address as a point of enquiry, and inevitably there is an instant flood of enquiries, very few of which can be handled. In this instance, traffic dilution can be a useful means of increasing the likelihood of successful communication between unaffected network users. Without moves to restrict the traffic demand on a network, the volume of successful traffic often drops as the offered traffic increases. Thus in Figure 14.28, the effective throughput of the network reduces if the traffic offered to the network exceeds value T0 . This is a common phenomenon in data networking. A number of different IP-protocol suite congestion control methods employ restrictive control actions to protect the network against traffic overload (such as that shown in Figure 14.28). These include: • TCP (transmission control protocol) flow and congestion control; • IP precedence (Internet protocol);



Figure 14.28 Congestion reduces the effective throughput of many networks if the traffic demand is too great.
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• IP TOS (type of service); • class of service (COS), DSCP (differentiated services codepoint) and PHB (per-hop behaviour) (IP differentiated services (DiffServ)); • admission control (as employed by RSVP (resource reservation protocol) and MPLS (multiprotocol label switching) networks); • quality of service (QOS) and user priority fields (UPF) of protocols like IEEE 802.1p and IEEE 802.1q. All the above are examples of automatic congestion control actions. An alternative, but perhaps cruder means of congestion control, is for human network managers to undertake temporary network, routing table or equipment configuration changes as they see fit. The most widely used automatic congestion control method is the congestion window employed by the transmission control protocol (TCP). This we discussed in detail in Chapter 7. The various congestion and flow control protocols employed by TCP act to regulate the rate at which TCP datagrams may be submitted to the network at the origin (or source end) of a TCP connection. The flow rate is determined by the TCP protocol, which operates on an end-to-end basis between the two hosts which are sending and receiving data across the TCP connection across the network. The maximum allowed rate of datagram submission depends upon not only the ability of the receiving host to receive them, but also upon the delays and congestion currently being experienced by datagrams traversing the network. For completeness, we also recap briefly here the other previously discussed means of automatic congestion control based on quality-of service (QOS) methods. IP precedence, the IP type of service (TOS) field and the drop priority of IP differentiated services (DiffServ) are all used simply to determine the order in which IP (Internet protocol) packets should be discarded (i.e., dropped) by a router, should an accumulation of incoming packets exceed the rate at which packets can be forwarded. The DE (discard eligibility) bit of frame relay and the CLP (cell loss priority) bit of ATM (asynchronous transfer mode) provide a similar prioritisation of which frame relay frames or ATM cells should be discarded first at a time of congestion. Alternatively, packets may be delayed by holding them in a buffer until the congestion subsiders. But simply dropping (or delaying) packets, frames or cells during a period of network congestion is no guarantee that the quality of service will be adequate for any of the network’s users. For this purpose some kind of quality of service scheme must additionally be used in conjunction with packet, frame or cell discarding. Such schemes are defined for use with IP differentiated services (DiffServ), admission control (as used by RSVP/MPLS and ATM) and virtual-bridged LAN (VLAN) networks (IEEE 802.1q / IEEE 802.1p). Quality of service (QOS) assurance schemes usually work by reserving link capacity, router forwarding capacity or other networks for particular users. The reservation may be on a permanent basis (i.e., configured into the network). (An example of a permanent reservation scheme is the committed information rate (CIR) offered in frame relay networks.) Alternatively, a negotiated reservation is possible with admission control schemes used in conjunction with connection-oriented communications networks. When admission control is used, a request is made for the reservation of network resources at the time of connection establishment — in line with the bit rate, delay and other quality stipulations of the request. Should sufficient network resources not be currently available to meet the request, then the connection request is rejected, and the user must wait until a later (less congested time) before re-attempting the connection set-up. During the process of admission control, a traffic contract is negotiated between the network and the user requesting a connection. The contract commits the network to provide a connection meeting the quality of service parameters defined in the contract for the whole duration of the active phase of
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Table 14.7 QOS guarantee in data networks: admission control protocols and parameters used in traffic contracts Data network type



Admission control protocol and policing



ATM (asynchronous transfer mode)



CAC (connection admission control) NPC (network parameter control) UPC (usage parameter control)



DiffServ (IP differentiated RSVP (resource reservation services) protocol) [if used] Frame relay Pre-configured MPLS (multiprotocol label RSVP (resource reservation switching) protocol) [if used]



Traffic contract (QOS parameters) PCR (peak cell rate) SCR (sustainable cell rate) Burst cell rate CLR (cell loss ratio) CDVT (cell delay variation tolerance) PHB (per-hop behaviour) DSCP (differential services codepoint) CIR (committed information rate) EIR (excess information rate) Bit rate Packet rate Packet size Delay



the connection. The QOS parameters typically include the bit rate, delay or latency, packet size, etc. During the active phase of communication, the network will normally monitor the connection, policing and enforcing the traffic contract as necessary. Thus if, during the duration of the connection, the network becomes subject to congestion, the network nodes will try to determine the cause of the congestion. Provided each user is only subjecting packets of a size and at a rate conforming with his traffic contract, then these packets are forwarded appropriately. Packets exceeding the traffic contract, however, may be subjected to packet shaping. Packet shaping actions can include: • discarding or delaying packets; • marking them for preferential discarding at a later point in the path; • rejecting or fragmenting packets which exceed a certain packet size. Examples of admission control processes and traffic contracts used by data protocols we have encountered in this book are listed in Table 14.7.



Network management systems It is common nowadays for network management computer systems to be provided as an integral part of the subnetworks which they control. Real-time communication between network elements (e.g., routers, switches and transmission systems) and network management systems allow real-time network status information to be presented to the human network managers. Thus the RMON (remote monitoring) MIB and the SNMP (simple network management protocol) (as we discussed in detail in Chapter 9) allow for real-time monitoring of network performance and alerting of network failures and other alarm conditions. As adjudged necessary by the human network manager (or automatically by the network management system software), control signals may be returned by means of SNMP to effect network configuration changes, thereby relieving congestion or overcoming network failures. For example, the network manager may choose to downgrade the handling of traffic of medium priority and temporarily to reject all communications of low priority. Network management systems can usually be procured from network equipment manufacturers and are often sold with the equipment itself. Such ‘proprietary’ network management
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systems are usually optimised for the management of the particular network element — making for much easier network configuration and monitoring than the alternative ‘command line interface’ on the equipment console port. The drawback of such systems is that they are usually only suited to management of one type of network element. Correctly, they are termed network element managers. To coordinate all the different network elements making up a complex network, an ‘umbrella’ network management system is required. Such systems are mostly the realm of specialist software-development companies (e.g., Hewlett Packard OpenView, Micromuse Netcool, Syndesis, etc.11 ). Ideally, an ‘umbrella’ network management system should coordinate the actions of the various network elements and subnetworks when a network failure or network congestions arises. It should be able to determine the best overall remedial action, and prevent different network element managers from undertaking contradictory actions. After all, the problem might only get worse if two parties pull in opposite directions!



14.9 Performance optimisation in practice In practice, many data networks evolve without close management. The number of user devices and applications making use of the network, and the volume of traffic grows over time, often without close scrutiny of the implications for the network. Network dimensioning and capacity extensions are carried out on an ‘empirical’ basis — ‘try-it-and-see’. The human network manager might monitor the link utilisation of all the links in the network on a monthly basis or even only ‘as needed’. Should any of the links be found to be approaching 100% utilisation, an increase in line bit rate can be arranged. In many cases such a ‘casual approach’ may be entirely adequate and appropriate, but there are also occasions on which the increase of link capacity does not resolve a user’s problem of poor quality. What do you do in such an instance? The answer is more detailed analysis of the network, the user and the application software. If you are not capable of this on your own, you can contract one of the specialist network analysis firms to do it for you. A detailed performance analysis of a network requires special network monitoring (probes) and analysis tools. It usually starts with a basic analysis of network link performance and application transaction times (Figure 14.29). The link utilisation chart (Figure 14.29a) is the first step of analysis. If a particular link is operating near its full capacity, then the line propagation delays (and consequently the application response time) increase rapidly (as we saw in Figures 14.5 to 14.8). It may be important to consider the peak utilization (i.e., average link utilisation during the busiest one-hour or fifteen-minute period) rather than the average daily utilisation of a particular link. If a particular application is only used at a particular time of day at which time the network is likely to be heavily loaded, then the average daily link utilisation will not provide a good indication of the likely level of performance. If particularly high network traffic demand, or rapid growth in demand is being experienced from one month to the next, it may be valuable to perform a detailed analysis of the main users of the network — i.e., the main sources and destinations of traffic. Table 14.8 illustrates a ‘top talkers table’ generated by some network performance analysis tools for this purpose. Following simple analysis of the network to identify overloaded links, the next step of a detailed application performance review is likely to be a study of the average transaction delay. The example of Figure 14.29b illustrates the transaction delays of a server (i.e., application) and the network in supporting an imaginary application. There is generally a correlation in the transaction delay of the application and that caused by the network (at most times of day, the main delay is caused by the network). There are, however, two exceptional peaks of 11



See Chapter 9.
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Figure 14.29 Network and application performance analysis. Table 14.8



Top talkers (top sending hosts)



DNS Name 1 2 3 4 5 6 7 8 9 10



CLARK clark-corp BOOKKEEPING www.sap.com www.company.com www.supplier.org DATA SERVER SECRETARY BOSS www.footballscores.com



IP Address



Usage (%)



10.3.16.4 192.168.34.1 206.134.24.101 252.234.13.38 178.121.101.103 23.16.1.252 10.3.16.1 10.3.16.3 10.3.16.2 156.23.45.12



49 12 6 4 4 4 4 3 3 3



high transaction delays (at around 11 : 00 and 15 : 00), which cannot be accounted for by long network propagation delays. These warrant further analysis. Complaints received from users about poor performance at these times will not be resolved by merely adding further capacity to the network. The cause of the long transaction delay lies somewhere else, maybe a routine is run by the server at these times of day, or a database update is undertaken, or a particular user or application synchronises information at this time? Some transaction delays may be explained by the packet sizes being used. A chart which plots the peak and mean packet sizes may be helpful in this case. Large packet sizes generally make for efficient usage of the network, since larger packets require relatively less packet header data (i.e., network overhead ) for a given volume of payload data to be transferred. On



608



Quality of service (QOS), network performance and optimisation



Figure 14.30 Packet size affects the efficiency of the network: the relative volumes of payload and overhead .



the other hand, if the sender has to wait for a large packet to be filled up before submitting a particular request for processing, then the overall time required for the transaction will accordingly be increased. So if the network needs to be made more efficient (as in Figure 14.30), increase the size of the packets but if the applications need to run faster, smaller packets may be needed!



Application and LAN checks Studying the detailed traffic flows between specific devices within a network (Figure 14.31) reveals not only which devices are the top talkers but also a good deal of information about the software design of individual applications running on particular servers. Figure 14.31a shows a typical office LAN, dominated by the office file and print server. Each client (C1 to C4–in this case simple user PCs) conducts most of its communications with the server (S). The top talker is client C4. In contrast, Figure 14.31b shows a network with multiple clients, servers and applications. In this case, the network administrator may be aware that server S1 hosts an important and highly used application, so that the heavy interaction between client C1 and server S1 is not a surprise. What maybe is a surprise to the network administrator is the heavy traffic from server S1 to server S2 and from server S2 to server S3. One of the servers might be a DNS (domain name system) server, the other a database server. Each request from client C1 may be generating related DNS and database query traffic. In this case, it would not be surprising if a shortage of capacity on the path between S2 and S3 caused poor transaction performance for client C1! It may be pertinent in the example network of Figure 14.31b to study in detail the operation of the application and the client and server configuration settings. Are all the DNS enquiries essential, or could the number and frequency of them be reduced to improve performance? Where is the most time being used in processing transactions? By increasing the TTL (time to live) of cached DNS resource records, it might be possible to greatly reduce the number of DNS queries which have to be made. Instead of having to query the remote DNS server each time (and thus have to wait for a DNS query to traverse the network and a response to come back), the DNS resolver can respond instantly using a cached copy of the resource record. If, for example, an enquiry is typically made to server S1 every 125 seconds and that the DNS route record TTL is set at 120 seconds, then most requests to server S1 will generate a DNS request to the DNS server. On the other hand, increasing the TTL to 180 seconds might mean that only every second request need generate a DNS query, thus halving the DNS traffic without significantly impacting the ‘freshness’12 of the DNS information being used. Alternatively, it may be appropriate to reduce the traffic to a remote DNS server by providing a local DNS proxy server. 12



As we learned in Chapter 11, it is critical to reliable operation of an application, that sufficiently ‘fresh’ DNS route record information is used. The use of outdated information (which might arise as the result of using unduly old cached information) may mean that a server critical to the application cannot be contacted.
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Figure 14.31 Network traffic flow analysis.



Figure 14.32 Response time components of a transaction.



An analysis of the response time components of a complete transaction (such as the example of Figure 14.32) helps to reveal ‘where the most time is being used’. On the basis of the analysis of Figure 14.32, increasing the network line speed will not have an appreciable impact on the overall transaction time. Instead, client or server configuration settings might have a significant impact. In addition, a study of the individual threads and processes running in support of the application (e.g., Figure 14.33) may be necessary in order to localise the main cause of long transaction times.



Other service types Certain types of services can be very sensitive to the performance of the data network on which they operate. Others, meanwhile, place such heavy demands on the network that they
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Figure 14.33 Relative durations of individual threads making up an application.



lead to significant degradation of other services. These and similar types of services need special consideration of the network designer and operator: • some LAN server services generate huge quantities of network traffic through service advertisements (if the router is not properly configured to filter out such advertisements, they may inappropriately be being broadcast to the wide area network — and causing significant congestion); • electronic mail (mail) can cause very heavy and ‘bursty traffic’, but is not time-critical; • real-time traffic (such as video or voice-over-IP, VOIP) traffic requires very high network quality. The right configuration settings of network services, application software, client, server and access routers are all crucial to the optimum performance of the network. Good data network design and administration are not easy. On the other hand, it is a challenging and rewarding profession!)



15 Challenges Ahead for IP Since the early beginnings of the ARPANET in the late 1970s, the Internet protocol (IP) and the Internet itself have developed a long way, and the legacy will be longlasting. Electronic mail (email), the Worldwide Web (www) and ebusiness are here to stay — though perhaps not in exactly the form in which we know them today! The development of the IP-suite protocols and networked applications will continue to improve the range of services available from the Internet and the manageability of the network. In this final, short chapter we discuss the five greatest challenges yet to be overcome by the Internet protocol (IP) and by users of IP-based networks.



15.1 Financing the network The rapid growth and popularity of the Internet to date have been largely due to the easy access it has made possible to a large range of information on a cost-free basis. Once a user has paid his or her monthly Internet service access charge, the cost of ‘surfing’ the Internet usually comprises nothing more than a per-minute rate for the use of the telephone or other telecommunications line used to access the network. Few or no charges are made for accessing websites or other networks. Everything is ‘for free’. The network itself is actually a collection of different networks, owned by different operators but used as if it were a single large ‘shared resource’ and the accounting principles have historically been largely ‘tit-for-tat’, ‘you can use my network for free provided I can use yours’. The assumption of the early Internet service providers (ISPs) was that the volume of traffic passing in the two directions between peer networks was the same, so that an accounting adjustment was unnecessary. Saving the bother of accounting the traffic was considered to reduce effort and costs and simultaneously to encourage usage of the network. Over time, the number and diversity of individual service provider networks making up the Internet have grown enormously, and the networks no longer play an equal part in the transport and delivery of data packets. Internet exchanges (IXs), as we saw in Chapter 14, emerged to cater for the interconnection and peering needs of the networks, but a standard accounting system for settlement between operators for network transit or packet delivery services has not been developed. Managers at some ISPs still vigorously defend the old ‘tit-for-tat’ accounting ways, but this reflects in poor network quality. If you don’t pay to have the packets delivered, then you can’t complain about the quality of the network used for delivery! The corollary is that if you want your packets to be delivered reliably and with good quality, then you need to expect to pay commensurately. Charging for Internet usage is bound to come. Only by charging can the continued growth and development of the network and services be financed. The more you pay, the better the
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quality and the greater the range of services you can expect! Internet service providers (ISPs) are beginning to experiment with charging, but no ‘industry-standard’ charging structure has yet emerged. There are still a number of dilemmas to be resolved: • How to charge fairly for the different types of services carried by the Internet? (Historically data transport was charged on a per Gbyte basis, while telephone calls were (and thus perhaps VOIP — voice over IP — should be) charged on a per-minute basis); • What level of charging will the market accept? • How should the accounting data necessary for charging be collected? (Not all router equipment generates accounting call records); • Which data, and how often should accounting records be collected?1



15.2 Network architecture, interconnection and peering To date, there have been no formal standards issued to advise upon the architecture and structure of large IP (Internet protocol)-based networks including the Internet. Instead, this is left to the initiative of individual network owners and operators. While the absence has clearly not hindered progress to date, it is in stark contrast to the wide range of network design and dimensioning recommendations established over many years by the International Telecommunications Union for international public telephone and telecommunications networks. Internet exchanges (IXs) were historically founded by consortia of cooperating Internet service providers and network operators with a common interest in interconnection or peering within a given city. They were usually established as non-profit making ‘clubs’. But with the increasing commercial importance of the Internet, we can expect their status to change. Maybe one large operator will take them all over and gain a worldwide monopoly on the Internet backbone. Or maybe world, regional or national telecommunications regulators will define how they are to be owned and maintained.



15.3 Quality of service (QOS) and network performance (NP) There are, as yet, no formal standards defining how to measure the quality of service (QOS) or network performance (NP) of an Internet or IP-based network. Without such a common framework, it is difficult to compare the quality of networks operators by different service providers and difficult to predict the likely performance of applications which run on multiple, interconnected networks. A clear framework of quality targets is essential in establishing the goals of the network design and operations processes.



15.4 Scaling and adapting the network for higher speeds and real-time applications Most telecommunications networks are subjected to continuous growth in traffic and everincreasing technical demands of the services they are expected to carry. The Internet is no 1



Some types of accounting ‘counters’ are unsuited to the volumes of data carried by modern networks. Thus, for example, a 1 Gbit/s line could carry 324 000 Gbytes in a single month. This value would overrun a 16-bit counter (which can count from 0 to 65535 before resetting). To be sure to record all the customer’s volume, the network operator would have to collect call records daily. A monthly check of the counter would not be able to determine whether a counter overrun had occurred or not. But frequent transfers of accounting data across the network create additional overhead traffic load for the network.
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exception. The traffic volumes continue to grow exponentially, and the bit rates of the user connection lines and services become ever faster. Experience with other data network technologies and protocols suggest that the protocols and bit rates today used in the ‘core’ of a network, will tomorrow be migrated to the ‘edge’ (i.e., periphery) of the network and be replaced in the ‘core’ by new protocols, using even higher bit rates and faster transmission technologies. Thus, for example, the 100 Mbit/s fast ethernet interfaces used five years ago mainly in the backbones of large campus LANs (local area networks) are now commonly used as user-network interfaces (UNI) for connecting hosts and other end devices. The backbone meanwhile has migrated to the 1000 Mbit/s speed of Gigabit ethernet. But now, the price of Gigabit ethernet interfaces is dropping to a level, where it too can be considered for wider use as a user-network interface (UNI). The backbone will now have to migrate to even higher bit rates, to cope with the extra traffic volume that will result. With each order-of-magnitude leap in the bit rate required, the technologies and protocols of the network backbone are severely challenged. Just because a protocol was ideally suited to a lower backbone bit rate is not any guarantee that it will work at all at a much higher bit rate! The technical, physical, electrical, optical and processing limits of network components may demand a major change in the basic operation of a protocol or even make it unviable, so requiring its replacement with a new protocol better suited to the higher bit rate. While there is no declared upper limit (bit rate or otherwise) of the capabilities of IPv6 (Internet protocol version 6), there are bound to be constraints which will become apparent over time. The future is thus likely to bring Internet protocol versions 7, 8, 9 and so on — but other than the fact that they share the name ‘IP’, they may have little in common, and may be fully incompatible, with today’s versions IPv4 and IPv6! Already, IPv4 and IPv6 need to be treated as different, albeit interworkable protocols. The current trend in IP-backbone networks is for the use of MPLS (multiprotocol label switching) and IPv6 (Internet protocol version 6) protocols at the ‘core’ of the network. These protocols have been developed to be better suited to higher bit rates and the assurance of network quality of service (QOS), thus making them better suited than IPv4 for the handling of real-time traffic such as video and voice-over-IP (VOIP).



15.5 Network management An unfortunate, but inevitable reality, is that the tools available for managing telecommunications networks are always somewhat behind the capabilities of the networks themselves. The tools tend to be developed to control individual elements of the network, rather than for the optimisation and control of the network as a whole. While the range and capabilities of network management tools for complete service and network management continue to increase, there is always bound to be a role for the human network specialist!!



Appendix 1 Protocol Addresses, Port Numbers, Service Access Point Identifiers (SAPIs) and Common Presentation Formats



This appendix presents for easy reference the most commonly used service access point identifiers (SAPIs), protocol addresses, protocol numbers and port numbers as used by protocol layers 1–4 to identify the hardware address, network address or nature of the next higher protocol. In addition, it presents common presentation formats, including the ASCII code (7-bit), extended ASCII (8-bit) and NVT-ASCII as well as MIME-media types. As a general point of enquiry for the most up-to-data protocol and port number assignments, you may wish to refer also to the following website address: www.iana.org/numbers.html



Layer 1 (physical layer): LAN MAC addresses (hardware addresses) The MAC (medium access control) used in LANs (local area networks) uses a 48-bit IEEE unique identifier (also called the MAC address or hardware address). The first three bytes of the address (most significant bit values) comprise the organisation unique identifier (OUI) of the equipment or network interface card (NIC) manufacturer (Table A1.1). The last three bytes are a number unique to each individual piece of hardware. This value is ‘burned into’ the equipment at its time of manufacture. Values appear in the source and destination MACaddress fields of the MAC-header. Alternatively, a multicast address may be in use as the MAC-address (Table A1.2). The most current list of organisation unique identifiers (OUIs) can be viewed on the IEEE website at: http://standards.ieee.org/regauth/oui/index.shtml
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Appendix 1 Protocol addresses, port numbers and (SAPIs) IEEE unique identifiers (48-bit) used in the MAC-address field: well known examples of the organisation unique identifier (OUI)



Organization



Organisational unique identifier (OUI) value in hexadecimal (3 bytes total)



Apple computer Cisco Compaq (ex-Digital) Hewlett Packard (HP) IANA (Internet Assigned Numbers Authority) IANA multicast (RFC 1054) IBM Novell



08-00-07 00-00-0C 08-00-2B and 00-00-F8 08-00-09 00-00-5E 01-00-5E 10-00-5A 00-00-1B



LAN multicast addresses Table A1.2 LAN-MAC (medium access control) multicast addresses Multicast address 01-80-C2-00-00-00 01-80-C2-00-00-10 01-00-5E-00-00-01 (224.0.0.1) 01-00-5E-00-00-02 (224.0.0.2) 01-00-5E-00-00-05 (224.0.0.5) 01-00-5E-00-00-06 (224.0.0.6) 01-00-5E-00-00-09 (224.0.0.9) 01-00-5E-00-00-0A (224.0.0.10) 01-00-5E-00-00-0D (224.0.0.13) 01-00-5E-00-01-18 (224.0.1.24) 01-00-5E-00-01-27 (224.0.1.39) 01-00-5E-00-01-28 (224.0.1.40) 01-00-5E-00-01-29 (224.0.1.41) 01-00-5E-00-01-4B (224.0.1.75) 01-00-5E-02-7F-FE (224.2.127.254) 30-00-00-00-00-01



Meaning IEEE 802.1d protocol IEEE 802.1d All− Bridge− Management All systems on this (IP) subnet All routers on this (IP) subnet All OSPF (open shortest path first) routers All designated OSPF (open shortest path first) routers RIPv2 (routing information protocol) routers IGRP (Cisco interior gateway routing protocol) routers All PIM (protocol independent multicast) routers Microsoft WINS server autodiscovery Cisco PIM rendezvous point announcements Cisco PIM rendezvous point discovery ITU-T H.225 gatekeeper discovery SIP (session initiation protocol) ALL− SIP− Server SAP (session announcement protocol) announcements NetBEUI multicast



Layer 2 (datalink layer): HDLC, LLC and PPP protocol types HDLC (higher level datalink control) The HDLC address field comprises an 8-bit value. On a point-to-point link, only two values are assigned — one to represent the DCE (data circuit terminating equipment) and one to represent the DTE (data terminal equipment). There are two reserved addresses. These are the values 1111 1111 (all stations broadcast) and 0000 0000 (no stations)



LLC (logical link control) — datalink protocol used in LANs In the LLC protocol, the service access point identifier (SAPI) in the SAP address (protocol) field indicates how the contents of the data frame are to be handled — according to Table A1.3.



Layer 2 (datalink layer): HDLC, LLC and PPP protocol types Table A1.3
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Logical link control (LLC) service access point identifiers (SAPIs)



Service access point (SAP) identifier (SAPI) 04, 08, 0C (05, 09, 0D as group identifiers) 0A 42 AA 7E FE F0 (F1 as group identifier) E0 (E1 as group identifier)



Protocol and address format in use SNA (systems network architecture) IEEE 802.10 standard for interoperable LAN/MAN security (SILS) IEEE 802.1d transparent bridging IEEE 802.2 SNAP (subnetwork address protocol) X.25 over ethernet (ISO 8208) ISO network layer protocol NetBEUI Novell



Table A1.4 Protocol types supported by ethernet SNAP-format (EtherType field) Protocol



Protocol type (PT) value in hexadecimal (2 bytes total)



Address resolution protocol (ARP) Appletalk Appletalk ARP (address resolution protocol) DECnet maintenance operations protocol (MOP) DECnet local area transport (LAT) protocol DECnet routing IBM SNA over ethernet IEEE 802.1Q (VLANs, virtual LANs) Internet protocol version 4 (IP v4) Internet protocol version 6 (IP v6) Novell IPX (Internetwork packet exchange) protocol Reverse address resolution protocol (RARP) Simple network management protocol (SNMP) Xerox network system (XNS)



08-06 80-9B 80-F3 60-01 60-04 60-03 80-D5 81-00 08-00 86-DD 81-37 80-35 81-4C 06-00



The most common values used are the values 1111 1111 (all stations broadcast), 0000 0000 (no stations) or the value ‘AA’ (indicating the use of the SNAP — subnetwork address protocol ) (as illustrated in Chapter 4–Figure 4.6). When both the source-SAP (service access point) and destination-SAP fields of the LLC header are set to value ‘AA’ (10101010), then the SNAP (subnetwork address protocol) format is in use. In this format a PT (protocol type field) is included, which indicates the protocol being used at the next higher layer, e.g., as a network protocol (see Table A1.4). The most current list of protocol types (EtherType field values) can be viewed on the IEEE website at: http://standards.ieee.org/regauth/ethertype/type-pub.html



PPP protocol assignments Table A1.5 lists the coding of the PPP protocol type field. This reveals the protocol in use (e.g., Internet protocol) for coding the user data held as the contents of the PPP packet.
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Appendix 1 Protocol addresses, port numbers and (SAPIs) Table A1.5



PPP protocol value field — common values



Protocol type



Protocol value range



Allocated value



Network layer protocols



0xxx — 3xxx 0001



Protocol Padding protocol



0003



Robust Header Compression (ROHC small-CID, context identifier: RFC 3095) 0005 Robust Header Compression (ROHC large-CID, context identifier: RFC 3095) 0007 — to — 001F Reserved (transparency efficient) 0021 Internet Protocol v4 0023 OSI network layer 002B Novell IPX 002D Van Jacobsen compressed TCP/IP (RFC 2508) 002F Van Jacobsen uncompressed TCP/IP (RFC 2508) 0031 Bridging PDU 003D PPP Multilink protocol (MP — RFC 1717) 003F NetBIOS framing 0041 Cisco systems 0049 Serial data transport protocol (SDTP — RFC 1963) 004B IBM SNA over IEEE 802.2 004D IBM SNA 0057 Internet Protocol v6 0059 PPP muxing (RFC 3153) 0061–0069 RTP (Real-Time Transport Protocol) Internet Protocol Header Compression (IPHC — RFC 2509) 007D Reserved (control escape — RFC 1661) 007F Reserved (compression inefficient — RFC 1662) 00CF Reserved (PPP NLPID) 00FB Single link compression in multilink (RFC 1962) 00FD Compressed datagram (RFC 1962) 00FF Reserved (compression inefficient) IEEE 802.1p hello protocol 02xx — 1Exx 0201 IBM source routing BPDU (compres- 0203 Cisco discovery protocol 0207 sion MPLS unicast inefficient) 0281 MPLS multicast 0283 Real-time Transport Protocol (RTP) Internet 2063–2069 Protocol Header Compression (IPHC — RFC 2509) 4xxx — 7xxx See www.iana.org



Low volume traffic protocols with no NCP Network control 8xxx — Bxxx 8001–801F protocols (NCPs) 8021 8023 802B 802D 802F 8031



Unused



IPv4 control protocol (RFC 1332) OSI network layer control protocol (RFC 1377) Novell IPX control protocol (RFC 1552) Reserved Reserved Bridging control protocol (BCP — RFC 2878)



Layer 3 (network layer): Internet addresses and protocol numbers Table A1.5



(continued )



Protocol type



Protocol value range



Allocated value 803D 803F 8041 8049 804B 804D 8057 8059 807D 80CF 80FB



Link control protocols (LCPs)
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80FD 80FF Cxxx — Fxxx C021



C023 C025 C029 C02B C02D C223 C227



Protocol Multilink control protocol (RFC 1717) NetBIOS framing control protocol (RFC 2097) Cisco systems control protocol Serial data control protocol (SDCP) IBM SNA over IEEE 802.2 control protocol IBM SNA control protocol (RFC 2043) IPv6 control protocol PPP muxing control protocol (RFC 3153) Unused (RFC 1661) Unused (RFC 1661) Single link compression in multilink control (RFC 1962) Compression control protocol (CCP — RFC 1962) Unused (RFC 1661) Link control protocol (LCP)



Password authentication protocol (PAP — RFC 1334) Link quality report CallBack control protocol (CBCP) Bandwidth allocation control protocol (BACP — RFC 2125) Bandwidth allocation protocol (BAP — RFC 2125) Challenge handshake authentication protocol (CHAP — RFC 1994) Extensible authentication protocol (RFC 2284)



The most current list of protocol types (PPP protocol numbers) can be viewed on the IANA website at: www.iana.org/assignments/ppp-numbers



Layer 3 (network layer): Internet addresses and protocol numbers The Internet protocol uses both address format fields (source and destination network address) as well as a protocol type field (called next header field in IPv6).



Network address (IP address) IPv4 address field Addresses of IPv4 (Internet protocol version 4) format are 32-bit values, usually denoted as a series of decimal values separated by ‘dots’ thus: d1.d2.d3.d4



where each value d1-d4 takes a numerical integer value between 0 and 255. The values d1 correspond to class A address-ranges. These ranges are assigned by IANA (Internet
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Appendix 1 Protocol addresses, port numbers and (SAPIs)



Assigned Numbers Authority) and delegated registration authorities. Current allocations appear in Table A1.6. The most current list of IPv4 address assignments can be viewed on the IANA website at: www.iana.org/assignments/ipv4-address-space



IPv6 address field Addresses of IPv6 (Internet protocol version 6) format are 128-bit values, usually denoted as a series of hexadecimal values separated by ‘colons’ thus: hhhh:hhhh:hhhh:hhhh:hhhh:hhhh:hhhh:hhhh



where each value individual hexadecimal value h takes a value between 0 and A. The various different ranges of IPv6 addresses are assigned by IANA (Internet Assigned Numbers Authority) and delegated registration authorities. Current allocations appear in Table A1.7. The most current list of IPv6 address assignments can be viewed on the IANA website at: www.iana.org/assignments/ipv6-address-space



Table A1.6



Allocation of IPv4 class A address ranges



Decimal value (first 8 bits of IPv4 address)



Assignment



0–2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29–30 31 32



IANA — reserved General Electric Company BBN (Bolt, Beranek and Newman) IANA — reserved US Army information systems center IANA — reserved BBN (Bolt, Beranek and Newman) IBM IANA — reserved for private IP addresses US Department of Defense (DoD) Intel information services AT&T Bell Laboratories Xerox Corporation IANA — public data network Hewlett Packard Digital Equipment Corporation (now COMPAQ/HP) Apple Computer Inc MIT (Massachusetts Institute of Technology) Ford Motor Company CSC (Computer Sciences Corporation) DDN-RVN US Defense information services agency IANA — reserved ARIN (American Registry for Internet Numbers) UK Royal Signals and Radar Establishment US Defense information services agency IANA — reserved DSI — north US Defense information services agency IANA — reserved Norsk Informasjonsteknologi



Layer 3 (network layer): Internet addresses and protocol numbers Table A1.6



(continued )



Decimal value (first 8 bits of IPv4 address) 33 34 35 36 37 38 39 40 41–42 43 44 45 46 47 48 49–50 51 52 53 54 55 56 57 58–60 61 62 63–68 69–79 80–81 82–128 129–191 192 193–195 196 197 198 199–200 201 202–203 204–209 210–211 212–213 214–215 216 217 218–220 221–223 224–239 240–255



Assignment DLA system automation center Halliburton Company MERIT computer network IANA — reserved (formerly Stanford University) IANA — reserved PSI (performance systems international) IANA — reserved Eli Lilly and Company IANA — reserved Japan Inet Amateur Radio Digital Communications Interop Show network BBN (Bolt, Beranek and Newman) Bell-Northern Research Prudential Securities IANA (formerly Joint Technical Command) UK (Department of Social Security — DSS) E.I. duPont de Nemours and Co., Inc Cap Debis CCS Merck and Co. Inc Boeing Computer Services US Postal Service SITA (Soci´et´e Internationale de T´el´ecommunications A´eronautiques) IANA — reserved APNIC (Asia-Pacific Network Information Centre) RIPE (R´eseaux IP Europ´eens) ARIN (American Registry for Internet Numbers) IANA — reserved RIPE (R´eseaux IP Europ´eens) IANA — reserved Various registries Various registries, multiregional RIPE (R´eseaux IP Europ´eens) Various registries IANA — reserved Various registries ARIN (American Registry for Internet Numbers) Central and South America APNIC (Asia-Pacific Network Information Centre) ARIN (American Registry for Internet Numbers) APNIC (Asia-Pacific Network Information Centre) RIPE (R´eseaux IP Europ´eens) US Department of Defense (DoD) ARIN (American Registry for Internet Numbers) RIPE (R´eseaux IP Europ´eens) APNIC (Asia-Pacific Network Information Centre) IANA — reserved IANA — multicast (see also Table A1.4) IANA — reserved
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Appendix 1 Protocol addresses, port numbers and (SAPIs) Table A1.7 IPv6 prefix 0000 0000 0000 0001 1111 1111 1111



0000 001 010 1110 10 1110 11 1111



IPv6 address range allocations Usage Reserved Network Service Access Point (NSAP) IPX Global unicast addresses (RFC 2374) Link-local unicast addresses Site-local unicast addresses Multicast addresses



Protocol type The protocol type field of the IPv4 header and the next header field of the IPv6 header reveal the protocol used to code the data held in the IP packet payload. Common protocol values are listed in Table A1.8. The most current list of protocol number assignments can be viewed on the IANA website at: www.iana.org/assignments/protocol-numbers



Table A1.8



Protocol field values (IANA protocol numbers) and their meanings



Protocol field value (possible range 0–255) 0 1 2 4 6 7 8 9 10 27 28 30 35 42 43 44 45 46 47 48 50 51 54 58 59 60



Protocol used at next higher layer (i.e., content type of IP-data field) HOPOPT — IPv6 Hop-by-Hop Option ICMP — Internet Control Message Protocol ˆIGMP — Internet Group Management Protocol ˆIP in IP encapsulation (RFC 2003) TCP — Transmission Control Protocol CBT — Core-Based Trees EGP — Exterior Gateway Protocol IGP — Interior Gateway Protocol (e.g., Cisco’s IGRP) UDP — User Datagram Protocol RDP — Reliable Data Protocol IRTP — Internet Reliable Transaction Protocol NETBLT — Bulk Transfer Data Protocol IDPR — Inter-Domain Policy Routing Protocol SDRP — Source Demand Routing Protocol IPv6-Route — Routing Header for IPv6 IPv6-Frag — IPv6 Fragment header follows IDRP — Inter-Domain Routing Protocol RSVP — Resource ReSerVation Protocol GRE — Generic Routing Encapsulation MHRP — Mobile Host Routing Protocol ESP — Encapsulation Security Payload for IPv6 AH — Authentication Header for IPv6 NARP — NBMA Address Resolution Protocol IPv6-ICMP — ICMP for IPv6 IPv6-NoNxt — No next header — payload should be ignored IPv6-Opts — Destination Options for IPv6



Layer 4 (transport layer): port numbers Table A1.8
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(continued )



Protocol field value (possible range 0–255)



Protocol used at next higher layer (i.e., content type of IP-data field)



80 81 88



ISO-IP — ISO Internet Protocol VMTP — Versatile Message Transaction Protocol EIGRP — Extended Interior Gateway Routing Protocol (Cisco) OSPF — Open Shortest Path First MTP — Multicast Transport Protocol MICP — Mobile Interworking Control Protocol ETHERIP — Ethernet-within-IP encapsulation ENCAP — Encapsulation header / private encryption PIM — Protocol Independent Multicast IP Comp — IP Payload Compression Protocol Novell IPX-in-IP VRRP — Virtual Router Redundancy Protocol L2TP — Layer 2 Tunneling Protocol



89 92 95 97 98 103 108 111 112 115



Layer 4 (transport layer): port numbers The service access point identifiers (SAPIs) used at the transport layer by the transmission control protocol (TCP) and the user datagram protocol (UDP) are called port numbers or socket numbers Port numbers are 16-bit binary values (decimal: 0–65 535) which are assigned by IANA according to the following broad scheme: • well-known ports 0–1023 • registered ports 1024–49151 • dynamic and private ports 49152–65535 Commonly used port number values are listed in Table A1.9. Table A1.9



TCP (transmission control protocol) and UDP (user datagram protocol) port numbers



TCP or UDP / TCP UDP as port carriage protocol number 21 22



TCP TCP



23 25 53 65



TCP TCP TCP/UDP TCP/UDP



67



UDP



68



UDP



69



UDP



Application protocol or service



FTP (file transfer protocol) SSH (secure shell) remote login protocol and secure forwarding protocol Telnet SMTP (simple mail transfer protocol) DNS (domain names service) TACACS (terminal access controller access control system) database service BOOTP (bootstrap protocol) / DHCP (dynamic host configuration protocol) server BOOTP (bootstrap protocol) / DHCP (dynamic host configuration protocol) client TFTP (trivial file transfer protocol) (continued overleaf )
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Table A1.9



(continued )



UDP / TCP TCP or port UDP as number carriage protocol 80 111 119 123 137 138 139 161 162 179 194 213 443 512 513 514 520 540 646



TCP UDP TCP UDP UDP UDP UDP UDP UDP TCP TCP UDP TCP TCP TCP TCP UDP TCP TCP/UDP



1080 1645



TCP UDP



1646 1701 2049 2065 2066 5060 6000-4 9875



UDP UDP TCP/UDP TCP TCP UDP TCP UDP



Application protocol or service



Worldwide web HTTP (hypertext transfer protocol) Sun remote procedure call (RPC) NNTP (network news transfer protocol) NTP (network time protocol) NetBIOS name service NetBIOS datagram service NetBIOS session service SNMP (simple network management protocol) SNMP trap BGP (border gateway protocol) IRC (Internet relay chat) Novell IPX (internetwork packet exchange) HTTPS (secure hypertext transfer protocol) Rsh (BSD — Berkeley software distribution) remote shell RLOGIN (remote login) cmd (UNIX R commands) RIP (routing information protocol) UUCP (UNIX-to-UNIX copy program) LDP (label distribution protocol): LDP hello uses UDP, LDP sessions use TCP SOCKS (OSI session layer security) RADIUS (remote authentication dial-in user service) authentication server RADIUS accounting server (Radacct) L2F (layer 2 forwarding) NFS (network file system) DLSw (data link switching) read port DLSw (data link switching) write port SIP (session initiation protocol) X-windows system display SAP (session announcement protocol)



The most current list of protocol number assignments can be viewed on the IANA website at: www.iana.org/assignments/port-numbers



Layer 6 (presentation layer): 7-Bit ASCII, NVT-ASCII and extended ASCII (IBM PC) It can be confusing to talk simply about the ASCII (American standard code for interchange of information) since there are many similar but different codes based on the original 7-bit ASCII code (Tables A1.10 and A1.11). In this appendix we present the original 7-bit ASCII code, as well as the 8-bit NVT-ASCII (network virtual terminal) version used by the telnet protocol and FTP (file transfer protocol). We also present the 8-bit extended ASCII which was developed as code page 437 for the IBM PC (personal computer). There are, however,



Layer 6 (presentation layer): 7-Bit ASCII, NVT-ASCII and extended ASCII (IBM PC)
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Table A1.10 The original 7-bit ASCII code (International alphabet IA5)



a plethora of similar but different ‘extended ASCII 8-bit codes’ (e.g., that used by Microsoft Windows) which we do not present here.



The original 7-bit ASCII code This code is presented in Table A1.10. The explanation of the control character codes appears in Table A1.11. Table A1.11 ASCII control characters ASCII character ACK BEL BS CAN CR DC1 DC2 DC3 DC4 DEL DLE EM ENQ EOT ESC ETB



Meaning Acknowledgement Bell Backspace Cancel Carriage Return Device Control 1 Device Control 2 Device Control 3 Device Control 4 Delete Data Link Escape End of Medium Enquiry End of Transmission Escape End of Transmission Block (continued overleaf )
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Appendix 1 Protocol addresses, port numbers and (SAPIs) Table A1.11 (continued ) ASCII character ETX FF FS GS HT LF NAK NUL RS SI SO SOH STX SUB SYN US VT



Meaning End of Text Form Feed File Separator Group Separator Horizontal Tab Line Feed Negative Acknowledgement Null Record Separator Shift In Shift Out Start of Header Start of Text Substitute Character Synchronisation character Unit Separator Vertical Tab



NVT (network virtual terminal) version of ASCII The NVT-version of ASCII which is used in the telnet protocol and FTP (file transfer protocol) (see chapter 10) is based on the original 7-bit ASCII code (Table A1.10), but is coded as an 8-bit code. The 7 bits of the original code are simply prefixed with a ‘0’ value, but a number of further control codes are included (Table A1.12). Table A1.12 The telnet network virtual terminal (NVT) character and command set (NVT-ASCII) Telnet control functions and signals



Code (decimal)



Code (hexa-decimal)



Function



NULL (NUL) Bell (BEL)



0 7



00 07



Back space (BS)



8



08



Horizontal tab (HT)



9



09



Line feed (LF)



10



0A



Vertical tab (VT)



11



0B



Form feed (FF)



12



0C



13 32-126



0D 20-7E



No operation. (Option) Produces an audible or visible signal without moving the print head. (Option) Moves the printer one space towards the left margin, remaining on the current line. (Option) Moves the printer to next horizontal tab stop (undefined is where exactly this is). Moves the printer to the next line, but retaining the same horizontal position. (Option) Moves the printer to next vertical tab stop (undefined is exactly where this is). (Option) Moves the printer to the top of the next page, retaining the same horizontal position. Moves the printer to the left margin of the current line. Alphanumeric text characters making up the main portion of the telnet data.



240



F0



241 242



F1 F2



Carriage return (CR) Alphanumeric characters and punctuation (ASCII) Subnegotiation end (SE) No operation (NOP) Data mark (DM)



This signal indicates the end of subnegotiation of option parameters. This signals that no operation is possible. The data stream part of the SYNCH mechanism — for clearing a congested data path to the other party.



Layer 6 (presentation layer): 7-Bit ASCII, NVT-ASCII and extended ASCII (IBM PC)
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Table A1.12 (continued ) Telnet control functions and signals



Code (decimal)



Code (hexa-decimal)



Function



Break (BRK)



243



F3



Interrupt process (IP)



244



F4



Abort output (AO)



245



F5



Are you there ? (AYT)



246



F6



Erase character (EC)



247



F7



Erase line (EL)



248



F8



Go ahead (GA) Subnegotiation (SB)



249 250



F9 FA



WILL (option code)



251



FB



WON’T (option code) DO (option code) DON’T (option code)



252 253 254



FC FD FE



IAC SYNCH



255 —



FF —



The break command is an additional command outside the normal ASCII character set required by some types of computers to create an ‘interrupt’. It is not intended to be an alternative to the IP command, but instead used only by those computer systems which require it. This command suspends, interrupts, aborts or terminates a user process currently in operation on the remote host computer. (This is the equivalent of the ‘break’, ‘attention’ or ‘escape’ key.) This command causes the remote host computer to jump to the end of an output process without outputting further data. This command causes the remote host computer to reply with a printable message that it is still ‘alive’. This command deletes the last character sent in the data stream currently being transmitted. This command deletes all the data in the current ‘line’ of input. Continue. . . This signal indicates that the following codes represent the subnegotiation of telnet features. This signal is a request to start performing a given (indicated) option. A rejection of the requested option. An acceptance of the requested option. An instruction to the remote party not to, or to stop using the indicated option. Data byte 255. The SYNCH signal is a combination of a TCP ‘urgent notification’ coupled with a ‘data mark’ character in the data stream. SYNCH clears the data path to a remote ‘timeshared’ host computer. The ‘urgent’ notification bypasses the normal TCP flow control mechanism which is otherwise applied to telnet connection data.



8-bit extended ASCII (IBM PC code page 437) Table A1.13 documents the extended 8-bit version of ASCII (code page 437) which is the default character set for the DOS (disk operating system) (but not quite the character set used nowadays by Microsoft Windows).



ISO 8859 character sets ISO has standardised a number of 8-bit ‘extended ASCII’ character sets. The document references and character set names are listed in Table A1.14. A useful website on the subject of character sets is: http://czyborra.com/charsets/iso8859.html
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Appendix 1 Protocol addresses, port numbers and (SAPIs) Table A1.13 Extended 8-bit ASCII code (as developed for the IBM PC; code page 437)



Table A1.14 ISO 8859 character sets Standard defining character set ISO ISO ISO ISO ISO ISO ISO ISO ISO ISO



8859-1 8859-2 8859-3 8859-4 8859-5 8859-6 8859-7 8859-8 8859-9 8859-10



Character set name Latin-1 (West European) Latin-2 (East European) Latin-3 (South European) Latin-4 (North European) Cyrillic Arabic Greek Hebrew Latin-5 (Turkish) Latin-6 (Nordic)



Layer 6 (presentation layer): 7-Bit ASCII, NVT-ASCII and extended ASCII (IBM PC)
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Table A1.15 HTML character set (based on ISO 8859-1)



HTML character set (based on ISO 8859-1: Latin-1) The HTML character set is based upon the ISO 8859-1 character set, as illustrated in Table A1.15.



8-bit extended ASCII (microsoft windows latin-1 code page 1252) Table A1.16 documents the extended 8-bit version of ASCII (code page 1252) which is the default character set for western versions of Microsoft Windows. It is based on ISO 8859-1 but is not identical.



Unicode character sets (ISO 10646) Unicode is a 16-bit character set, laid out in ISO 10646. For a full listing and review of the current version of the code refer to the following website: www.unicode.org
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Appendix 1 Protocol addresses, port numbers and (SAPIs) Table A1.16 Microsoft Latin-1 character set (code page 1252)



Layer 7 (application layer): MIME (multimedia Internet mail extensions) Table A1.17 presents the various media types defined by MIME (multimedia Internet mail extension) standards. Table A1.17 MIME media-types (RFC 2046) Top-level media type Text



Media subtypes text/plain; charset=iso-8859-1 text/plain; charset=us-ascii text/enriched text/html



Usage or meaning A message in plain text encoded using the ISO8859-1 character set. A message in plain text encoded using the US-ASCII character set (ANSI × 3.4–1986). Rich text format (RFC 1896) A text file coded using hypertext markup language (html) (RFC 2854).



Layer 7 (application layer): MIME (multimedia Internet mail extensions)
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Table A1.17 (continued ) Top-level media type



Media subtypes



Usage or meaning



text/directory text/parityfec



Image



Audio



Video



Application



Multipart [compositetype]



A text file containing directory information. An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). image/jpeg An image file in jpeg (joint photographic experts group) format. image/g3fax An image file in group3 fax format according to CCITT/ITU-T recommendation T.30 (RFC 2159). image/gif An image file in gif-format (graphics interface format). image/t38 An image file in ITU-T facsimile format (ITU-T rec. T.38). image/tiff An image file in tiff-format (tag image file format). audio/basic 8-bit µ-law pulse code modulation. audio/32kadpcm An attached file in 32 kbit/s adaptive differential pulse code modulation (ITU-T Rec G.726 and RFC 2422). audio/L16 An audio-format file encoded according to L16 coding (RFC 1890 and RFC 2586). audio/parityfec An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). video/mpeg An video file in mpeg (motion picture experts group) format. video/parityfec An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). application/octet-stream A file that comprises data of an arbitrary type or otherwise unspecified format. application/postscript A file in the Adobe Systems PostScript format (typically used for printing). application/oda A file in office data architecture (ODA) format (CCITT recommendation T.411 & RFC 2161). application/iso-10161-ill- The carried object is a BER (basic encoding rules) encoded ISO ILL (interlibrary loan) PDU (protocol 1; transfer data unit). encoding. . . application/ill-ddi; transfer The carried object is a BER (basic encoding rules) encoding. . . encoded ISO ILL (interlibrary loan) PDU (protocol data unit). application/parityfec An RTP (real-time application transport protocol) format employing generic forward error correction (fec) (RFC 3009). application/ISUP The carried object is an ISUP (integrated services user part) message of signalling system number 7 (used in digital telephone networks) (RFC 3204) application/QSIG The carried object is a QSIG signalling message (as used in digital private telephone networks) (RFC 3204). application/xhtml+xml A file in xhtml or xml format (RFC 3236). application/dicom A file in a format specified by DICOM (digital imaging and communications in medicine) (RFC 3240). multipart/mixed The message body comprises a number of separate ‘attachments’ of different types, separated by ‘boundaries’. (continued overleaf )
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Table A1.17 (continued ) Top-level media type



Media subtypes multipart/alternative



Message [compositetype]



multipart/digest message/rfc822



message/partial message/external-body multipart/related



multipart/voice-message multipart/signed multipart/encrypted



Usage or meaning The message body comprises a number of versions of the same ‘basic content’ in different formats. The receiver should decide which one is most appropriate to use. Intended to be used to send collections of messages. An encapsulated message in RFC 822 format.



An encapsulated fragment of a message. This indicates that the body data are not included in the message but instead only referenced. This MIME-type is accompanied by additional information indicating how to unpack or process data (e.g., which program to use) (RFC 2387). A file to be used in conjunction with the Voice Profile for Internet Mail (VPIM) (RFC 1911 & RFC 2423). A file made secure for transport by the use of a digital signature (RFC 2480). A file made secure for transport by encryption transformation (RFC 2480).



Appendix 2 Internet Top-Level Domains (TLDs) and Generic Domains



Domain



Domain usage



.aero



aeronautical and air-transport industry



.biz .com .coop .edu



restricted to businesses commercial organisations reserved for cooperative associations reserved for higher educational institutions reserved for government use (the top-level domain is the US government) information domains used only for international organisations established by international government treaties reserved exclusively for the US military



.gov .info .int .mil



.museum reserved for museums .name .net .org



reserved for individuals network organisations organisations



Data Networks, IP and the Internet: Protocols, Design and Operation  2003 John Wiley & Sons, Ltd ISBN: 0-470-84856-1



Domain operator/authority Soci´et´e Internationale de T´el´ecommunications A´eronautiques (SITA) NeuLevel, Inc VeriSign Global Registry Services Dot Cooperation LLC Educause United States General Services Administration Afilias Limited IANA. int Domain Registry United States Department of Defense Network Information Centre Museum Domain Management Association Global name registry VeriSign Global Registry Services VeriSign Global Registry Services



Martin P. Clark



Appendix 3 Internet Country Code Top-Level Domains (ccTLDs — ISO 3166-1)



Code .ac .ad .ae .af .ag .ai .al .am .an .ao .aq .ar .as .at .au .aw .az .ba .bb .bd .be .bf .bg .bh .bi .bj .bm .bn .bo



Country Ascension Island Andorra United Arab Emirates Afghanistan Antigua and Barbuda Anguilla Albania Armenia Netherlands Antilles Angola Antarctica Argentina American Samoa Austria Australia Aruba Azerbaijan Bosnia and Herzegovina Barbados Bangladesh Belgium Burkina Faso Bulgaria Bahrain Burundi Benin Bermuda Brunei Darussalam Bolivia



Code .br .bs .bt .bv .bw .by .bz .ca .cc .cd .cf .cg .ch .ci .ck .cl .cm .cn .co .cr .cu .cv .cx .cy .cz .de .dj .dk .dm



Data Networks, IP and the Internet: Protocols, Design and Operation  2003 John Wiley & Sons, Ltd ISBN: 0-470-84856-1



Country Brazil Bahamas Bhutan Bouvet Island Botswana Belarus Belize Canada Cocos (Keeling) Islands Democratic Republic of the Congo Central African Republic Republic of Congo Switzerland Cote d’Ivoire Cook Islands Chile Cameroon China Colombia Costa Rica Cuba Cap Verde Christmas Island Cyprus Czech Republic Germany Djibouti Denmark Dominica



Martin P. Clark
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Code .dz .ec .ee .eg .eh .er .es .et .fi .fj .fk .fm .fo .fr .ga .gd .ge .gf .gg .gh .gi .gl .gm .gn .gp .gq .gr .gs .gt .gu .gw .gy .hk .hm .hn .hr .ht .hu .id .ie .il .im .in .io .iq .ir .is



Appendix 3 Internet country code top-level domains (ccTLDs — ISO 3166-1)



Country Algeria Ecuador Estonia Egypt Western Sahara Eritrea Spain Ethiopia Finland Fiji Falkland Islands Federal State of Micronesia Faroe Islands France Gabon Grenada Georgia French Guiana Guernsey Ghana Gibraltar Greenland Gambia Guinea Guadeloupe Equatorial Guinea Greece South Georgia and the South Sandwich Islands Guatemala Guam Guinea-Bissau Guyana Hong Kong Heard and McDonald Islands Honduras Croatia Haiti Hungary Indonesia Ireland Israel Isle of Man India British Indian Ocean Territory Iraq Iran Iceland



Code .it .je .jm .jo .jp .ke .kg .kh .ki .km .kn .kp



Country



Italy Jersey Jamaica Jordan Japan Kenya Kyrgyzstan Cambodia Kiribati Comoros Saint Kitts and Nevis Democratic People’s Republic of Korea .kr Republic of Korea .kw Kuwait .ky Cayman Islands .kz Kazakhstan .la Lao People’s Democratic Republic .lb Lebanon .lc Saint Lucia .li Liechtenstein .lk Sri Lanka .lr Liberia .ls Lesotho .lt Lithuania .lu Luxembourg .lv Latvia .ly Libyan Arab Jamahiriya .ma Morocco .mc Monaco .md Republic of Moldova .mg Madagascar .mh Marshall Islands .mk Macedonia .ml Mali .mm Myanmar .mn Mongolia .mo Macau .mp Northern Mariana Islands .mq Martinique .mr Mauritania .ms Montserrat .mt Malta .mu Mauritius .mv Maldives .mw Malawi .mx Mexico .my Malaysia



Appendix 3



Code .mz .na .nc .ne .nf .ng .ni .nl .no .np .nr .nu .nz .om .pa .pe .pf .pg .ph .pk .pl .pm .pn .pr .ps .pt .pw .py .qa .re .ro .ru .rw .sa .sb .sc .sd .se .sg .sh .si .sj .sk .sl .sm



Internet country code top-level domains (ccTLDs — ISO 3166-1)



Country Mozambique Namibia New Caledonia Niger Norfolk Island Nigeria Nicaragua Netherlands Norway Nepal Nauru Niue New Zealand Oman Panama Peru French Polynesia Papua New Guinea Philippines Pakistan Poland Saint Pierre and Miquelon Pitcairn Island Puerto Rico Palestinian Territories Portugal Palau Paraguay Qatar Reunion Island Romania Russian Federation Rwanda Saudi Arabia Solomon Islands Seychelles Sudan Sweden Singapore Saint Helena Slovenia Svalbard and Jan Mayen Islands Slovak Republic Sierra Leone San Marino



Code .sn .so .sr .st .sv .sy .sz .tc .td .tf .tg .th .tj .tk .tm .tn .to .tp .tr .tt .tv .tw .tz .ua .ug .uk .um .us .uy .uz .va .vc .ve .vg .vi .vn .vu .wf .ws .ye .yt .yu .za .zm .zw



Country Senegal Somalia Suriname Sao Tome and Principe El Salvador Syrian Arab Republic Swaziland Turks and Caicos Islands Chad French Southern Territories Togo Thailand Tajikistan Tokelau Turkmenistan Tunisia Tonga East Timor Turkey Trinidad and Tobago Tuvalu Taiwan Tanzania Ukraine Uganda United Kingdom US minor outlying islands United States Uruguay Uzbekistan Vatican state Saint Vincent and the Grenadines Venezuela Virgin Islands (British) Virgin Islands (USA) Vietnam Vanuatu Wallis and Futuna Islands Western Samoa Yemen Mayotte Yugoslavia South Africa Zambia Zimbabwe
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Appendix 4 Internet Engineering Task Force (IETF) Request for Comment (RFC) Listing



This is a listing of all the RFC documents (as issued by the Internet Engineering Task Force (IETF)) which are referred to in this book. For those who need a full and up-to-date listing, you should refer to either www.rfc-editor.org or www.faqs.org/rfcs/. This appendix is intended to be used for tracing the subject of a given RFC document number, its date of issue and a note about whether it has subsequently been superseded by any later standards. The RFCs are listed here in number order (this is roughly the order of issue). But for looking up the relevant RFC documents related to a given service or protocol, it will be more efficient to use the Abbreviations appendix of this book, where the protocols are listed in alphabetical order and cross-related to their defining standards. It is important to recognise that not all RFCs are technical standards. IETF nowadays classifies the various documents into informational (or FYI ), best current practice (BCP), standard (STD), request for comment (RFC) and experimental, but in the past the documents issued with RFC numbers have served a plethora of different purposes as: • announcements and agreements; • background papers; • experimental reports; •



handbooks;



• instructions to RFC authors; • introductory and educational texts; • invites to meetings; • listing concurrently used protocols; • objective definition of project teams and working groups;



Data Networks, IP and the Internet: Protocols, Design and Operation  2003 John Wiley & Sons, Ltd ISBN: 0-470-84856-1



Martin P. Clark
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• policy papers; • problem description documents; • questionnaires; • statements of policy; • status reports; • studies and reports; • tributes to contributors; and • white papers. RFC documents are never re-issued or updated. A new document is issued, with a new RFC number and the old RFC becomes obsolete. The ‘academic community’ nature of the original RFCs is also reflected by the ‘noticeboard’ nature of many of the early RFCs (e.g. ‘the service will be closed over the Thanksgiving weekend’, etc.) and by the annual tradition of bogus proposals dated 1st April. The authors of some of the most well-known RFCs are nowadays well-known Internet personalities: • Tim Berners-Lee (author of HTML, HTTP and Worldwide Web RFCs); • Vinton Cerf (author of many of the original ARPANET and protocol specifications); • Jon Postel (RFC editor and IETF leader until his death in October 1998). RFC number 0008 0020 0761 0764 0765 0768 0783 0788 0791 0792 0793 0799 0812 0813 0819 0821



Title



Date of issue



ARPA Network; functional specifications ASCII format for network interchange DoD standard Transmission Control Protocol (TCP) Telnet Protocol specification File Transfer Protocol (FTP) specification User Datagram Protocol (UDP) TFTP (Trivial File Transfer Protocol) revision 2 Simple Mail Transfer Protocol (SMTP) Internet Protocol (IP) Internet Control Message Protocol (ICMP) Transmission Control Protocol (TCP) Internet name domains NICNAME / WHOIS Window & acknowledgement strategy in TCP Domain naming convention Simple Mail Transfer Protocol (SMTP)



05 May 69



Remarks ARPANET



16 Oct 69 01 Jan 80 01 Jun 80 01 Jun 80



Replaced by RFC 0854 Replaced by RFC 0959



28 Aug 80 01 Jun 81



Replaced by RFC 1350



01 Nov 81 01 Sep 81 01 Sep 81



Replaced by RFC 0821 Standard Updated by RFC 0950



01 01 01 01



Standard



Sep 81 Sep 81 Mar 82 Jul 82



01 Aug 82 01 Aug 82



Replaced by RFC 0954



Replaced by RFC 2821
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RFC number 0822 0826 0854 0877 0878 0879 0882 0883 0903 0904 0905 0926 0927 0951 0954 0958 0959 0988 1013 1014 1034 1035 1042 1054 1055 1057 1058 1059 1063
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Title



Date of issue



Remarks



Standard format for ARPA Internet text messages Ethernet Address Resolution Protocol (ARP) Telnet protocol specification Standard for IP datagrams over public data networks ARPANET 1822L Host Access Protocol TCP maximum segment size and related topics Domain names: concepts and facilities Domain names: implementation specification Reverse Address Resolution Protocol (RARP) Exterior Gateway Protocol formal specification ISO transport protocol specification ISO DP 8073 ISO protocol: connectionless mode network service TACACS user identification Telnet option Bootstrap protocol NICNAME/WHOIS Network Time Protocol (NTP) File Transfer Protocol (FTP) Host extensions for IP multicasting X-Window systems Protocol, version 11 XDR: external data representation standard Domain names — concepts and facilities Domain names — implementation and specification Standard for IP datagrams over IEEE 802 networks Host extensions for IP multicasting Serial Line Internet Protocol (SLIP) RPC2: remote procedure call protocol version 2 Routing Information Protocol (RIP) Network Time Protocol (NTP) version 1 IP MTU discovery options



13 Aug 82



Replaced by RFC 2822



01 Nov 82



Standard



01 May 83 01 Sep 83



Replaced by RFC 1356



01 Dec 83 01 Nov 83 01 Nov 83 01 Nov 83



Replaced by RFC 1034 Replaced by RFC 1034



01 Jun 84



Standard



01 Apr 84



Updates RFCs 827, 888



01 Apr 84 01 Dec 84



Replaced by RFC 0994



01 Dec 84



Proposed standard



01 01 01 01 01 01



Updated by later RFCs Draft standard Replaced by RFC 1059



Sep 85 Oct 85 Sep 85 Oct 85 Jul 86 Jun 87



Replaced by RFC 1054



01 Jun 87 01 Nov 87



Updated by later RFCs



01 Nov 87



Updated by later RFCs



01 Feb 88 01 May 88 01 Jun 88 01 Jun 88 01 Jun 88 01 Jul 88 01 Jul 88



Replaced by RFC 1112 Standard
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RFC number 1066 1067 1075 1081 1082 1084 1085 1098 1112 1119 1122 1123 1131 1146 1155 1156 1157 1158 1191 1212 1213 1229 1239 1247 1248 1252 1253 1256 1282 1286 1305 1319 1320



Appendix 4 IETF RFC listing



Title



Date of issue



Remarks



Management Information Base (MIB): TCP/IP nets Simple Network Management Protocol (SNMP) Distance Vector Multicast Routing Protocol Post Office Protocol version 3 (POP3) Post Office Protocol version 3 (POP3): extended BOOTP vendor information extensions ISO presentation services on top of TCP/IP Simple Network Management Protocol (SNMP) Host extensions for IP multicasting Network Time Protocol version 2 (NTP2) Requirements for Internet Hosts Requirements for Internet Hosts:Application & support OSPF (open shortest path first) specification TCP alternate checksum options Structure & identification of mgmt info for TCP/IP MIB for TCP/IP networks Simple Network Management Protocol (SNMP) MIB-II for TCP/IP networks Path MTU discovery Concise MIB definitions MIB-II for TCP/IP-based Internets Extensions to the generic interface MIB Reassignment of experimental MIBs to standards OSPF version 2 OSPF version 2 MIB OSPF version 2 MIB OSPF version 2 MIB ICMP router discovery messages BSD Rlogin Managed objects for bridges Network Time Protocol version 3 (NTP3) MD2 message digest algorithm MD4 message digest algorithm



01 Aug 88



Replaced by RFC 1156



01 Aug 88



Replaced by RFC 1098



01 Nov 88 01 Nov 88 01 Nov 88



Replaced by RFC 1225



01 Dec 88 01 Dec 88 April 89



Replaced by RFC 1157



01 Apr 89 01 Sep 89



Replaced by RFC 1305



01 Oct 89 01 Oct 89 01 Oct 89 01 Mar 90 01 May 90



Standard



01 May 90 01 May 90



Standard Standard



01 01 01 01 01



Replaced by RFC 1213 Draft standard



May 90 Nov 90 Mar 91 Mar 91 May 91



Updated by RFC 1239



01 Jun 91 01 Jul 91 01 Jul 91 01 Aug 91 01 Aug 91 01 Sep 91 Dec 91 Dec 91 Mar 92 Apr 92 Apr 92



Replaced by RFC 1583 Replaced by RFC 1252 Replaced by RFC 1253 Replaced by RFC 1850 Proposed standard Replaces RFC 1258 Proposed standard Draft standard
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RFC number 1321 1323 1331 1332 1333 1334 1341 1350 1351 1352 1353 1354 1356 1377 1378 1389 1390 1414 1441 1442 1443 1444 1445 1446 1447 1448 1449 1450 1451 1452 1460 1466 1492 1514 1534 1552



Title MD5 message digest algorithm TCP extensions for high performance PPP for multi-protocol datagrams over PP links PPP Internet protocol control protocol (IPCP) PPP link quality monitoring PPP authentication protocols MIME (Multipurpose Internet Mail Extensions) TFTP protocol revision 2 (TFTP2) SNMP administrative model SNMP security protocols Managed objects for SNMP IP forwarding table MIB Multiprot. Interconnect: X.25 & ISDN packet-mode PPP OSI network layer control protocol (OSINLCP) PPP Appletalk Control Protocol (ATCP) RIP version 2 MIB extensions Transmission of IP and ARP over FDDI networks Identification MIB Intro to Internet Network Management Framework v2 Structure of MIB for SNMPv2 Textual conventions for SNMPv2 Conformance statements for SNMPv2 Administrative model for SNMPv2 Security protocols for SNMPv2 Party MIB for SNMPv2 Protocol operations for SNMPv2 Transport mappings for SNMPv2 MIB for SNMPv2 Manager-to-manager MIB Coexistence between v1 and v2 of Internet NMF Post Office Protocol version 3 (POP3) Guidelines for the Management of IP address space Access Control Protocol TACACS Host resources MIB Interoperation between DHCP and BOOTP PPP internetworking packet exch.cont.prot (IPXCP)



Date of issue



643



Remarks



Apr 92 May 92 May 92



Proposed standard Replaced by RFC 1548



May 92



Proposed standard



May 92 Oct 92 Jun 92



Replaced by RFC 1989 Replaced by RFC 1994 Replaced by RFC 1521



Jul 92 Jul 92 Jul 92 Jul 92 Jul 92 Aug 92



Updated by RFC 1782



Replaced by RFC 2096 Draft standard



Nov 92



Proposed standard



Nov 92



Proposed standard



Jan 93 Jan 93



Replaced by RFC 1724 Standard



Feb 93 Apr 93



Proposed standard



Apr Apr Apr Apr Apr Apr Apr Apr Apr Apr Apr



Replaced by RFC 1902 Replaced by RFC 1903 Replaced by RFC 1904



93 93 93 93 93 93 93 93 93 93 93



Jun 93 May 93



Replaced by RFC 1905 Replaced by RFC 1906 Replaced by RFC 1907 Replaced by RFC 1908 Replaced by RFC 1725



Jul 93 Sep 93 Oct 93



Replaced by RFC 2790 Draft standard



Dec 93



Proposed standard
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RFC number 1567 1570 1573 1583 1584 1587 1591 1611 1618 1619 1626 1628 1631 1633 1634 1654 1655 1656 1657 1661 1662 1663 1692 1693 1694 1695 1696 1697 1701 1702 1717 1721



Appendix 4 IETF RFC listing



Title X.500 Directory monitoring MIB PPP LCP extensions Evolution of the interfaces group of MIB-II OSPF version 2 (OSPF2) Multicast extensions to OSPF (MOSPF) The OSPF NSSA option Domain Name System (DNS) structure& delegation DNS server MIB extensions PPP over ISDN PPP over SONET/SDH Default IP MTU for use over ATM AAL5 UPS MIB IP Network Address Translator (NAT) Integrated Services in the Internet Architecture Novell IPX over various WAN media (IPXWAN) Border Gateway Protocol 4 (BGP-4) Application of BGP in the Internet BGP-4 document roadmap and implementation Managed objects for BGP-4 using SMIv2 Point-to-Point Protocol (PPP) PPP in HDLC-like framing PPP Reliable Transmission Transport Multiplexing Protocol (TMux) An extension to TCP: Partial Order Service Managed objects for SMDS interfaces using SMIv2 Managed objects for ATM management v8.0/SMIv2 Modem management MIB using SMIv2 Rel. Database Mgm Sys (RDBMS) MIB / SMIv2 Generic Routing Encapsulation (GRE) Generic Routing Encapsulation over IPv4 networks PPP Multilink Protocol (MP) RIP version 2 Protocol Analysis



Date of issue



Remarks



Jan 94 Jan 94 Jan 94



Replaced by RFC 2605 Updated by RFC 2484 Replaced by RFC 2233



Mar 94 Mar 94



Replaced by RFC 2178 Proposed standard



Mar 94 Mar 94



Proposed standard



May May May May



Proposed Proposed Replaced Replaced



94 94 94 94



May 94 May 94 Jun 94



standard standard by RFC 2615 by RFC 2225



Proposed standard Replaced by RFC 3022



May 94 Jul 94 Jul 94 Jul 94



Replaced by RFC 1771 Replaced by RFC 1772 Replaced by RFC 1773



Jul 94



Draft standard



Jul 94 Jul 94 Jul 94 Aug 94



Updated by RFC 2153 Standard Proposed standard Proposed standard



Nov 94 Aug 94



Draft standard



Aug 94



Replaced by RFC 2515



Aug 94



Proposed standard



Aug 94



Proposed standard



Oct 94 Oct 94 Nov 94 Nov 94



Replaced by RFC 1900
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RFC number 1722 1723 1724 1725 1730 1731 1732 1733 1734 1735 1738 1752 1755 1757 1759 1760 1762 1766 1771 1772 1773 1774 1777 1795 1813 1815 1817 1831 1832 1844 1850



Title RIP version 2 Protocol Applicability Statement RIP version 2–carrying additional information RIP version 2 MIB extension Post Office Protocol version 3 (POP3) Internet Message Access Protocol v4 (IMAP4) IMAP4 authentication mechanisms IMAP4 compatibility with IMAP2 and IMAP2bis Distributed Email models in IMAP4 POP3 AUTHentication command NBMA Address Resolution Protocol (NARP) Uniform Resource Locators (URL) Recommendation for the IP next generation protocol ATM signalling support for IP over ATM Remote Network Monitoring (RMON) MIB Printer MIB The S/KEY One-Time Password system PPP DECnet Phase IV control protocol (DNCP) Tags for the identification of languages Border Gateway Protocol 4 (BGP-4) Application of BGP4 in the Internet Experience with the BGP-4 protocol BGP-4 Protocol Analysis Lightweight Directory Access Protocol (LDAP) Data Link Switching (DLSw):switch/switch protocol NFS (Network File System) v3 protocol spec. Character sets ISO-10646 and ISO-10646-J1 CIDR and Classful Routing RPC: Remote Procedure Call protocol spec v2 XDR: External Data Representation standard Multimedia Email (MIME) user agent checklist OSPF v2 MIB



Date of issue



645



Remarks



Nov 94



Standard



Nov 94



Replaced by RFC 2453



Nov 94 Nov 94 Dec 94



Draft standard Replaced by RFC 1939 Replaced by RFC 2060



Dec 94 Dec 94



Proposed standard



Dec 94 Dec 94 Dec 94



Proposed standard



Dec 94 Jan 95



Updated by later RFCs Proposed standard



Feb 95



Proposed standard



Feb 95



Replaced by RFC 2819



Mar 95 Feb 95



Proposed standard



Mar 95



Draft standard



Mar Mar Mar Mar Mar Mar



Replaced by RFC 3066 Draft standard Draft standard



95 95 95 95 95 95



Draft standard



Apr 95 Jun 95



Replaced by RFC 3010



Jul 95 Aug 95 Aug 95



Proposed standard



Aug 95



Draft standard



Aug 95 Nov 95



Draft standard
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RFC number 1851 1852 1853 1864 1866 1868 1869 1878 1881 1883 1884 1885 1886 1887 1888 1889 1890 1896 1901 1902 1903 1904 1905 1906 1907 1908 1909 1910 1911 1918 1928 1950



Appendix 4 IETF RFC listing



Title ESP triple DES (Defence Encryption std) transform IP authentication using Keyed SHA IP in IP Tunneling The content-MD5 header field Hypertext Markup Language 2 (html 2.0) ARP extension — UNARP SMTP service extensions Variable length subnet table for IPv4 IPv6 address allocation management Internet Protocol version 6 (IPv6) specification IP version 6 addressing architecture Internet Control Message Protocol (ICMPv6) DNS extensions for support IP version 6 An architecture for IPv6 unicast address allocation OSI NSAPs and IPv6 RTP Real-Time application Transport Protocol RTP profile for audio & video conferences Text/enriched MIME content-type ˆIntroduction to community-based SNMPv2 Structure of Management Information for SNMPv2 Textual conventions for SNMPv2 Conformance statements for SNMPv2 Protocol operations for SNMPv2 Transport mappings for SNMPv2 MIB for SNMPv2 Coexistence between version 1 & version 2: SNMP Administrative infrastructure for SNMPv2 User-based security model for SNMPv2 Voice profile for Internet Mail Address Allocation for Private Internets SOCKS protocol version 5 ZLIB compressed data format specification v3.3



Date of issue



Remarks



Sep 95 Sep 95 Oct 95 Oct 95 Nov 95



Replaced by RFC 2841 Draft standard Replaced by RFC 2854



Nov 95 Nov 95 Dec 95 Dec 95 Dec 95



Replaced by RFC 2460



Dec 95 Dec 95



Replaced by RFC 2373 Replaced by RFC 2463



Dec 95



Proposed standard



Replaced by RFC 2821



Dec 95 Aug 96 Jan 96



Proposed standard



Jan 96



Proposed standard



Feb 96 Jan 96



Replaces 1523, 1563



Jan 96



Replaced by RFC 2578



Jan Jan Jan Jan Jan Jan



Replaced by RFC 2579 Replaced by RFC 2580 Draft standard Draft standard Draft standard Replaced by RFC 2576



96 96 96 96 96 96



Feb 96 Feb 96 Feb 96 Feb 96



Replaced by RFC 2421–3 Best current practice



Mar 96 May 96



Proposed standard
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RFC number 1951 1952 1961 1962 1963 1964 1965 1966 1967 1968 1969 1970 1971 1981 1989 1990 1991 1992 1994 1996 1997 2002 2003 2004 2005 2006 2011 2012 2013 2015



Title DEFLATE compressed data format spec v1.3 GZIP file format specification v4.3 GSS-API authentication method for SOCKS V5 PPP Compression Control Protocol (CCP) PPP serial data transport protocol (SDTP) Kerberos Version 5 GSS-API mechanism Autonomous System (AS) confederations for BGP BGP Route Reflection:alternative to full mesh IBGP PPP LZS-DCP Compression Protocol (LZS-DCP) PPP Encryption Control Protocol (ECP) PPP DES Encryption Control Protocol (DESE) Neighbour discovery for IP version 6 Ipv6 stateless address autoconfiguration Path MTU discovery for IPv6 PPP link quality monitoring PPP Multilink Protocol (MP) PGP (Pretty Good Privacy) message exchange format Nimrod Routing Architecture PPP Challenge Handshake Authentication P.(CHAP) Prompt notification of zone changes (DNS NOTIFY) BGP Communities Attribute IP Mobility support Encapsulation with IP Minimal encapsulation within IP Applicability statement for IP mobility support Managed objects for IP mobility support with SMIv2 SNMPv2 MIB for Internet Protocol using SMIv2 SNMPv2 MIB for TCP using SMIv2 SNMPv2 MIB for UDP using SMIv2 MIME security with Pretty Good Privacy (PGP)



Date of issue



647



Remarks



May 96 May 96 Jun 96



Proposed standard



Jun 96



Updated by RFC 2153



Aug 96 Jun 96 Jun 96



Replaced by RFC 3065



Jun 96



Updated by RFC 2796



Aug 96 Jun 96



Proposed standard



Jun 96



Replaced yb RFC 2419



Aug 96 Aug 96



Replaced by RFC 2461 Replaced by RFC 2462



Aug Aug Aug Aug



Proposed standard Draft standard Proposed standard



96 96 96 96



Aug 96 Aug 96



Updated by RFC 2484



Aug 96



Proposed standard



Aug 96 Oct 96 Oct 96 Oct 96 Oct 96



Proposed Replaced Proposed Proposed Proposed



Oct 96



Proposed standard



Nov 96



Updates RFC 1213



Nov 96 Nov 96 Oct 96



Updates RFC 1213 Updates RFC 1213 Updated by RFC 3156



standard by RFC 3220 standard standard standard
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RFC number 2016 2018 2020 2021 2024 2032 2037 2043 2044 2045 2046 2047 2048 2049 2058 2059 2060 2064 2097 2104 2107 2125 2131 2135 2136 2137 2138 2139 2140 2143



Appendix 4 IETF RFC listing



Title Uniform Resource Agents (URAs) TCP selective acknowledgement options IEEE 802.12 interface MIB Remote Network Monitoring(RMON) MIB2/SMIv2 Managed objects for Data Link Switching /SMIv2 RTP payload format for H.261 video streams Entity MIB using SMIv2 PPP SNA Control Protocol (SNACP) UTF-8, transformation Unicode/ISO 10646 MIME Part 1: format of Internet message bodies MIME Part 2: Media Types MIME Part 3: Message headers for non-ASCII text MIME Part 4: Registration procedures MIME Part 5: Conformance criteria & examples Remote Authentication Dial In User Service(RADIUS) RADIUS accounting Internet Message Access Protocol (IMAP4rev1) Traffic Flow Measurement: Meter MIB PPP NetBIOS Frames Control Protocol (NBFCP) HMAC: keyed hashing for message authentication Ascend Tunnel Management Protocol (ATMP) PPP Bandwidth Allocation (BAP)& Control P(BACP) Dynamic Host Configuration Protocol (DHCP) Internet Society By-Lays Dynamic updates in the DNS (DNS UPDATE) Secure Domain Name System update Remote Authentication Dial-In User Service(RADIUS) RADIUS accounting TCP Control Block Independence Encapsulating IP with SCSI (small computer sys I/F)



Date of issue



Remarks



Oct 96 Oct 96



Replaces RFC 1072



Oct 96 Jan 97



Proposed standard Proposed standard



Oct 96



Proposed standard



Oct 96



Proposed standard



Oct 96 Oct 96 Oct 96



Replaced by RFC 2737 Proposed standard Replaced by RFC 2279



Nov 96



Updated by 2184, 2231



Nov 96 Nov 96



Updated RFC 2646 Updated by 2184, 2231



Nov 96 Nov 96



Updated by RFC 3023 Replaces 1521–2, 1590



Jan 97



Replaced by RFC 2138



Jan 97 Dec 96



Replaced by RFC 2139 Replaces RFC 1730



Jan 97 Jan 97



Replaced by RFC 2720 Proposed standard



Feb 97 Feb 97 Mar 97



Proposed standard



Mar 97



Replaces RFC 1541



Apr 97 Apr 97



Updated by RFC 3007



Apr 97 Apr 97



Updates RFC 1035 Replaced by RFC 2865



Apr 97 Apr 97 May 97



Replaced by RFC 2866
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RFC number 2144 2147 2153 2159 2161 2165 2189 2190 2201 2205 2206 2211 2212 2213 2222 2225 2226 2233 2234 2236 2245 2246 2248 2249 2250 2251 2252 2261 2262 2263 2264 2265



Title CAST-128 Encryption Algorithm TCP & UDP over IPv6 Jumbograms PPP vendor extensions MIME body part for FAX MIME body part for ODA Service Location Protocol Core Based Trees (CBT version 2) multicast routing RTP payload format for H.263 video streams Core Based Trees (CBT) Multicast routing architect. Resource ReSerVation Protocol (RSVP) version 1 RSVP MIB using SMIv2 Controlled-Load Network Element Service — spec Guaranteed Quality of Service specification Integrated Services MIB using SMIv2 Simple Authentication and Security Layer (SASL) Classical IP and ARP over ATM IP broadcast over ATM networks The Interfaces Group MIB using SMIv2 Augmented BNF for syntax specifications: ABNF Internet Group Management Protocol (IGMP) v2 Anonymous SASL Mechanism TLS Protocol version 1.0 Network Services Monitoring MIB Mail Monitoring MIB RTP payload format for MPEG1 / MPEG2 video Lightweight Directory Access Protocol (LDAP) v3 LDAP v3: attribute syntax definitions An architecture SNMPv3 management frameworks SNMP: message processing & dispatching SNMPv3 Applications User-based Security Model (USM) for SNMPv3 View-based Access Control Model (VACM) /SNMP



Date of issue May 97 May 97 May 97 Jan 98 Jan 98 Jun 97 Sep 97 Sep 97
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Remarks



Updates 1661, 1962 Proposed standard Updated by 2608, 2609 Proposed standard



Sep 97 Sep 97



Updated by RFC 2750



Sep 97 Sep 97



Proposed standard Proposed standard



Sep 97



Proposed standard



Sep 97 Oct 97



Proposed standard Updated by RFC 2444



Apr 98 Oct 97 Nov 97



Replaces 1626, 1577 Proposed standard Replaced by RFC 2863



Nov 97



Proposed standard



Nov 97



Updates RFC 1112



Nov 97 Jan 99 Jan 98 Jan 98 Jan 98



Proposed standard Proposed standard Replaced by RFC 2788 Replaced by RFC 2789 Replaces RFC 2038



Dec 97



Proposed standard



Dec 97 Jan 98



Proposed standard Replaced by RFC 2271



Jan 98



Replaced by RFC 2272



Jan 98 Jan 98



Replaced by RFC 2273 Replaced by RFC 2274



Jan 98



Replaced by RFC 2275
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RFC number 2266 2267 2268 2279 2284 2287 2311 2338 2341 2344 2362 2373 2385 2386 2387 2390 2393 2394 2395 2396 2401 2402 2406 2414 2417 2419 2420
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Title Managed objects for IEEE 802.12 repeaters Network Ingress Filtering: DOS attacks / spoofing RC2(r) encryption algorithm UTF-8: transformation format of ISO 10646 PPP extensible authentication protocol (EAP) Managed objects for Applications: System Level S/MIME version 2 message specification Virtual Router Redundancy Protocol (VRRP) Cisco Layer 2 Forwarding Protocol L2F Reverse Tunneling Mode for IP Protocol Independ. Multicast-Sparse Mode(PIM-SM) IP version 6 addressing architecture Protection of BGP sessions via TCP MD5 signature Framework: QOS-based routing in the Internet MIME Multipart/Related content type Inverse Address Resolution Protocol (inARP) IP Payload Compression Protocol (IPComp) IP Payload Compression using DEFLATE IP Payload Compression using LZS Uniform Resource Identifiers (URI): General syntax Security Architecture for the Internet Protocol IP Authentication Header IP Encapsulating Security Payload (ESP) Increasing TCP’s Initial Window Managed objects for ATM Multicast UNI3.0/3.1 PPP DES Encryption Protocol v2 (DESE-bis) PPP triple-DES Encryption Protocol (3DESE)



Date of issue



Remarks



Jan 98



Proposed standard



Jan 98



Replaced by RFC 2827



Mar 98 Jan 97



Replaces RFC 2044



Mar 98



Updated by RFC 2484



Feb 98



Proposed standard



Mar 98 Apr 98



Proposed standard



May 98 May 98 Jun 98



Replaced by RFC 3024 Replaces RFC 2117



Jul 98 Aug 98



Replaces RFC 1884 Proposed standard



Aug 98 Aug 98 Sep 98



Replaces RFC 2112 Replaces RFC 1293



Dec 98



Replaced by RFC 3173



Dec 98 Dec 98 Aug 98



Updates 1808, 1738



Nov 98



Replaces RFC 1825



Nov 98 Nov 98



Replaces RFC 1826 Replaces RFC 1827



Sep 98 Sep 98



Proposed standard



Sep 98



Replaces RFC 1969



Sep 98



Proposed standard
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RFC number 2422 2423 2424 2428 2435 2437 2439 2452 2453 2454 2459 2460 2461 2462 2463 2464 2465 2466 2472 2473 2474 2475 2480 2484 2493 2507 2508 2509



Title Toll Quality Voice–32 kb/s ADPCM MIME registr. VPIM Voice Message MIME sub-type registration Content Duration MIME Header Definition FTP extensions for IPv6 and NATs RTP Payload Format for JPEG-compressed video PKCS #1: RSA cryptography spec version 2.0 BGP Route Flap Damping IP version 6 MIB for Transmission Control Protocol RIP version 2 IP version 6 MIB for User Datagram Protocol Internet X.509 PKI certificate and CRL profile Internet Protocol version 6 (IPv6) specification Neighbour discovery for IP version 6 (IPv6) IPv6 stateless address autoconfiguration Internet Control Message Protocol (ICMPv6) Transmission IPv6 packets over ethernet networks MIB for IP version 6: textual conventions & general MIB for IP version 6: ICMPv6 group IP version 6 over PPP Generic Packet Tunneling in IPv6 specification Differentiated Service Field (DS Field) in IPv4 & v6 Architecture for differentiated service Gateways & MIME Security Multiparts PPP LCP Internationalization Configuration Option Textual conventions for MIB modules /15 min. Intvl IP header compression Compressing IP/UDP/RTP headers: low speed links IP header compression over PPP



Date of issue



Remarks



Sep 98



Replaces RFC 1911



Sep 98



Replaces RFC 1911



Sep 98



Proposed standard



Sep 98 Oct 98



Proposed standard Replaces RFC 2035



Oct 98



Replaces RFC 2313



Nov 98 Dec 98



Proposed standard Proposed standard



Nov 98 Dec 98



Replaces RFC 1723 Proposed standard



Jan 99



Proposed standard



Dec 98



Replaces RFC 1883



Dec 98



Replaces RFC 1970



Dec 98



Replaces RFC 1971



Dec 98



Replaces RFC 1885



Dec 98



Replaces RFC 1972



Dec 98



Proposed standard



Dec 98 Dec 98 Dec 98



Proposed standard Replaces RFC 2023 Proposed standard



Dec 98



Replaces 1455, 1349



Dec 98 Jan 99



Proposed standard



Jan 99



Updates RFC 2284



Jan 99



Proposed standard



Feb 99 Feb 99



Proposed standard Proposed standard



Feb 99



Proposed standard
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RFC number 2510 2511 2512 2513 2516 2543 2545 2546 2547 2561 2564 2570 2571 2572 2573 2574 2575 2576 2578 2579 2580 2581 2582 2586 2591 2594 2597 2598 2605 2612 2613
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Title Internet X.509 PKI certificate management protocols Internet X.509 certificate request message format Accounting information for ATM networks Managed objects: accounting info in CO networks Transmitting PPP over ethernet (PPPoE) SIP: Session Initiation Protocol BGP-4 Multiprotocol exts:IPv6 Inter-domain routing 6Bone Routing Practice BGP/MPLS VPNs Managed objects for TN3270E using SMIv2 Application Management MIB Vers. 3 Internet-standard Network Mgmt Framework Architecture for SNMP Management Frameworks SNMPv3: Message processing & dispatching SNMPv3 Applications User-based Security Model (USM) for SNMPv3 View-based Access Control Model (VACM):SNMP Coexistence v1, v2 and v3 of Internet Net Mgmt Fr. Structure of Management Information v2 (SMIv2) SMIv2: Textual conventions SMIv2: Conformance Statements TCP Congestion Control NewReno modification to TCP fast recovery algori. Audio/L16 MIME content type Managed objects for scheduling management ops. Managed objects for WWW Services Assured Forwarding PHB Group An expedited Forwarding PHB Directory Server Monitoring MIB CAST-256 Encryption Algorithm RMON MIB extensions for switched networks V1



Date of issue



Remarks



Mar 99



Proposed standard



Mar 99



Proposed standard



Feb 99



Proposed standard



Feb 99



Proposed standard



Feb 99 Mar 99 Mar 99



Proposed standard Proposed standard



Mar 99 Mar 99 Apr 99



Replaced by RFC 2772 Proposed standard



May 99 Apr 99



Proposed standard



Apr 99



Replaces RFC 2271



Apr 99



Replaces RFC 2272



Apr 99 Apr 99



Replaces RFC 2273 Replaces RFC 2274



Apr 99



Replaces RFC 2275



Mar 00



Replaces 1908, 2089



Apr 99



Replaces RFC 1902



Apr Apr Apr Apr



Replaces RFC 1903 Replaces RFC 1904 Replaces RFC 2001



99 99 99 99



May 99 May 99 May 99 Jun 99 Jun 99 Jun 99 Jun 99 Jun 99



Proposed standard Proposed standard Proposed standard Proposed standard Replaces RFC 1567 Proposed standard
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RFC number 2615 2616 2617 2618 2619 2620 2621 2630 2631 2632 2633 2634 2637 2640 2660 2661 2662 2663 2665 2668 2675 2677 2712 2743 2808 2819 2821 2822 2823 2841 2852 2854 2861 2878 2888



Title PPP over SONET/SDH Hypertext Transfer Protocol HTTP/1.1 HTTP Authentication: Basic & Digest Access Auth. RADIUS Authentication Client MIB RADIUS Authentication Server MIB RADIUS Accounting Client MIB RADIUS Accounting Server MIB Cryptographic Message Syntax Diffie-Hellman Key Agreement Method S/MIME v3 certificate handling S/MIME v3 message specification S/MIME: enhanced security services Point-to-Point Tunneling Protocol (PPTP) Internationalization of File Transfer Protocol (FTP) Secure HyperText Transfer Protocol Layer Two Tunneling Protocol (L2TP) Managed objects for ADSL lines IP Network Address Translator (NAT) terminology Managed objects for Ethernet-like interface types Managed objects for IEEE 802.3 MAUs IPv6 Jumbograms Managed objects NBMA next hop resol. pr (NHRP) Add Kerberos Cipher Suite TLS (Transpt. Layer.Sec) GSS− APIv2 (Generic Security Service API) SecurID SASL Mechanism Remote Network Monitoring (RMON) MIB Simple Mail Transfer Protocol (SMTP) Internet Message Format PPP on Simple Data Link (SDL) using SONET/SDH IP Auth: Keyed SHA1/interleaved padding(IP-MAC) Deliver By SMTP Service Extension Text/html Media Type TCP Congestion Window Validation PPP Bridging Control Protocol (BCP) Secure Remote Access with L2TP



Date of issue



Remarks



Jun 99 Jun 99 Jun 99



Replaces RFC 1619 Updated by RFC 2817 Replaces RFC 2069



Jun Jun Jun Jun Jun Jun



99 99 99 99 99 99



Proposed standard Proposed standard



Jun 99 Jun 99 Jun 99 Jul 99



Proposed standard Proposed standard Proposed standard



Jul 99



Updates RFC 0959



Aug Aug Aug Aug



Proposed standard Proposed standard



99 99 99 99
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Proposed standard Proposed standard



Aug 99



Replaces RFC 2358



Aug 99



Replaces RFC 2239



Aug 99 Aug 99



Replaces RFC 2147 Proposed standard



Oct 99



Proposed standard



Jan 00



Replaces RFC 2078



Apr 00 May 00



Replaces RFC 1757



Apr 01 Apr 01 May 00



Replaces various RFCs Replaces RFC 0822



Nov 00



Replaces RFC 1852



Jun 00 Jun 00 Jun 00 Jul 00 Aug 00



Updates RFC 1894 Replaces various RFCs Replaces RFC 1638
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RFC number 2912 2917 2920 2925 2932 2959 2962 2963 2988 2989 3009 3014 3029 3030 3031 3032 3034 3035 3036 3056 3058 3070 3095 3145 3153 3162 3165 3168 3172
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Title Indicating Media Features for MIME Content Core MPLS IP VPN Architecture SMTP Service extension for command pipelining Managed objects:Remote Ping,Traceroute & Lookup IPv4 Multicast Routing MIB Real-Time Transport Protocol (RTP) MIB SNMP Appl. Level Gway: Payload Address translat. Rate Adaptive Shaper for Differentiated Services Computing TCP’s Retransmission Timer Evaluating AAA Protocols for network access Registration of parityfec MIME types Notification Log MIB Internet X.509 PKI: Data Validation & Certification SMTP service exts: transm of large & binary MIME Multiprotocol Label Switching (MPLS) Architecture MPLS Label Stack Encoding Use of Label Switching on FR networks spec MPLS using LDP and ATM LDP specification Connection of IPv6 Domains via IPv4 Clouds Use of the IDEA Encryption Algorithm in CMS Layer 2 Tunneling Protocol (L2TP) over FR RObust Header Compression (ROHC): Framework L2TP Disconnect Cause Information PPP Multiplexing RADIUS and IPv6 Managed objects for Delegation of Mgmt Scripts Addition: Explicit Congestion Notification (ECN)/IP Address & Routing Parameter Domain (arpa)



Date of issue



Remarks



Sep 00



Proposed standard



Sep 00 Sep 00



Replaces RFC 2197



Sep 00



Proposed standard



Oct 00 Oct 00



Proposed standard Proposed standard



Oct 00 Oct 00 Nov 00



Proposed standard



Nov 00 Nov 00 Nov 00 Feb 01



Proposed standard Proposed standard



Dec 00



Replaces RFC 1830



Jan 01



Proposed standard



Jan 01 Jan 01



Proposed standard Proposed standard



Jan 01 Jan 01 Feb 01



Proposed standard Proposed standard Proposed standard



Feb 01 Feb 01



Proposed standard



Jul 01



Proposed standard



Jul 01 Aug 01 Aug 01 Aug 01



Proposed standard Proposed standard Proposed standard Replaces RFC 2592



Sep 01



Proposed standard



Sep 01



Best current practice
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RFC number 3173 3174 3175 3193 3201 3202 3204 3220 3233 3236 3240 3246 3260 3272 3287 3344 3345 3363 3364 3369 3370



Title IP Payload Compression Protocol (IPComp) US (United States) Secure Hash Algorithm 1(SHA1) Aggregation of RSVP for IPv4 & IPv6 reservations Securing L2TP using IPsec Definitions managed objects:cct/interface translation Definitions managed objects: frame relay service MIME media types for ISUP and QSIG objects IP mobility support for IPv4 Defining the IETF The ‘application xhtml+xml’ media type Digital imaging and comms in medicine (DICOM) Expedited forwarding (EF) PHB New terminology and clarifications for DiffServ Overview & principles: Internet traffic engineering RMON: MIB extensions for DiffServ IP mobility support for IPv4 BGP: persistent route oscillation condition DNS: representing IPv6 addresses DNS: support for IPv6 Cryptographic Message Syntax (CMS) CMS algorithms



Date of issue Sep 01



655



Remarks Replaces RFC 2393



Sep 01 Sep 01



Proposed standard



Nov 01 Jan 02



Updates RFC 1715



Jan 02 Jan 02 Jan 02 Feb 02 Jan 02



Replaced by RFC 3344 BCP 58



Feb 02 Mar 02 Apr 02



Replaces RFC 2598 Updates 2474–5 & 2597



May 02 Jul 02 Aug 02 Aug 02 Aug Aug Aug Aug



02 02 02 02



Standards track Replaces RFC 3220



Updates 2673 & 2874 Replaces 2630 & 3211 Replaces 2630 & 3211



Appendix 7 Interfaces, Cables, Connectors and Pin-outs



This appendix illustrates the key technical specifications, connectors and cable types associated with the interfaces listed below. The information is presented in graphical and tabular format for quick reference, but without detailed explanation. Further explanation of the interfaces appears in Chapter 3.



DTE-to-DCE interfaces (for connection of data end-user devices to modems and other WAN line types) • DTE-to-DCE interfaces of the X.21 and X.21bis family of interfaces • V.24/V.28 and RS-232 interface (for DTE-to-DCE/WAN) • V.35 and V.36 (RS-449) interfaces for DTE-to-DCE (high speed WAN lines) • DTE/DCE and null modem cables • X.21 interface (DTE-to-DCE for high speed WAN lines) • G.703 interface (digital line interface used commonly for T1, T3, E1, E3, etc.) • Copper cable types used in telephone networks



Optical fibre cable interfaces • Table of fibre cable bitrates • Table of fibre cable interface types • ST and SC cable connector types



Coaxial cable interfaces • Coaxial cable connectors: BNC, N-type, TNC • Table of coaxial cable types used in telephone, data and ethernet networks



Data Networks, IP and the Internet: Protocols, Design and Operation  2003 John Wiley & Sons, Ltd ISBN: 0-470-84856-1



Martin P. Clark
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Internal office and LAN data network cabling • Data cabling types and specifications • Category 5 UTP (unshielded twisted pair) and STP (shielded twisted pair) cabling • RJ-45 connector: plugs, sockets and patch panels • RJ-45 patch cables and cabling pin-outs



Computer peripheral interfaces • USB (universal serial bus) • Parallel ports: DB25 and centronics • SCSI (small computer system interface)



DTE-to-DCE interfaces X.21 and X.21bis



Note : You may be wondering why all the specications and standards defining DTE/DCE interfaces have such different designations. This is be cause different naming standards are used by the differentst andards publishing organisations. ISO (International Organization for Standardization) uses a simple numbering scheme (but I haven’t yet worked out the logic behind the individual numbers). ITU-T (International Telecommunications Union − Standardization sector) issues recommendations in various series. The X-series defines interfaces and procedures intended for use ingeneral data communications. The V-series defines data communications over the telephone network (e.g. modems). Sometimes the same recommendation is issued with a commendation number in both series (e.g. V.10/X.26). The nomenclature RS, meanwhile, stands for recommended standard. This designation is used by the United States EIA/TIA (Electronic Industries Alliance or Association/Telecommunications Industries Association).



Figure A7.1



Standards, specifications and ITU-T recommendations defining DTE/DCE interfaces.
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V.24/V.28 and RS-232 interface (for DTE-to-DCE)



Figure A7.2 Alternative connectors used for V.24/V.28 or RS-232 interface.



Figure A7.3 Table A7.1



Defined output (send) and input (detect) voltages of RS-232 and V.28 circuits.



DTE/DCE circuits and control signals defined by EIA RS-232/ITU-T recommendation V.24



Signal Signal meaning code



CTS



Clear-to-send



DB-25 connector pin number (ISO 2110) 5



Db-9 pin ITU-T EIA number Rec. V.24 signal (EIA 562) signal name name 8



106



CB



Signal meaning for binary value ‘1’ or ‘mark’ From DCE to DTE: ‘I am ready when you are’ (continued overleaf )
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Table A7.1



(continued )



Signal Signal meaning code



DCD



Data carrier detect



DSR



Data set ready



DTR



GND RC RI



RTS RxD TC TxD



DB-25 connector pin number (ISO 2110)



EIA ITU-T Db-9 pin number Rec. V.24 signal signal name (EIA 562) name



8



1



109



CF



6(not always used)



6



107



CC



Data terminal ready Ground



20



4



108.2



CD



7



5



102



AB



Receiver clock Ring indicator



17(little used)



—



115



DD



22



9



125



CE



Request-tosend Receive data



4



7



105



CA



3



2



104



BB



15(little used)



—



114



DB



2



3



103



BA



Transmitter clock Transmit data



Signal meaning for binary value ‘1’ or ‘mark’ From DCE to DTE: ‘I am receiving your carrier signal’ From DCE (the ‘data set’ to DTE): ‘I am ready to send data’ From DTE to DCE: ‘I am ready to communicate’ Signal ground — voltage reference value Receive clock signal (from DCE to DTE) From DCE to DTE: ‘I have an incoming call for you’ From DTE to DCE: ‘please send my data’ DTE receives data from DCE on this pin Transmit clock signal (from DCE to DTE) DTE transmits data to DCE on this pin



V.35 and V.36 (RS-449) interfaces for DTE-to-DCE (high speed WAN lines)



Note :



Circuits have the same meaning as ITU-T recommendation V.28 and RS-232 (see Table A7.1).



Figure A7.4



Usual connectors for V.35 and V.36 (RS-449) interfaces.
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DTE-to-DCE and null modem cables



Figure A7.5



DTE/DCE and null modem cable types.



X.21 interface (DTE-to-DCE for high speed WAN lines)



Figure A7.6



Connectors and pin-layout according to ITU-T recommendation X.21.



G.703 interface (digital line interface used commonly for T1, E1, T3, E3 etc.) The G.703 interface is defined in ITU-T recommendation G.703. The interface defines the electrical characteristics of a 4-wire digital line interface. Different realisations are defined. The line code (Figure A7.7) defined to be used on a G.703 interface may conform either to: • AMI (alternate mark inversion — Figure A7.7a — the North American standard), or: • HDB3 (high density bipolar 3 — Figure A7.7b — the European standard).



672



Appendix 7 Interfaces, cables, connectors and pin-outs Table A7.2



State number 1 2 3



4



5 6 7 8 9 10 11 12 13 13S 13R 14 15 16 17 18 19 20 21 22



23



24 25



Communication states: ITU-T recommendation X.21



State name Ready Call request Proceed-to-select request (i.e., request dial) Selection signal sequence (i.e., number to be dialled) DTE waiting DCE waiting Call progress signal



T (transmit)



R (receive)



I (indication)



Off On On



1 1 +



Off Off Off



ASCII [7 bit] On (IA5)



+



Off



1 1 1



On On On



Off Off Off



Incoming call Call accepted Call Information (from DCE) Connection in progress Ready for data (i.e., to communicate) Data transfer (i.e., communication) Send data Receive data DTE controlled not ready, DCE ready Call collision DTE clear request



1 1 1



Off On On



1 1



On On



+ SYN ASCII [7 bit] (IA5) Bell Bell ASCII [7 bit] (IA5) 1 1



Data



On



Data



On



Data 1 01



On Off Off



1 Data 1



Off On Off



0 0



On Off



DCE clear confirmation DTE ready, DCE not ready DCE clear indication



0



Off



Bell X (any signal) 0



Off X (any signal) Off



1



Off



0



Off



X (any signal) 0 0 0



X (any signal) Off Off Off



0



Off



0 1 0



Off Off Off



01



Off



0



Off



0



Off



1



Off



ASCII (7 bit) Off (IA5)



1



On



DTE clear indication DCE ready DTE uncontrolled not ready (fault), DCE not ready DTE controlled not ready, DCE not ready DTE uncontrolled fault, DCE ready DTE provided information



1 0 0



C (control)



Off Off Off Off On



AMI is standardly used with the North American PDH (plesiochronous digital hierarchy) digital bitrates T1 (1.544 Mbit/s) and T3 (44.736 Mbit/s), while HDB3 is used with the European PDH digital bitrates E1 (2.048 Mbit/s) and E3 (34.368 Mbit/s). The electrical interface may also take one of two alternative formats, either:
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Alternative G.703 interface line codes.



Copper cables as defined by the American Wired Gauge (AWG) standards



Awg



Diameter of conductor/mm



Cross-section of conductor /mm2



Resistance in /km



Weight in kg/km



Maximum current rating in Amps



12 14 16 18 20 22 24 26



2.0525 1.6277 1.2908 1.0237 0.8118 0.6438 0.5106 0.4049



3.309 2.081 1.309 0.823 0.518 0.326 0.205 0.129



5.2 8.3 13.2 20.9 33.3 53.0 84.2 133.9



29.4 18.5 11.6 7.3 4.6 2.9 1.8 1.1



13.060 8.2132 5.1654 3.2485 2.0430 1.2849 0.8081 0.5082



Table A7.4



SDH (synchronous digital hierarchy) and SONET (synchronous optical network) interfaces



North american SONET VT VT VT VT



1.5 2.0 3.0 6.0



STS-1 (OC-1) STS-3 (OC-3) STS-6 (OC-6) STS-9 (OC-9) STS-12 (OC-12) STS-18 (OC-18) STS-24 (OC-24) STS-36 (OC-36) STS-48 (OC-48) STS-96 (OC-96) STS-192 (OC-192)



Carried bitrate / mbit/s 1.544 2.048 3.172 6.312 8.448 34.368 44.736 149.76 51.84 155.52 311.04 466.56 622.08 933.14 1 244.16 1 866.24 2 488.32 4 976.64 9 953.29



SDH VC-11 VC-12 VC-21 VC-22 VC-31 VC-32 VC-4 STM-1



STM-4



STM-16 STM-64



• Two coaxial cables of nominal 75 ohm (75 ) impedance (e.g., cable type RG58 — see Table A7.6). This is the so-called unbalanced version of G.703, or • Two pairs of twisted-pair copper cable of nominal 120 ohm (120 ) impedance (e.g., AWG22 or AWG24 of Table A7.3). This is the so-called balanced version of G.703.
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Table A7.5



Classification of optical fibre interfaces for optical transmission lines and equipment Single mode fibre (SMF)



Multi-mode fibre (MMF)



8 µm



10 µm



50 µm



62,5 µm



125 µm



125 µm



125 µm



125 µm



250 µm



250 µm



250 µm



250 µm



Not used Not used 0.3 dB/km ITU-T rec. G.654 (loss minimized, 1550 nm only) ITU-T rec. G.653 (restricted use at 1310 nm)



Not used 
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