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DATA-DRIVEN ONLINE VARIATIONAL FILTERING IN WIRELESS SENSOR NETWORKS Hichem Snoussi a , Jean-Yves Tourneret b , Petar Djuric c , C´edric Richard a a



ICD/LM2S, Universit´e de Technologie de Troyes, 10010, Troyes, France b IRIT/ENSEEIHT/T´eSA, 31071, Toulouse, France c COSINE laboratory, Stony Brook University, Stony Brook, New York 11794-2350 ABSTRACT A data-driven extension of the variational algorithm is proposed in this paper. Based on a few number of selected sensors, the target tracking is performed distributively without any information about the observation model. The key contribution is the exploitation of the extra inter-sensor RSSI measurements by powerful machine learning tools. The target tracking problem is formulated as a kernel matrix completion problem. A probabilistic kernel regression is then proposed, yielding a Gaussian likelihood function. The likelihood Gaussianity is then exploited to derive an efficient and accelerated version of the variational filter without resorting to Monte Carlo integration. The proposed data-driven algorithm is, by construction, robust to observation model deviations and adapted to non-stationary environments. 1. INTRODUCTION In a Bayesian framework, tracking a target in a sensor network consists in estimating the posterior distribution of an ndimensional state vector xt (target position) given data measured by sensors densely deployed in the region under surveillance. In this work, we consider distributed filtering where the online update of the posterior is locally performed based on some selected sensors whose data are considered quite relevant for an accurate tracking. Previous works have been devoted to the implementation of Bayesian filtering methods in a wireless sensor network. Most of the proposed solutions are based on sequential Monte Carlo methods. The popularity of this kind of methods stems from their ability to deal with the nonlinear aspect of the state dynamics and also from their flexibility to deal with any nonlinear likelihood model. However, a crude implementation of distributed particle filters needs the exchange of large sample-based distribution representations between selected leaders. Message approximations should therefore be considered in order to reduce the communication energy consumption [1]. However, the successive message approximations may cause the propagation of an inference error. Recently, a collaborative distributed variational filter has been proposed in [2]. Based on an online updating of a free-form approximation of the filtering distribution, the variational approach allows a natural adaptive compression



of the non Gaussian filtering distribution. The approximating message can then be communicated between leader nodes without loss. In addition to the constraints on exchanging information between leader nodes, an other energy concern in wireless sensor network is the measurement modality. Equipping nodes with high performance detectors may compromise the potential of the sensors to be densely deployed with a low cost. For tracking and localization purposes, the Received Signal Strength Indicator (RSSI) is a common used technique for measuring the proximity between two nodes [3]. However, the RSSI is based on a parametric model with parameters to be tuned according to the environment where measurements are taking place. The tracking and localization performances are very sensitive to the relevance of the parametric model and also to the fixed values of its parameters. In this paper, we propose an efficient data-driven variational tracking method without the use of an RSSI model. The essence of the proposed technique is the exploitation of extra RSSI (or any other similarity) measurements exchanged between selected sensors. By considering the extra inter-sensor data as learning data, the powerful tools of machine learning can be employed. In particular, the tracking problem is recast into a kernel matrix completion problem. A probabilistic formulation of the kernel matrix regression solution proposed in [4] allows the construction of a linear likelihood model. The variational filter is then efficiently implemented without resorting to Monte Carlo integration as was the case for general nonlinear likelihood models. As the likelihood model is locally constructed, the proposed distributed filter is particularly adapted to non stationary environments. 2. KERNEL REGRESSION FORMULATION 2.1. Target tracking as a matrix completion problem At each time step t, we assume that a set of n sensors (t) (t) (t) {s1 , s2 , ..., sn } are selected to be activated for tracking the unknown target position xt . We further assume that all pairwise RSSI signals (or any other similarity measurement) between the sensors and the target and between the selected sensors themselves are available and collected in one selected node in charge of the filtering distribution updating. The extra inter-sensor RSSI measurements will



play here the role of learning data to be exploited in order to circumvent the absence of any information about the RSSI model. In order to establish a connection with the kernel matrix completion problem, we consider the RSSI measurements as pairwise similarities. Following the kernel trick, commonly used in the machine learning community, the similarity measurements are considered as scalar products in a reproducing kernel Hilbert space (t) (RKHS). In other words, the RSSI between a sensor si and (t) an other sensor sj is considered as the Euclidean scalar (t)
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product of their features φ(si ) and φ(sj ) in the RKHS: (t)
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RSSI(si , sj ) = k(si , sj ) =< φ(si ), φ(sj ) >. According to this formulation, the RSSI (N × N )-matrix (with N = n + 1) corresponds to the fully available kernel matrix K:  (t) (t) 1 ≤ i 6= j ≤ n, (K)i,j = RSSI(si , sj )      (t) (K)i,n+1 = RSSI(si , xt ) 1 ≤ i ≤ n,      (K)l,l = c = const. 1 ≤ l ≤ n + 1,



As the target position is unknown, the (N × N )-matrix G formed by the pairwise Euclidean scalar products of the set (t) (t) (t) {s1 , s2 , ..., sn , xt } has missing entries corresponding to the scalar products between the sensors and the target. The objective of matrix completion is then the estimation of the missing entries of the matrix G exploiting a form of correlation with the complete kernel matrix K. By splitting the matrix G into 4 blocks Gtt , Gtp , Gpt and Gpp corresponding respectively to sensor set versus itself, sensor set versus target, target versus sensor set and target versus itself, the completion problem can be depicted by the following equation,



2.2. Probabilistic matrix regression In order to solve the kernel matrix completion, a matrix regression method has been proposed in [4]. The measured Kij are considered as the kernel k applied on a set of of N explanatory random variables {ei ∈ d }N i=1 and Gij are considered as the kernel g applied on a set of N response random variables {ri ∈ l }N i=1 . Both data sets can be considered as 2 different representations of the same objects. Solving the matrix completion problem is essentially based on modifying the features of the explanatory variables so that their similarities match the response variables similarities. We follow here the same idea but rather than predicting the missing block Gtp , we compute its probability distribution. Let u(e) refer to the new feature of the explanatory variable e. The new feature lies in the RHKS defined by the kernel k. In order to compute the Euclidean scalar product between 2 features u(e) and u(e′ ), it is sufficient to define their coordinates with respect to an orthonormal basis. A common approach in kernel methods, based on the representer theorem, is to define the coordinates as a combination of learning data kernels as follows,
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wj,l k(ej , e), l = 1..m,



j=1



where we have considered m coordinates. By defining the matrix W = (wj,l )l=1..m j=1..n , the new feature u(e) may be written in a matrix form, u(e) = W T [k(ej , e)]j=1..n .



The regression problem consists in finding the coefficients W such that the scalar products of the new features fit the similarities of the response variables. The regression problem can be formulated as follows, g(ri , rj ) = u(ei )T u(ej ) + ǫi,j ,
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where the objective is the prediction of the unknown blocks (in gray) Gtp , Gpt and Gpp by learning a mapping between Ktt and Gtt . As we have only one missing object, the block Gtp (resp. Ktp ) is a column, the block Gpt (resp. Kpt ) is a row and Gpp (resp. Kpp ) is a scalar: Gtp = (t) (t) (t) [(s1 )T xt , . . . , (si )T xt , . . . , (sn )T xt ]T , Gpt = GTtp and 2 Gpp = kxt k . Note that the unknown matrix Gtp is linear with respect to the target position xt , a property that will be exploited in designing the likelihood function in the next subsection and also in efficiently implementing the variational filter in the next section.



(2)



(3)



where ǫi,j is a zero-mean normally distributed noise with vari2 ance σij . Using the vector form (2), equations (3) can be put in a compact matrix form as follows, Gtt = Ktt AKtt + Ψtt



(4)



Gtp = Ktt AKtp + Ψtp Gpp = Kpt AKtp + Ψpp



(5) (6)



where A is the unknown matrix W W T and Ψ = (ǫi,j )i,j=1..N is a (N × N )-matrix of normally distributed variables. For simplicity, we assume that the variables ǫi,j are i.i.d with 2 σij = σ2 . According to the above statistical formulation of the matrix regression problem, it is straightforward to show that, given the matrices Gtt , Ktt and Ktp , the matrix Gtp is normally distributed with the following expressions for its mean and covariance:







µg Σg



−1 = Gtt Ktt Ktp −2 2 = σ (Kpt Ktt Ktp + 1)In



(7)



where In is the (n × n) identity matrix. The Gaussian distribution of the vector Gtp is the key point for the remainder of the paper. In fact, setting the (n×2) (t) (t) (t) matrix S = [s1 , s2 , ..., sn ]T and taking into account that the kernel g is the Euclidean scalar product, the Gaussianity of the vector Gtp could be rewritten as follows, Sxt



−1 = Gtt Ktt Ktp + γ t



(8)



where γ t is a zero-mean Gaussian noise with a diagonal covariance Σg (7). Expression (8) can be considered as the resulting statistical model linking the measured data and the unknown target position xt and plays thus the role of the likelihood function when tracking the target in a Bayesian frame−1 work. The quantity Gtt Ktt Ktp in the right hand side of expression (8) can be interpreted as a sufficient statistic obtained from the available data based on a kernel matrix regression formulation. 3. ONLINE VARIATIONAL FILTERING 3.1. State-space model In the remainder of the paper, the likelihood function is based on the linear model (8). Concerning the transition dynamics px (xt | xt−1 ), we adopt a mean-scale mixture model. According to this model, introduced in [5], the hidden state xt ∈ nx has a Gaussian distribution with a random mean µt and a random precision matrix λt . The mean follows a Gaussian random walk reflecting the time correlation of the system trajectory and the precision matrix follows a Wishart distribution:  ¯ µ ∼ N (µt | µt−1 , λ)    t   ¯ λt ∼ Wn¯ (λt | S) (9)      xt ∼ N (xt | µt , λt )
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¯ n where the fixed hyperparameters λ, ¯ and S¯ are respectively the random walk precision matrix , the degrees of freedom and the precision of the Wishart distribution. Note that assuming random mean and covariance for the state xt leads to a prior probability distribution covering a wide range of tail behaviors allowing discrete jumps in the target trajectory. 3.2. Updating Free form approximate distributions



According to the model (9), the augmented hidden state is now αt = (xt , µt , λt ). At each time step t, the observed data yt consists of the matrices {Ktt , Ktp , Gtt }. Instead of approximating the filtering distribution p(αt | y1:t ) by a



point-mass distribution (particle filtering), the variational approach [2] consists in approximating the filtering distribution by a more tractable posterior distribution q(αt ). One can minimize the Kullback-Leibler divergence between the true filtering distribution and the approximate distribution, Z q(αt ) dαt , (10) DKL (q||p) = q(αt ) log p(αt | y1:t )



to obtain the optimal approximate distribution. In order to ensure that the best model is automatically chosen, we assume a free form (non parametric) approximate distribution. Choosing a separable distribution q(αt ) = q(xt )q(µt )q(λt ) and minimizing the kullback-Leibler divergence (10) with variational calculus yield the following approximate distributions:   q(xt ) ∝ exp hlog p(y1:t , αt )iq(µt )q(λt ) q(µt ) ∝ exp hlog p(y1:t , αt )iq(xt )q(λt ) (11)  q(λt ) ∝ exp hlog p(y1:t , αt )iq(xt )q(µt )



The update of the approximate distribution q(αt ) can be sequentially implemented given only the approximate distribution q(µt−1 ). In fact, taking into account the separable approximate distribution at time t − 1, the filtering distribution is written, R p(αt |y1:t )∝p(yt |xt )p(xt , λt |µt ) p(µt |µt−1 )q(µt−1 )dµt−1 (12) where only integration with respect to µt−1 remains due to the separable form of the approximate distribution q(αt−1 ). The temporal dependence on the past is hence limited to only one component approximate distribution. Communication between two successive sets of activated nodes is then limited to sending q(µt−1 ) which is the sufficient statistic for updating the filtering distribution. As it will be shown in the following, it turns out that q(µt−1 ) is a Gaussian distribution and thus it can be communicated by sending only a mean and a covariance. The variational algorithm is then implemented in a collaborative sensor network without lossy compression. Substituting the filtering distribution (12) in (11) and taking into account the prior mean-scale mixture transition model (9), the updated separable distribution q(αt ) has the following form: q(xt ) ∝ q(µt ) ∝ q(λt ) ∝



p(yt | xt )N (xt | hµt i, hλt i) ∝ N (xt | x∗t , Γ∗t ) N (µt | µ∗t , λ∗t ) Wn∗ (λt | St∗ )



where the parameters are iteratively updated according to the following scheme: −1 (S T Σ−1 x∗t =Γ∗−1 t g Gtt Ktt Ktp + hλt ihµt i) −1 ∗ Γt =S T Σg S + hλt i µ∗t =λ∗−1 (hλt ihxt i + λpt µpt ) t ∗ λt =hλt i + λpt n∗ =¯ n+1 St∗ =(hxt xTt i − hxt ihµt iT − hµt ihxt iT + hµt µTt i + S¯−1 )−1 µpt =µ∗t−1 ¯ −1 )−1 λpt =(λ∗−1 t−1 + λ



In the above expressions, all the variable expectations have closed forms:  hxt i = x∗t , hxt xTt i = Γ∗−1 + x∗t x∗T t t , ∗−1 ∗ T ∗ ∗ hµt i = µt , hµt µt i = λt + µ∗t µ∗T t , hλt i = n St 4. NUMERICAL RESULTS In this section, we illustrate the effectiveness of the proposed data-driven variational filter (DD-VF) for target tracking in a wireless sensor network, and how it compares with a classical variational filter algorithm (VF) where the observation model is known. We have considered the tracking of a target moving according to a trajectory composed of two sinusoids in a 2dimensional field (figure 1), for a duration of 200 time slots. An abrupt change is simulated at time ta = 100 s in order to test the ability of the algorithm to track the target in a difficult discontinuous situation. A set of 500 nodes are randomly deployed in 120m× 120m square area. Each node has a sensing range set to 20m. At each time step t, the known matrices Ktt and Ktp (input of the algorithm) are simulated according to the following stationary model: (
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Ktt (i, j) = exp{−ksi − sj k/2σ 2 } + ǫij , 1 ≤ i, j ≤ n (t) (t) Ktp (j) = exp{−ksj − x∗t k/2σ 2 } + ǫj , 1 ≤ j ≤ n (13) (t) m m ∗ where sm = (s1 , s2 ) and xt = (x1 , x2 ) are the activated node and the true target positions at time t, σ is set to 10 and (t) ǫij is the corrupting noise due to modeling error, instrumental noise and background additive interfering signals. The noise variance depends on the inter-sensor distance. The number of selected sensors is fixed to 10. The selection protocol is based on the Gaussian predictive distribution. More details about the selection protocol are reported in [6]. The proposed DDVF algorithm is applied on simulated data, without any information about the observation model (13). Figure 1 depicts the estimated trajectory superimposed with the true simulated trajectory. Note the accuracy of the tracking with a mean square error mse = 0.29. On the same figure 1, the 10 selected sensors are plotted in circles, for 3 chosen instants: t = 40, t = 80, t = 160 and t = 190. The algorithm is able to select the relevant nodes based on a compact (Gaussian) approximation of the prediction distribution. For comparison purposes, the classical variational filter (VF) [2] is applied to track the target in the same configuration as above, with 10 selected nodes at each time slot. For a first set of experiments, the classical VF algorithm is applied assuming the exact knowledge of the observation model (13). The tracking was performed with a mean square error mse = 1.3. Note that the classical VF algorithm is less accurate than the proposed data-driven DDVF algorithm. In fact, although the classical VF filter is based on the true observation model, the DDVF algorithm exploits more data obtained by the extra inter-sensor RSSI signals. As the DDVF algorithm outperforms the classical VF even when assuming the



true model, one can expect that the advantage of the DDVF will increase when the assumed observation model (by VF) deviates or when the environment is non-stationary. In fact, in both cases, the DDVF keeps the same performances, contrary to the classical VF algorithms which is sensitive to the observation model and its parameters. 5. CONCLUSION A data-driven target tracking algorithm, based on extra intersensor similarity measures, is proposed. The key point of the proposed solution is the exploitation of the learning data by formulating the problem as a kernel matrix completion problem. Preliminary results corroborate the efficiency of the algorithm. More extensive tests on simulated and real data will be shown in a next communication. 60
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