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PREFACE Over ®fteen years ago I introduced the ®rst edition of this book with the statement `data communications networking devices are the building blocks upon which networks are constructed.' Although networking technology has made signi®cant advances, that statement retains its validity. Today you can use devices such as bridges and routers that were non-existent in the late 1970s to link local and wide area networks together, while boosting LAN productivity and access through the use of switches and remote access servers that represent products of the 1990s. Thus, the basic rationale and goal of this fourth edition, which is to provide readers with an intimate awareness of the operation and utilization of important networking products that can be used in the design, modi®cation, or optimization of a data communications network, has not changed from the rationale and goal of the ®rst edition. What has changed is the scope and depth of the material included in this book. In developing this new edition I have taken into consideration and acted upon comments received from both individuals and professors who used the book for a college course on networking. Major changes include an expansion and subdivision of the Fundamental Concepts chapter, which now covers both WANs and LANs in a series of separate chapters focused upon fundamental concepts and advanced networking topics. Other signi®cant changes in this new edition include a chapter covering Wide Area Networks as a separate entity and another covering LAN internetworking devices. In addition, a signi®cant amount of material was revised and updated to provide detailed information covering the operation and utilization of additional networking devices and the updating of information concerning the operating characteristics of other devices. To facilitate the use of this book as a text as well as for reader review purposes, the questions at the end of each chapter reference the sections in each chapter. Through the use of a numbering scheme, students can easily reference an appropriate section in the book for assistance in answering a question while instructors can easily reference the assignment of questions to reading assignments based upon speci®c sections within chapters. The expansion of the Fundamental Concepts chapter followed by the addition of two new chapters covering wide area networks and local area networks provides readers new to the ®eld of data communications with the ability to use these chapters as a detailed introduction to this ®eld. For more experienced readers the information in these chapters can be used as a reference to the many facets of data communications.



xxiv _______________________________________________________________________ PREFACE



The new chapter covering wide area networks ®rst explains the different types of networks and then examines network architecture and the ¯ow of data in several popular networks. Similarly, the new chapter on LANs provides a solid foundation concerning the topology, access methods, and operation of several types of popular local area networks, laying the groundwork for detailed information concerning the operation of WAN and LAN internetworking devices presented in later chapters in this book. Similar to prior editions of this book, this edition was structured for a two semester course at a high level undergraduate or ®rst-year graduate course level. In addition, this book can be used as a comprehensive reference to the operation and utilization of different networking devices and as a self-study guide for individuals who wish to pace themselves at their leisure. As I once again rewrote this book, I again focused attention upon explaining communications concepts which required an expansion of an already comprehensive introductory chapter into a series of three chapters in order to cover the fundamental concepts common to all phases of data communications. All three chapters should be read ®rst by those new to this ®eld and can be used as a review mechanism for readers with a background in communications concepts. Thereafter, each chapter is written to cover a group of devices based upon a common function. Through the use of numerous illustrations and schematic diagrams, I believe readers will easily be able to see how different devices can be integrated into networks, and some examples should stimulate new ideas for even the most experienced person. At the end of each chapter I have included a comprehensive series of questions that cover many of the important concepts covered in the chapter. These questions can be used by the reader as a review mechanism prior to going forward in the book. For those readers actually involved in the sizing of network devices I have include several appendices in this book that cover this area. Since the mathematics involved in the sizing process can result in a considerable effort to obtain the required data, I have enclosed computer program listings that readers can use to generate a series of sizing tables. Then after reading the appendices and executing the computer programs, you can reduce many sizing problems to a table lookup procedure. As always I look forward to receiving reader comments, either though my publisher whose address is on the back cover of this book or via email to [email protected] Gilbert Held Macon, Georgia
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FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS The main purpose of this chapter is to provide readers with a common level of knowledge concerning wide area networking (WAN) communications concepts. To achieve this goal we will examine the fundamental concepts associated with wide area network communications. Commencing with a description of the three components necessary to establish communications, we will expand our base of knowledge by discussing the types of line connections available for use, different types of transmission services and transmission devices, carrier offerings, transmission modes and techniques, and other key concepts. In doing so we will obtain a base of knowledge that will allow readers to better understand how devices and transmission facilities are interconnected to establish networks and interconnect geographically separated local area networks which is the focus of Chapters 2 and 3. In addition, the material presented in this chapter will enable readers to better understand the operation and utilization of devices explained in subsequent chapters. While the transmission of data may appear to be a simple process, many factors govern the success or failure of a communications session. In addition, the exponential increase in the utilization of personal computers and a corresponding increase in communications between personal computers and other personal computers and large-scale computers had enlarged the number of hardware and software parameters you must consider. Although frequently we will use the terms `terminal' and `personal computers' interchangeably and refer to them collectively as `terminals' in this book, in certain instances we will focus our attention upon personal computers in order to denote certain hardware and software characteristics unique to such devices. In these instances we will use the term `personal computer' to explicitly reference this terminal device. In other instances we will use the term `workstation' to refer to any computational device from a personal computer to a mainframe that is connected to a local area network. Such general use of this term should not be confused with its usage to represent a specialized powerful computer designed to facilitate the mathematical operations that are required to generate 3-D graphics, perform computer-aided design or similar compute-intensive operations, a topic beyond the scope of this book.
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1.1 COMMUNICATIONS SYSTEM COMPONENTS To transmit information between two locations it is necessary to have a transmitter, a receiver, and a transmission medium which provides a path or link between the transmitter and the receiver. In addition to transmitting signals, a transmitter must be capable of translating information from a form created by humans or machines into a signal suitable for transmission over the transmission medium. The transmission medium provides a path to convey the information to the receiver without introducing a prohibitive amount of signal distortion that could change the meaning of the transmitted signal. The receiver then converts the signal from its transmitted form into a form intelligible to humans or machines.



1.2 LINE CONNECTIONS Three basic types of line connections are available to connect terminal devices to computers or to other terminals via a wide area network: dedicated, switched, and leased lines.



Dedicated line A dedicated line is similar to a leased line in that the terminal is always connected to the device on the distant end, transmission always occurs on the same path, and, if required, the line may be able to be tuned to increase transmission performance. The key difference between a dedicated and a leased line is that a dedicated line refers to a transmission medium internal to a user's facility, where the customer has the right of way for cable laying, whereas a leased line provides an interconnection between separate facilities. The term facility is usually employed to denote a building, of®ce, or industrial plant. Dedicated lines are also referred to as direct connect lines and normally link a terminal or business machine on a direct path through the facility to another terminal or computer located at that facility. The dedicated line can be a wire conductor installed by the employees of a company or by the computer manufacturer's personnel, or it can be a local line installed by the telephone company. Normally, the only cost associated with a dedicated line in addition to its installation cost is the cost of the cable required to connect the devices that are to communicate with one another.



Leased line A leased line is commonly called a private line and is obtained from a communications company to provide a transmission medium between two facilities which could be in separate buildings in one city or in distant cities. In addition to a onetime installation charge, the communications carrier will normally bill the user on a monthly basis for the leased line, with the cost of the line usually based upon the distance between the locations to be connected.
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Switched line A switched line, often referred to as a dial-up line, permits contact with all parties having access to the analog public switched telephone network (PSTN) or the digital switched network. If the operator of a terminal device wants access to a computer, he or she dials the telephone number of a telephone which is connected to the computer. In using switched or dial-up transmission, telephone company switching centers establish a connection between the dialing party and the dialed party. After the connection is set up, the terminal and the computer conduct their communications. When communications are completed, the switching centers disconnect the path that was established for the connection and restore all paths used so they become available for other connections. The cost of a call on the PSTN is based upon many factors which include the time of day when the call was made, the distance between called and calling parties, the duration of the call and whether or not operator assistance was required in placing the call. Direct dial calls made from a residence or business telephone without operator assistance are billed at a lower rate than calls requiring operator assistance. In addition, most telephone companies have three categories of rates: `weekday', `evening' and `night and weekend'. Typically, calls made between 8 a.m. and 5 p.m. Monday to Friday are normally billed at a `weekday' rate, while calls between 5 p.m. and 10 p.m. on weekdays are usually billed at an `evening' rate, which re¯ects a discount of approximately 25% over the `weekday' rate. The last rate category, `night and weekend', is applicable to calls made between 10 p.m. and 8 a.m. on weekdays as well as anytime on weekends and holidays. Calls during this rate period are usually discounted 50% from the `weekday' rate. Table 1.1 contains a sample PSTN rate table which is included for illustrative purposes but which should not be used by readers for determining the actual cost of a PSTN call as the cost of intrastate calls by state and interstate calls varies. In addition, the cost of using different communications carriers to place a call between similar locations will typically vary from vendor to vendor and readers should obtain a current interstate and/or state schedule from the vendor they plan to use in order to determine or project the cost of using PSTN facilities.



Table 1.1 Sample PSTN rate table (cost per minute in cents) Rate category Weekend



Evening



Night and weekend



Mileage between location



First minute



Each additional minute



First minute



Each additional minute



First minute



Each additional minute



1±100 101±200 201±400



0.31 0.35 0.48



0.19 0.23 0.30



0.23 0.26 0.36



0.15 0.18 0.23



0.15 0.17 0.24



0.10 0.12 0.15
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Cost trends Although many vendors continue to maintain a rate table similar to the one shown in Table 1.1, other vendors have established a variety of ¯at-rate billing schemes in which calls made anywhere within a country are billed at a uniform cost per minute regardless of distance. During 1996 Sprint introduced a 10 cents per minute longdistance charge for calls made between 7 p.m. and 7 a.m. Monday through Friday and all day at weekends. During 1997 AT&T introduced a ¯at 15 cents per minute charge for calls made anywhere in the United States at any time. Both offerings require the selection of one communications carrier as your primary long-distance carrier and the selection of an appropriate calling plan to obtain ¯at-rate billing.



Factors to consider Cost, speed of transmission, and degradation of transmission are the primary factors used in the selection process between leased and switched lines. As an example of the economics associated with comparing the cost of PSTN and leased line usage, assume that a personal computer user located 50 miles from a mainframe needs to communicate between 8 a.m. and 5 p.m. with the mainframe once each business day for a period of 30 minutes. Using the data in Table 1.1, each call would cost 0.31  1 ‡ 0.19  29 or $5.82. Assuming there are 22 working days each month, the monthly PSTN cost for communications between the PC and the mainframe would be $5.82  22 or $128.04. If the monthly cost of a leased line between the two locations was $250, it is obviously less expensive to use the PSTN for communications. Suppose the communications application lengthened in duration to 2 hours per day. Then, from Table 1.1, the cost per call would become 0.31  1 ‡ 0.19  119 or $22.92. Again assuming 22 working days per month, the monthly PSTN charge would increase to $504.24, making the leased line more economical. Thus, if data communications requirements involve occasional random contact from a number of terminals at different locations and each call is of short duration, dial-up service is normally employed. If a large amount of transmission occurs between a computer and a few terminals, leased lines are usually installed between the terminal and the computer. Since a leased line is ®xed as to its routing, it can be conditioned to reduce errors in transmission as well as permit ease in determining the location of error conditions since its routing is known. Normally, analog switched circuits are used for transmission at speeds up to 33 600 bits per second (bps); however, in certain situations data rates as high as 56 000 bps are achievable when transmission on the PSTN occurs through telephone company of®ces equipped with modern electronic switches. Some of the limiting factors involved in determining the type of line to use for transmission between terminal devices and computers are listed in Table 1.2. Information in this table is applicable to both analog and digital transmission facilities and as such was generalized. For more speci®c information concerning the speed of transmission obtainable on analog and digital transmission facilities, readers are referred to the analog facilities and digital facilities subsections in Section 1.3.
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Speed of transmission



Use of transmission



Dedicated (direct connect)



Local



Limited by conductor



Short or long duration



Switched (dial-up)



Limited by telephone access availability



Normally up to 33 600 bps (analog), 1.544 Mbps (digital)



Short-duration transmission



Limited by type of facility



Long duration or numerous short duration calls



Line type



Leased (private) Limited by telephone company availability



1.3 TYPES OF SERVICES AND TRANSMISSION DEVICES Digital devices which include terminals, mainframe computers, and personal computers transmit data as unipolar digital signals, as indicated in Figure 1.1(a). When the distance between a terminal device and a computer is relatively short, the transmission of digital information between the two devices may be obtained by cabling the devices together. As the distance between the two devices increases, the pulses of the digital signals become distorted because of the resistance, inductance, and capacitance of the cable used as a transmission medium. At a certain distance between the two devices the pulses of the digital data will distort, such that they are unrecognizable by the receiver, as illustrated in Figure 1.1(b). To extend the transmission distance between devices, specialized equipment must be employed, with the type of equipment used dependent upon the type of transmission medium employed.



Figure 1.1 (a) Digital signaling. Digital devices to include terminals and computers transmit data as unipolar digital signals. (b) Digital signal distortion. As the distance between the transmitter and receiver increases digital signals become distorted because of the resistance, inductance, and capacitance of the cable used as a transmission medium
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Digital repeaters You can transmit data in a digital or analog form. To transmit data long distances in digital form requires repeaters to be placed on the line at selected intervals to reconstruct the digital signals. The repeater is a device that essentially scans the line looking for the occurrence of a pulse and then regenerates the pulse into its original form. Thus, another name for the repeater is a data regenerator. As illustrated in Figure 1.2, a repeater extends the communications distance between terminal devices to include personal computers and mainframe computers.



Figure 1.2 Transmitting data in digital format. To transmit data long distances in digital format requires repeaters to be placed on the line to reconstruct the digital signals



Unipolar and bipolar signaling Since unipolar signaling results in a dc voltage buildup when transmitting over long distance, digital networks require unipolar signals to be converted into a modi®ed bipolar format for transmission on this type of network. This requires the installation at each end of the circuit of a device known as a data service unit (DSU) in the United States and a network terminating unit (NTU) in the United Kingdom. The utilization of DSUs for transmission of data on a digital network is illustrated in Figure 1.3. Although not shown, readers should note that repeaters are placed on the path between DSUs to regenerate the bipolar signals. Later in this chapter we will examine digital facilities in more detail.



Figure 1.3 Transmitting data on a digital network. To transmit data on a digital network, the unipolar digital signals of terminal devices and computers must be converted into a bipolar signal
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Repeaters are primarily used on wide area network digital transmission facilities at distances of approximately 6000 feet from one another on lines connecting subscribers to telephone company of®ces serving those subscribers. From local telephone company of®ces data will travel either by microwave or via ®ber optic cable to a higher level telephone company of®ce for routing through the telephone network hierarchy. By the late 1990s, over 99.9% of long-distance transmission was being carried in digital form via ®ber optic cable. A vast majority of connections between telephone company subscribers and the local of®ce serving those subscribers were, however, over twisted-pair copper cables that have ampli®ers inserted to boost the strength of analog signals. Such connections require the conversion of digital signals into an analog form to enable the signal to be carried over the analog transmission facility.



Other digital signaling methods In a LAN environment the full bandwidth of the cable is usually available for use. In comparison, the communications carrier commonly uses ®lters to limit the bandwidth usable on the local loop between a telephone company of®ce and a subscriber's premises to 4 kHz or less. Although the absence of ®lters enables LAN designers to obtain a much higher data rate than that obtainable on a local loop, other operational considerations, to include the potential buildup of dc voltage and the cost of constructing equipment to operate at a high signaling rate to provide a high data transmission rate, resulted in the development of several digital signaling techniques used on LANs. Two of the more popular techniques are Manchester and Differential Manchester which are used on Ethernet and Token±Ring networks, respectively. In Chapter 3, when we focus our attention on local area networks, we will also turn our attention to the digital signaling methods used by different types of LANs.



Modems Since telephone lines were originally designed to carry analog or voice signals, the digital signals transmitted from a terminal to another digital device must be converted into a signal that is acceptable for transmission by the telephone line. To effect transmission between distant points, a data set or modem is used. A modem is a contraction of the compound term modulator±demodulator and is an electronic device used to convert digital signals generated by computers and terminal devices into analog tones for transmission over telephone network analog facilities. At the receiving end, a similar device accepts the transmitted tones, reconverts them to digital signals, and delivers these signals to the connected device.



Signal conversion Signal conversion performed by modems is illustrated in Figure 1.4. This illustration shows the interrelationship of terminals, mainframe computers, and
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Figure 1.4 Signal conversion performed by modems. A modem converts (modulates) the digital signal produced by a terminal into an analog tone for transmission over an analog facility



transmission lines when an analog transmission service is used. Analog transmission facilities include both leased lines and switched lines; therefore, modems can be used for transmission of data over both types of analog line connections. Although an analog transmission medium used to provide a transmission path between modems can be a direct connect, a leased, or a switched line, modems are connected (hard-wired) to direct connect and leased lines, whereas they are interfaced to a switched facility; thus, a terminal user can communicate only with one distant location on a leased line, but with many devices when there is access to a switched line.



Acoustic couplers Although popular with data terminal users in the 1970s, today only a very small percentage of persons use acoustic couplers for communications. The acoustic coupler is a modem whose connection to the telephone line is obtained by acoustically coupling the telephone headset to the coupler. The primary advantage of the acoustic coupler was the fact that it required no hard-wired connection to the switched telephone network, enabling terminals and personal computers to be portable with respect to their data transmission capability. Owing to the growth in modular telephone jacks, modems that interface the switched telephone network via a plug, in effect, are portable devices. Since many hotels and older of®ce buildings still have hard-wired telephones, the acoustic coupler permits terminal and personal computer users to communicate regardless of the method used to connect a telephone set to the telephone network.



Signal conversion The acoustic coupler converts the signals generated by a terminal device into a series of audible tones, which are then passed to the mouthpiece or transmitter of the telephone and in turn onto the switched telephone network. Information transmitted from the device at the other end of the data link is converted into audible
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Figure 1.5 Interrelationship of terminals, modems, acoustic couplers, computers and analog transmission mediums. When using modems on an analog transmission medium, the line can be a dedicated, leased, or switched facility. Terminal devices can use modems or acoustic couplers to transmit via the switched network



tones at the earpiece of the telephone connected to the terminal's acoustic coupler. The coupler then converts those tones into the appropriate electrical signals recognized by the attached terminal. The interrelationship of terminals, acoustic couplers, modems and analog transmission media is illustrated in Figure 1.5. In examining Figure 1.5, you will note that a circle subdivided into four equal parts by two intersecting lines is used as the symbol to denote the public switched telephone network or PSTN. This symbol will be used in the remainder of the book to illustrate communications occurring over this type of line connection.



Analog facilities Several types of analog switched and leased line facilities are offered by communications carriers. Each type of facility has its own set of characteristics and rate structure. Normally, for extensive communications requirements, an analytic study is conducted to determine which type or types of service should be utilized to provide an optimum cost-effective service for the user. Common types of analog switched facilities are direct distance dialing, wide area telephone service, and foreign exchange service. The most common type of analog line is a voice grade private line.



DDD Direct distance dialing (DDD) permits a person to dial directly any telephone connected to the public switched telephone network. The dialed telephone may be connected to another terminal device or mainframe computer. The charge for this service, in addition to installation costs, may be a ®xed monthly fee if no longdistance calls are made, a message unit rate based upon the number and duration of local calls, or a ®xed fee plus any long-distance charges incurred. Depending upon
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the time of day a long-distance call is initiated and its destination (intrastate or interstate), discounts from normal long-distance tolls are available for selected calls made without operator assistance.



WATS Introduced by AT&T for interstate use in 1961, wide area telephone service (WATS) is now offered by most long-distance communications carriers. Its scope of coverage has been extended from the continental United States to Hawaii, Alaska, Puerto Rico, the US Virgin Islands, and Europe, as well as selected Paci®c and Asian countries. Wide area telephone service (WATS) may be obtained in two different forms, each designed for a particular type of communications requirement. Outward WATS is used when a speci®c location requires placing a large number of outgoing calls to geographically distributed locations. Inward WATS service provides the reverse capability, permitting a number of geographically distributed locations to communicate with a common facility. Calls on WATS are initiated in the same manner as a call placed on the public switched telephone network. However, instead of being charged on an individual call basis, the user of WATS facilities pays a ¯at rate per block of communications hours per month occurring during weekday, evening, and night and weekend time periods. A voice-band trunk called an access line is provided to the WATS users. This line links the facility to a telephone company central of®ce. Other than cost considerations and certain geographical calling restrictions which are a function of the service area of the WATS line, the user may place as many calls as desired on this trunk if the service is outward WATS or receive as many calls as desired if the service is inward. Inward WATS, the well-known `800' area code which was extended to the `888' area code during 1996, permits remotely located personnel to call your facility toll-free from the service area provided by the particular inward WATS-type of service selected. The charge for WATS is a function of the service area. This can be intrastate WATS, a group of states bordering the user's state where the user's main facility is located, a grouping of distant states, or International WATs which extends inbound 800 service to the United States from selected overseas locations. Another service very similar to WATS is AT&T's 800 READYLINE SM service. This service is essentially similar to WATS; however, calls can originate or be directed to an existing telephone in place of the access line required for WATS service. Figure 1.6 illustrates the AT&T WATS service area one for the state of Georgia. If this service area is selected and a user in Georgia requires inward WATS service, he or she will pay for toll-free calls originating in the states surrounding Georgia± Florida, Alabama, Mississippi, Tennessee, Kentucky, South Carolina, and North Carolina. Similarly, if outward WATS service is selected for service area one, a person in Georgia connected to the WATS access line will be able to dial all telephones in the states previously mentioned. The states comprising a service area vary based upon the state in which the WATS access line is installed. Thus, the states in service area one when an access line is in New York would obviously differ from the states in a WATS service area one when the access line is in Georgia. Fortunately, AT&T publishes a comprehensive book which includes 50 maps of
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Figure 1.6 AT&T WATS service area one for an access line located in Georgia



the United States, illustrating the composition of the service areas for each state. Similarly, a time-of-day rate schedule for each state based upon state service areas is also published by AT&T. In general, since WATS is a service based upon volume usage its cost per hour is less than the cost associated with the use of the PSTN for long-distance calls. Thus, one common application for the use of WATS facilities is to install one or more inward WATS access lines at a data processing center. Then, terminal and personal computer users distributed over a wide geographical area can use the inward WATS facilities to access the computers at the data processing center. Since International 800 service enables employees and customers of US companies to call them toll-free from foreign locations, this service may experience a considerable amount of data communications usage. This usage can be expected to include applications requiring access to such databases as hotel and travel reservation information as well as order entry and catalog sales data updating. Persons traveling overseas with portable personal computers as well as of®ce personnel using terminals and personal computers in foreign countries who desire access to computational facilities and information utilities located in the United States represent common International 800 service users. Due to the business advantages of WATS its concept has been implemented in several foreign countries, with inward WATS in the United Kingdom marketed under the term Freefone.



FX Foreign exchange (FX) service may provide a method of transmission from a group of terminal devices remotely located from a central computer facility at less
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Figure 1.7 Foreign exchange (FX) service. A foreign exchange line permits many terminal devices to use the facility on a scheduled or on a contention basis



than the cost of direct distance dialing. An FX line can be viewed as a mixed analog switched and leased line. To use an FX line, a user dials a local number which is answered if the FX line is not in use. From the FX, the information is transmitted via a dedicated voice line to a permanent connection in the switching of®ce of a communications carrier near the facility with which communication is desired. A line from the local switching of®ce which terminates at the user's home of®ce is included in the basic FX service. This is illustrated in Figure 1.7.



Figure 1.8 Terminal-to-computer connections via analog mediums. A mixture of dedicated, dialup, leased and foreign exchange lines can be exployed to connect local and remote terminals to a central computer facility
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The use of an FX line permits the elimination of long-distance charges that would be incurred by users directly dialing a distant computer facility. Since only one person at a time may use the FX line, normally only groups of users whose usage can be scheduled are suitable for FX utilization. Figure 1.8 illustrates the possible connections between remotely located terminal devices and a central computer where transmission occurs over an analog facility. The major difference between an FX line and a leased line is that any terminal dialing the FX line provides the second modem required for the transmission of data over the line; whereas a leased line used for data transmission normally has a ®xed modem attached at both ends of the circuit.



Leased lines The most common type of analog leased line is a voice grade private line. This line obtains its name from its ability to permit one voice conversation with frequencies between 300 and 3300 Hz to be carried on the line. In actuality, the bandwidth or range of frequencies that can be transmitted over a twisted-pair analog switched or analog leased line extends from 0 to approximately 1 MHz. However, to economize on the transmission of multiple voice conversations routed between telephone company of®ces, the initial design of the telephone company cable infrastructure resulted in the use of ®lters to remove frequencies below 300 Hz and above 3300 Hz, resulting in a 3000 Hz bandwidth for voice conversations. At telephone company of®ces voice conversations destined to another of®ce are multiplexed onto a trunk or high speed line by frequency, requiring only 300 Hz of bandwidth per conversation, enabling one trunk to transport a large number of voice conversations shifted in frequency from one another. At the distant of®ce other frequency division multiplexing equipment shifts each conversation back into its original frequency range as well as routing the call to its destination. Although the use of ®lters has considerably economized on the cost of routing multiple calls on trunks connecting telephone company of®ces, they have resulted in a bandwidth limit of 3000 Hz which makes high speed transmission on an analog loop most dif®cult to obtain. As we turn our attention to the operation of different types of modems later in this book, we will also obtain an appreciation of how the 3000 Hz bandwidth of analog lines limits the communications rate to most homes and many of®ces. Figure 1.9 illustrates the typical routing of a leased line in the United States. The routing from each subscriber location to a telephone company central of®ce serving the subscriber is known as a local loop. Normally the local loop is a twowire or four-wire copper single or dual twisted-pair cable with ampli®ers inserted



Figure 1.9 Leased line routing. Leased lines are routed from a local telephone company serving a subscriber to an interexchange carrier at the point of presence (POP)
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on the local loop to boost the strength of the signal. Both the local loop and the central of®ce are operated by the telephone company serving each subscriber location. If the leased line is routed outside the local telephone company's serving area it must be connected to an interexchange carrier (IXC), such as AT&T, MCI, or Sprint. The location where this interconnection takes place is called the point of presence (POP), which is normally located in the central of®ce of the local telephone company. Although data on an analog leased line ¯ows in an analog format, by the early 1990s most interexchange carriers digitized analog signals at the POP. Thus, between POPs most analog data is actually carried in digital form. Since the local loop is still an analog medium, it is the local loop which limits the data transmission rate obtainable through the use of an analog leased line. By 1998 modems permitting a 33.6 kbps data transmission rate on leased lines were commonly available, and some vendors had introduced products that allow data rates of up to 56 kbps in one direction and up to 33.6 kbps in the opposite direction, a technique referred to as asymmetrical transmission.



Digital facilities In addition to the analog service, numerous digital service offerings have been implemented by communications carriers over the last decade. Using a digital service, data is transmitted from source to destination in digital form without the necessity of converting the signal into an analog form for transmission over analog facilities as is the case when modems or acoustic couplers are interfaced to analog facilities. To understand the ability of digital transmission facilities to transport data requires an understanding of digital signaling techniques. Those techniques provide a mechanism to transport data end-to-end in modi®ed digital form on LANs as well as on wide area networks that can connect locations hundreds or thousands of miles apart.



Digital signaling Digital signaling techniques have evolved from use in early telegraph systems to provide communications for different types of modern technology, ranging in scope from the data transfer between a terminal and a modem to the ¯ow of data on a LAN and the transport of information on high speed wide area network digital communications lines. Instead of one signaling technique numerous techniques are used, each technique having been developed to satisfy different communications requirements. In this section we will focus our attention upon digital signaling used on wide area network transmission facilities, deferring a discussion of LAN signaling until later in this book.



Unipolar non-return to zero Unipolar non-return to zero (NRZ) is a simple type of digital signaling which was originally used in telegraphy. Today, unipolar non-return to zero signaling is used
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Figure 1.10 Unipolar non-return to zero signaling



in computers as well as by the common RS±232/V.24 interface between data terminal equipment and data communications equipment. Figure 1.10 illustrates an example of unipolar non-return to zero signaling. In this signaling scheme, a dc current or voltage represents a mark, while the absence of current or voltage represents a space. Since voltage or current does not return to zero between adjacent set bits, this signaling technique is called non-return to zero. Since voltage or current is only varied from 0 to some positive level the pulses are unipolar, hence the name unipolar non-return to zero. There are several problems associated with unipolar non-return to zero signaling which make it unsuitable for use as a signaling mechanism on wide area network digital transmission facilities. These problems include the need to sample the signal and the fact that it provides residual dc voltage buildup. Since two or more repeated marks or spaces can stay at the same voltage or current level, sampling is required to distinguish one bit value from another. The ability to sample requires clocking circuitry which drives up the cost of communications. A second problem related to the fact that a sequence of marks or set bits can occur is that this condition results in the presence of residual dc levels. Residual dc requires the direct attachment of transmission components, while the absence of residual dc permits ac coupling via the use of a transformer. When communications carriers engineered their early digital networks they were based upon the use of copper conductors, as ®ber optics did not exist. Communications carriers attempt to do things in an economical manner. Rather than install a separate line to power repeaters, they examined the possibility of carrying both power and data on a common line, removing the data from the power at the distant end as illustrated in Figure 1.11. This required transformer coupling at the distant end,



Figure 1.11 Transformer coupling
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which is only possible if residual dc is eliminated. Thus, communications carriers began to search for an alternative signaling method.



Unipolar return to zero One of the ®rst alternative signaling methods examined was unipolar return to zero (RTZ). Under this signaling technique, which is illustrated in Figure 1.12, the current or voltage always returns to zero after every `1' bit. While this signal is easier to sample since each mark has a pulse rise, it still results in residual dc buildup and was unsuitable for use as the signaling mechanism on communications carrier digital transmission facilities.



Figure 1.12 Unipolar return to zero signaling



Bipolar return to zero After examining a variety of signaling methods communications carriers focused their attention upon a technique known as bipolar return to zero. Under bipolar signaling alternating polarity pulses are used to represent marks, while a zero level pulse is used to represent a space. In the bipolar return to zero signaling method the bipolar signal returns to zero after each mark. Figure 1.13 illustrates an example of bipolar return to zero signaling. The key advantage of bipolar return to zero signaling is the fact that it precludes dc voltage buildup on the line. This enables both power and data to be carried on the same line, enabling repeaters to be powered by a common line. In addition, repeaters can be placed relatively far apart in comparison to other signaling techniques, which reduces the cost of developing the digital transmission infrastructure.



Figure 1.13 Bipolar return to zero signaling
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Figure 1.14 Bipolar (AMI) RTZ 50 percent duty cycle



On modern wide area network digital transmission facilities a modi®ed form of bipolar return to zero signaling is employed. That modi®cation involves the placement of pulses in their bit interval so that they occupy 50% of the interval, with the pulse centered at the center of the interval. This positioning eliminates high frequency components of the signal that can interfere with other transmissions and results in a bipolar pulse known as a 50% duty cycle alternate mark inversion (AMI). An example of this pulse is illustrated in Figure 1.14. Now that we have a general appreciation for the type of digital signaling used on digital transmission facilities and the rationale for the use of that type of signaling, we will discuss some of the types of digital transmission facilities available for use. In doing so we will ®rst consider the manner by which the digitization of voice conversations was performed, as the voice digitization effort had a signi®cant effect upon the evolution of digital service offerings.



Evolution of service offerings The evolution of digital service offerings can be traced to the manner by which telephone company equipment was developed to digitize voice and the initial development of digital multiplexing equipment to combine multiple voice conversations for transmission between telephone company of®ces. The digitization of voice was based upon the use of a technique referred to as Pulse Code Modulation (PCM) which requires an analog voice conversation to be sampled 8000 times per second. Each sample is encoded using an 8-bit byte, resulting in a digital data stream of 64 kbps to carry one digitized voice conversation. The ®rst high speed digital transmission circuit used in North America was designed to transport 24 digitized voice conversations. This circuit, which is referred to as a T1 line, transports a Digital Signal Level 1 (DS1) signal. That signal represents 24 digitized voice samples plus one framing bit repeated 8000 times per second. Thus, the operating rate of a T1 circuit becomes (24  8 ‡ 1) bits/sample  8000 samples/second, or 1.544 Mbps. Each individual time slot within a DS1 signal is referred to as DS0 or Digital Signal Level 0 and represents a single digitized voice conversation transported at 64 kbps. Figure 1.15 illustrates the relationship between DS0s and a DS1. In examining Figure 1.15 note that the DS1 frame is repeated 8000 times per second,
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Figure 1.15 Relationship between DS0s and a DS1 signal (F ˆ frame bit)



resulting in 8000 bps of framing information transmitted between telephone company central of®ces. Initially the framing bits were used for synchronization and the transmission of certain types of alarm indications. Later the sequence of framing bits was altered to enable control information to be transmitted as part of the framing. Later in this book when we investigate the operation and utilization of T1 multiplexers, we will examine the use of framing bits in detail. Due to the necessity of transporting certain types of telephone information such as on-hook and off-hook information with each DS0, a technique referred to as bitrobbing was developed. Under bit-robbing one of the bits used to represent the height of a digitized sample was periodically `stolen' for use to convey telephone set information. This bit-robbing process only occurred in the 6th and 12th frames in each continuous sequence of 12 frames, resulting in the inability of the human ear to recognize that a few digitized samples were encoded in seven bits instead of eight. However, when early digital transmission facilities were developed, the bitrobbing process limited data transmission to seven bits per eight-bit byte, which explains why switched 56 service operates at 56 kbps instead of 64 kbps. Later, the development of a separate network by telephone companies to convey signaling information enabled the full transmission capacity of DS0s to be used for data transmission. Today many communications carriers offer switched 56 and switched 64 kbps digital transmission as well as digital fractional T1 leased lines that operate in increments of 56 or 64 kbps.



AT&T offerings In the United States, AT&T offers several digital transmission facilities under the ACCUNET SM Digital Service mark. Dataphone1 Digital Service was the charter member of the ACCUNET family and is deployed in over 100 major metropolitan cities in the United States as well as having an interconnection to Canada's digital network. Dataphone Digital Service operates at synchronous data transfer rates of 2.4, 4.8, 9.6, 19.2 and 56 kbps, providing users of this service with dedicated, twoway simultaneous transmission capability.
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Originally all AT&T digital offerings were leased line services where a digital leased line is similar to a leased analog line in that it is dedicated for full-time use to one customer. In the late 1980s, AT&T introduced its Accunet Switched 56 service, a dial-up 56 kbps digital data transmission service. This service enables users to maintain a dial-up backup for previously installed 56 kbps AT&T Dataphone Digital Services leased lines or a partial backup for ACCUNET T1.5 service which is described later in this section. In addition, this service can be used to supplement existing services during peak transmission periods or for applications that only require a minimal amount of transmission time per day since the service is billed on a per minute basis. Access to Switched 56 service is obtained by dialing area code 700 numbers available in approximately 100 cities in the United States. All numbers are 10digit, of the form 700-56X-XXXX. Transmission on both leased line and switched Dataphone Digital Service requires the use of a Data Service Unit and Channel Service Unit (DSU/CSU) in comparison to the use of modems when transmission occurs on an analog transmission facility. Originally separate devices, most vendors now market combined DSU/CSU products that are commonly and collectively referred to as DSUs. The operation of DSUs is described later in this section and in signi®cantly more detail in Chapter 5. Although DDS was a very popular digital transmission service during the 1980s, the expansion of communications carriers' digital infrastructure based upon the installation of tens of thousands of miles of ®ber cable during the late 1980s and early 1990s resulted in a range of new digital offerings. Those offerings are based upon the use of portions of, or entire, T1 circuits, with the former referred to as fractional T1, and are considerably more cost-effective than DDS. Thus, although DDS was still in use during 1998 its future days of use are probably limited. Another offering from AT&T, ACCUNET T1.5 Service is a high capacity 1.544 Mbps terrestrial digital service which permits 24 voice-grade channels or a mixture of voice and data to be transmitted in digital form. This service was originally only obtainable as a leased line and is more commonly known as a T1 channel or circuit. Transmission on a T1 circuit also requires the use of a DSU. However, the DSU portion of the DSU/CSU is commonly built into terminal equipment connected to T1 lines. Separate CSUs are required, therefore, to interface T1 circuits. Channel Service Units manufactured for use on T1 lines are described in detail in Chapter 5. Readers should note that ®eld trials of switched 384 kbps and 1.544 Mbps services during the mid-1990s resulted in their availability for commercial usage. Until 1989 there was a signi®cant gap in the transmission rates obtainable on digital lines. DDS users could transmit at data rates up to 56 kbps, while the use of a T1 line resulted in the transmission of data at 1.544 Mbps. Recognizing the requirements of many organizations for the transmission of data at rates above that obtainable on DDS but below the T1 rate, several communications carriers introduced fractional T1 digital service. AT&T's fractional T1 service is called ACCUNET Spectrum of Digital Service (ASDS). Under ASDS digital transmission is furnished via leased lines at data rates ranging from 9.6, 56, or 64 kbps up to 1.544 Mbps, in increments of 64 kbps from 64 kbps to 1.544 Mbps. In actuality, 9.6 and 56 kbps ASDS services are
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not fractional T1 as they represent special digital services that allow DDS to be carried on a fraction of a T1 circuit at a considerable reduction in cost. Data rates of 64, 128, 256, 384, 512 and 768 kbps available under ASDS can be considered as true fractional T1 as they represent distinct fractions of a T1 circuit. A 64 kbps data rate represents 1/24th of a T1 circuit since 64 kbps is the data rate of one digitized voice channel on a T1 circuit and that circuit carries 24 digitized voice channels. The majority of access to a fractional T1 line requires the use of a T1 local loop. Although the data transmission rate on the local loop is 1.544 Mbps, the fractional T1 subscriber in actuality uses one or more 64 kbps channels on the local loop which is routed to the telephone company central of®ce serving the subscriber. At that location the fractions of the T1 local loop used by the subscriber are removed from the T1 line and input into an interexchange carrier's equipment at the point of presence. The interexchange carrier combines the fractions of T1 circuits used by many subscribers into a full T1 circuit operating at 1.544 Mbps which is then routed through the carrier's transmission facilities to the point of presence serving the distant location. At that point of presence the 64 kbps channels representing the fractional T1 channel used by the subscriber are passed to another telephone company which, more than likely, routes the transmission via a T1 line to the subscriber. In addition to T1 lines, AT&T and other communications carriers offer T3 digital circuits operating at 44.736 Mbps. A T3 circuit transports a DS3 signal which is formed via the multiplexing of 28 DS1 signals. Similar to the recognition that many organizations cannot use a full T1, AT&T and other communications carriers recognized that only a limited number of organizations can use the capacity of a full T3 digital circuit. As you might expect, this realization resulted in the development of fractional T3 (FT3) offerings.



European offerings In Europe, a number of countries have established digital transmission facilities. One example of such offerings is British Telecom's KiloStream service. KiloStream provides synchronous data transmission at 2.4, 4.8, 9.6, 48 and 64 kbps and is very similar to AT&T's Dataphone Digital Service. Each KiloStream circuit is terminated by British Telecom with a network terminating unit (NTU), which is the digital equivalent of the modem required on an analog circuit. In comparison with the T1 circuit used in North America which was based upon a design for carrying 24 digitized voice conversations, European countries use E1 circuits. Such circuits were constructed based upon the placement of 32 channels on one circuit and operate at 2.048 Mbps. In the United Kingdom British Telecom's E1 service is marketed as MegaStream.



DSUs A data service unit (DSU) provides a standard interface to a digital transmission service and handles such functions as signal translation, regeneration, reformat-
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ting, and timing. Most DSUs are designed to operate at one of four speedsÐ2.4, 4.8, 9.6, and 56 kbpsÐwhile some DSUs also support 19.2 kbps operations. The transmitting portion of the DSU processes the customer's signal into bipolar pulses suitable for transmission over the digital facility. The receiving portion of the DSU is used both to extract timing information and to regenerate mark and space information from the received bipolar signal. The second interface arrangement originally developed for AT&T's Dataphone Digital Service is called a channel service unit (CSU) and was provided by the communication carrier to those customers who wish to perform the signal processing to and from the bipolar line, as well as to retime and regenerate the incoming line signals through the utilization of their own equipment. Originally marketed as separate devices, almost all DSUs and CSUs designed for use on AT&T Dataphone Digital Service and equivalent facilities from other carriers are now manufactured as one integrated device which is commonly referred to as a DSU or a DSU/CSU. Since most terminal devices connected to T1 lines contain a built-in data service unit, a separate channel service unit is required for transmission on that type of digital transmission facility. As data is transmitted over digital facilities, the signal is regenerated by the communications carrier numerous times prior to its arrival at its destination. In general, digital service gives data communications users improved performance and reliability when compared to analog service, owing to the nature of digital transmission and the design of digital networks. This improved performance and reliability is due to the fact that digital signals are regenerated whereas, when analog signals are ampli®ed, any distortion to the analog signal is also being ampli®ed. Although a digital service is offered in many locations, for those locations outside the serving area of a digital facility the user will have to employ analog devices as an extension in order to interface to the digital facility. The utilization of digital service via an analog extension is illustrated in Figure 1.16. As depicted in Figure 1.16, if the closest city to the terminal located in city 2 that offers digital



Figure 1.16 Analog extension to digital service. Although data is transmitted in digital form from the computer to city 1, it must be modulated by the modern at that location for transmission over the analog extension
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service is city 1, then to use digital service to communicate with the computer an analog extension must be installed between the terminal location in city 2 and city 1. In such cases, the performance, reliability, and possible cost advantages of using digital service may be completely dissipated.



1.4 TRANSMISSION MODE One method of characterizing lines, terminal devices, mainframe computers, and modems is by their transmission or communications mode. The three classes of transmission modes are simplex, half-duplex, and full-duplex.



Simplex transmission Simplex transmission occurs in one direction only, disallowing the receiver of information a means of responding to the transmission. A home AM radio which receives a signal transmitted from a radio station is an example of a simplex communications mode. In a data transmission environment, simplex transmission might be used to turn on or off speci®c devices at a certain time of the day or when a certain event occurs. An example of this would be a computer-controlled environmental system where a furnace is turned on or off depending upon the thermostat setting and the current temperature in various parts of a building. Normally, simplex transmission is not utilized where human-machine interaction is required, owing to the inability to turn the transmitter around so that the receiver can reply to the originator.



Half-duplex transmission Half-duplex transmission permits transmission in either direction; however, transmission can occur in only one direction at a time. Half-duplex transmission is used in citizen band (CB) radio transmission where the operator can either transmit or receive but cannot perform both functions at the same time on the same channel. When the operator has completed a transmission, the other party must be advised that they have ®nished transmitting and is ready to receive by saying the term `over'. Then the other operator can begin transmission. When data is transmitted over the telephone network, the transmitter and the receiver of the modem or acoustic coupler must be appropriately turned on and off as the direction of the transmission varies. Both simplex and half-duplex transmission require two wires to complete an electrical circuit. The top of Figure 1.17 illustrates a half-duplex modem interconnection while the lower portion of that illustration shows a typical sequence of events in the terminal's sign-on process to access a computer. In the sign-on process, the user ®rst transmits the word NEWUSER to inform the computer that a new user wishes a connection to the computer. The computer responds by asking for the user's password, which is then furnished by the user.
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Figure 1.17 Half-duplex transmission. Top: control signals from the mainframe computer and terminal operate the transmitter and receiver sections of the attached modems. When the transmitter of modem A is operating, the receiver of modem B operates; when the transmitter of modem B operates; the reveiver of modem A operates. However, only one transmitter operates at any one time in the half-duplex mode of transmission. Bottom: during the sign-on sequence, transmission is turned around several times



In the top portion of Figure 1.17, when data is transmitted from a computer to a terminal, control signals are sent from the computer to modem A which turns on the modem A transmitter and causes the modem B receiver to respond. When data is transmitted from the terminal to the computer, the modem B receiver is disabled and its transmitter is turned on while the modem A transmitter is disabled and its receiver becomes active. The time necessary to effect these changes is called a transmission turnaround time, and during this interval transmission is temporarily halted. Half-duplex transmission can occur on either a two-wire or four-wire circuit. The switched network is a two-wire circuit, whereas leased lines can be obtained as either two-wire or four-wire links. A four-wire circuit is essentially a pair of two-wire links which can be used for transmission in both directions simultaneously. This type of transmission is called full-duplex.



Full-duplex transmission Although you would normally expect full-duplex transmission to be accomplished over a four-wire connection that provides two two-wire paths, full-duplex transmission can also occur on a two-wire connection. This is accomplished by the use of modems that subdivide the frequency bandwidth of the two-wire connection into two distinct channels, permitting simultaneous data ¯ow in both directions on a two-wire circuit. This technique will be examined and explained in more detail later in this book, when the operating characteristics of modems are examined in detail. Full-duplex transmission is often used when large amounts of alternate traf®c must be transmitted and received within a ®xed time period. If two channels were used in our CB example, one for transmission and another for reception, two simultaneous transmissions could be effected. While full-duplex transmission
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Figure 1.18 Transmission modes. Top: simplex transmission is in one direction only; transmission cannot reverse direction. Center: half-duplex transmission permits transmission in both directions but only one way at a time. Bottom: full-duplex transmission permits transmission in both directions simultaneously



provides more ef®cient throughput, this ef®ciency was originally negated by the cost of two-way lines and more complex equipment required by this mode of transmission. The development of low cost digital signal processor chips enabled high speed modems to operate in a full-duplex transmission mode on a two-wire circuit through a technique referred to as echo cancellation. This technique will be described when we discuss the operation of modems in detail in Chapter 5. In Figure 1.18, the three types of transmission modes are illustrated, while Table 1.3 summarizes the three transmission modes previously discussed. In Table 1.3, the column headed ITU refers to the International Telecommunications Union, a United Nations agency headquartered in Geneva, Switzerland. Previously, the standardization body of the ITU was known as the Consultative Committee on International Telephone and Telegraph (CCITT) and, even though the renaming occurred several years ago, many people still use the term CCITT when referencing certain standards.



Table 1.3 Transmission mode comparison



Symbol



! '



ANSI



US telecommunications industry



One-way only



Simplex



Two-way alternate Two-way simultaneous



Half-duplex (HDX)



Simplex



Two-wire



Full-duplex (FDX)



Duplex



Four-wire



ITU



Historical physical line requirement Two-wire
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Until the 1980s most ITU standards were primarily followed in Europe. Since then, ITU modem standards have achieved a worldwide audience of followers, and enable true global communications compatibility. Although most modern modems are compatible with ITU standards, a large base of modems are still being used that were designed to Bell System standards that were popular in North America through the 1980s. In Chapter 5 we will examine some of the more common ITU modem standards as well as a few Bell System standards that will provide us with an understanding of some of the compatibility problems that can occur when communications are attempted between Bell System and ITU compatible modems.



Terminal and mainframe computer operations When referring solely to terminal operations, the terms half-duplex and fullduplex operation take on meanings different from the communications mode of the transmission medium. Vendors commonly use the term half-duplex to denote that the terminal device is in a local copy mode of operation. This means that each time a character is pressed on the keyboard it is printed or displayed on the local terminal as well as transmitted. Thus, a terminal device operated in a half-duplex mode would have each character printed or displayed on its monitor as it is transmitted. When one says a terminal is in a full-duplex mode of operation this means that each character pressed on the keyboard is transmitted but not immediately displayed or printed. Here the device on the distant end of the transmission path must `echo' the character back to the originator, which, upon receipt, displays or prints the character. Thus, a terminal in a full-duplex mode of operation would only print or display the characters pressed on the keyboard after the character is echoed back by the device at the other end of the line. Figure 1.19 illustrates the terms full- and half-duplex as they apply to terminal devices. Note that although most conventional terminals have a switch to control the duplex setting of the device, personal computer users normally obtain their duplex setting via the



Figure 1.19 Terminal operation modes. Top: the term half-duplex terminal mode implies that data transmitted is also printed on the local terminal. This is known as local copy. Bottom: the term full-duplex terminal mode implies that no local copy is provided
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software program they are using. Thus, the term `echo on' during the initialization of a communications software program would refer to the process of displaying each character on the user's screen as it is transmitted. When we refer to half- and full-duplex with respect to mainframe computer systems we are normally specifying whether or not they echo received characters back to the originator. A half-duplex computer system does not echo characters back, while a full-duplex computer system echoes each character it receives.



Different character displays When considering the operating mode of the terminal device, the transmission medium, and the operating mode of the mainframe computer on the distant end of the transmission path as an entity, three things could occur in response to each character you press on a keyboard. Assuming a transmission medium is employed that can be used for either half- or full-duplex communications, your terminal device could print or display no character for each character transmitted, one character for each character transmitted, or two characters for each character transmitted. Here the resulting character printed or displayed would be dependent upon the operating mode of the terminal device and the host computer you are connected to as indicated in Table 1.4.



Table 1.4 Operating mode and character display Operating mode Terminal device



Host computer



Character display



Half-duplex Half-duplex Full-duplex Full-duplex



Half-duplex Full-duplex Half-duplex Full-duplex



1 character 2 characters No characters 1 character



To understand the character display column in Table 1.4, let us examine the two-character display result caused by the terminal device operating in a halfduplex mode while the host computer operates in a full-duplex mode. When the terminal is in a half-duplex mode it echoes each transmitted character onto its printer or display. At the other end of the communications path, if the computer is in a full-duplex mode of operation it will echo the received character back to the terminal, causing a second copy of the transmitted character to be printed or displayed. Thus, two characters would appear on your printer or display for each character transmitted. To alleviate this situation, you would change the transmission mode of your terminal to full-duplex. This would normally be accomplished by turning `echo' off during the initialization of a communications software program, if using a personal computer; or you would turn a switch to half-duplex if operating a conventional terminal.
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1.5 TRANSMISSION TECHNIQUES Data can be transmitted either synchronously or asynchronously. Asynchronous transmission is commonly referred to as a start±stop transmission where one character at a time is transmitted or received. Start and stop bits are used to separate characters and synchronize the receiver with the transmitter, thus providing a method of reducing the possibility that data becomes garbled. Most devices designed for human±machine interaction that are teletype compatible transmit data asynchronously. By teletype compatible, we refer to terminals and personal computers that operate similarly to the Teletype1 terminal manufactured by Western Electric, originally a subsidiary of AT&T and now known as Lucent Technology after this equipment manufacturing arm of AT&T was spun off during 1996. Various versions of this popular terminal have been manufactured for over 30 years and an installed base of approximately one million such terminals at one time during the late 1970s were in operation worldwide. As characters are depressed on the device's keyboard they are transmitted, with idle time occurring between the transmission of characters. This is illustrated in Figure 1.20(b). Although many teletype terminals have been replaced by personal computers, asynchronous transmission pioneered by those terminals remains very popular in use.



Figure 1.20 Asynchronous (start-stop) transmission. (a) Transmission of one 8-bit character. (b) Transmission of many characters. STB = start bit; CB = character bits; SPB = stop bit(s); idle time is time between character transmission



Asynchronous transmission In asynchronous transmission, each character to be transmitted is encoded into a series of pulses. The transmission of the character is started by a start pulse equal
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in length to a code pulse. The encoded character (series of pulses) is followed by a stop pulse that may be equal to or longer than the code pulse, depending upon the transmission code used. The start bit represents a transition from a mark to a space. Since in an idle condition when no data are transmitted the line is held in a marking condition, the start bit serves as an indicator to the receiving device that a character of data follows. Similarly, the stop bit causes the line to be placed back into its previous `marking' condition, signifying to the receiver that the data character is completed. As illustrated in Figure 1.20(a), the transmission of an 8-bit character requires either 10 or 11 bits, depending upon the length of the stop bit. In actuality the eighth bit may be used as a parity bit for error detection and correction purposes. The use of the parity bit is described in detail in Section 1.12. In the start±stop mode of transmission, transmission starts anew on each character and stops after each character. This is indicated in Figure 1.20(b). Since synchronization starts anew with each character, any timing discrepancy is cleared at the end of each character, and synchronization is maintained on a character-bycharacter basis. Asynchronous transmission normally is used for transmission at speeds at or under 33 600 bps over the switched telephone network or on leased lines, while data rates up to 115 200 bps are possible over a direct connect cable whose distance is normally limited to approximately 50 feet. The term asynchronous TTY, or TTY compatible, refers to the asynchronous start±stop protocol employed originally by Teletype1 terminals and is the protocol where data are transmitted on a line-by-line basis between a terminal device and a mainframe computer. In comparison, more modern terminals with cathode ray tube (CRT) displays are usually designed to transfer data on a full screen basis. Personal computer users only require an asynchronous communications adapter and a software program that transmits and receives data on a line-by-line basis to connect to a mainframe that supports asynchronous TTY compatible terminals. Here the software program that transmits and receives data on a line-by-line basis is normally referred to as a TTY emulator program and is the most common type of communications program written for use with personal computers. When a personal computer is used to transmit and receive data on a full screen basis a speci®c terminal emulator program is required. Most terminal emulator programs emulate asynchronous terminals; however, some programs emulate synchronous terminals. Concerning the latter, such programs usually require the installation of a synchronous communications adapter in the personal computer and the use of a synchronous modem. Since a personal computer includes a video display onto which characters and graphics can be positioned, the PC can be used to emulate a full-screen addressable terminal. Thus, with appropriate software or a combination of hardware and software you can use a personal computer as a replacement for proprietary terminals manufactured to operate with a speci®c type of mainframe computer, as well as to perform such local processing as spreadsheet analysis and word processing functions. In fact, during the early 1990s a large majority of conventional terminal devices in business use were replaced by PCoperating terminal emulation software.
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Synchronous transmission A second type of transmission involves sending a grouping of characters in a continuous bit stream. This type of transmission is referred to as synchronous or bit-stream synchronization. In the synchronous mode of transmission, modems located at each end of the transmission medium normally provide a timing signal or clock that is used to establish the data transmission rate and enable the devices attached to the modems to identify the appropriate characters as they are being transmitted or received. In some instances, timing may be provided by the terminal device itself or a communication component, such as a multiplexer or front-end processor channel. No matter what timing source is used, prior to beginning the transmission of data the transmitting and receiving devices must establish synchronization among themselves. In order to keep the receiving clock in step with the transmitting clock for the duration of a stream of bits that may represent a large number of consecutive characters, the transmission of the data is preceded by the transmission of one or more special characters. These special synchronization or `syn' characters are at the same code level (number of bits per character) as the coded information to be transmitted. They have, however, a unique con®guration of zero and one bits which are interpreted as the syn character. Once a group of syn characters is transmitted, the receiver recognizes and synchronizes itself onto a stream of those syn characters.



Figure 1.21 Synchronous transmission. In synchronous transmission, one or more syn characters are transmitted to establish clocking prior to the transmission of data



After synchronization is achieved, the actual data transmission can proceed. Synchronous transmission is illustrated in Figure 1.21. In synchronous transmission, characters are grouped or blocked into groups of characters, requiring a buffer or memory area so characters can be grouped together. In addition to having a buffer area, more complex circuitry is required for synchronous transmission since the receiving device must remain in phase with the transmitter for the duration of the transmitted block of information. Synchronous transmission is normally used for data transmission rates in excess of 2000 bps. The major characteristics of asynchronous and synchronous transmission are denoted in Table 1.5. In examining the entries in Table 1.5 a word of explanation is in order concerning the ®fth entry for asynchronous transmission. The ability to transmit at 56 000 bps is based upon a relatively new modem technology that allows one analog to digital conversion to occur. This means that one end of a dialed circuit path must directly connect to digital equipment. Normally this can only be accomplished in one direction when a call is originated over the switched telephone network.



30 _______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS Table 1.5 Transmission technique characteristics



Asynchronous 1. Each character is pre®xed by a start bit and followed by one or more stop bits. 2. Idle time (period of inactivity) can exist between transmitted characters. 3. Bits within a character are transmitted at prescribed time intervals. 4. Timing is established independtly in the computer and terminal. 5. Transmission speeds normally do not exceed 33 600 bps bidirectional (or 56 000 in one direction and 33 600 in the opposite direction) over switched facilities or leased lines and 56 000 bps over analog dedicated links and leased lines. Synchronous 1. Syn characters pre®x transmitted data. 2. Syn characters are transmitted between blocks of data to maintain line synchronization. 3. No gaps exist between characters. 4. Timing is established and maintained by the transmitting and receving modems, the terminal, or other devices. 5. Terminals must have buffers. 6. Transmission speeds normally are in excess of 2000 bps.



However, when dedicated or leased lines are used it becomes theoretically possible to obtain a 56 kbps transmission capability in both directions. Although modem equipment marketed during 1998 only enabled 56 kbps transmission in one direction via the switched network, it is quite possible that by the time you read this book a bidirectional 56 kbps transmission capability will be available for dedicated and leased analog lines.



1.6 TYPES OF TRANSMISSION The two types of data transmission one can consider are serial and parallel. For serial transmission the bits which comprise a character are transmitted in sequence over one line, whereas in parallel transmission characters are transmitted serially but the bits that represent the character are transmitted in parallel. If a character consists of eight bits, then parallel transmission would require a minimum of eight lines. Additional lines may be necessary for control signals and for the transmission of a parity bit. Although parallel transmission is used extensively in computer-to-peripheral unit transmission, it is not normally employed other than in dedicated data transmission usage over relatively short distances owing to the cost of the extra circuits required. A typical use of parallel transmission is the in-plant connection of badge readers and similar devices to a computer in that facility. Parallel transmission can reduce the cost of terminal circuitry since the terminal does not have to convert the internal character representation to a serial data stream for transmission. The cost of the transmission medium and interface will, however, increase because of the additional number of conductors required. Since the total character can be transmitted at the same moment in time using parallel transmission, higher data transfer rates can be obtained than are possible with serial transmission facilities.
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Figure 1.22 Types of data transmission. In serial transmission, the bits that comprise the character to be transmitted are sent in sequence over one line. In parallel transmission, the characters are transmitted serially but the bits that represent the character are transmitted in parallel



For this reason, most local facility communications between computers and their peripheral devices are accomplished using parallel transmission. In comparison, communications between terminal devices and computers normally occur serially, since this requires only one line to interconnect the two devices that need to communicate with one another. Figure 1.22 illustrates serial and parallel transmission.



1.7 LINE STRUCTURE The geographical distribution of terminal devices and the distance between each device and the device it transmits to are important parameters that must be considered in developing a wide area network con®guration. The method used to interconnect personal computers and terminals to mainframe computers or to other devices is known as line structure and results in a computer's network con®guration.



Types of line structure The two types of line structure used in networks are point-to-point and multipoint, the latter also commonly referred to as multidrop lines.
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Point-to-point Communications lines that only connect two points are point-to-point lines. An example of this line structure is depicted in Figure 1.23(a). As illustrated, each terminal transmits and receives data to and from a computer via an individual connection that links a speci®c terminal to the computer. The point-to-point connection can utilize a dedicated circuit or a leased line, or can be obtained via a connection initiated over the switched (dial-up) telephone network.



Figure 1.23 Line structures in networks. Top: point-to-point line structure. Center: multipoint (multidrop) line structure. Bottom: mixed network line structure
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Multipoint When two or more terminal locations share portions of a common line, the line is a multipoint or multidrop line. Although no two devices on such a line can transmit data at the same time, two or more devices may receive a message at the same time. The number of devices receiving such a message is dependent upon the addresses assigned to the message recipients. In some systems a `broadcast' address permits all devices connected to the same multidrop line to receive a message at the same time. When multidrop lines are employed, overall line costs may be reduced since common portions of the line are shared for use by all devices connected to that line. To prevent data transmitted from one device from interfering with data transmitted from another device, a line discipline or control must be established for such a link. This discipline controls transmission so no two devices transmit data at the same time. A multidrop line structure is depicted in Figure 1.23(b). Although modems are shown on point-to-point and multipoint line structures illustrated in Figure 1.23, both line structures are also applicable to digital transmission services. Dataphone Digital Service facilities support both point-to-point and multipoint line structures, with the use of modems and acoustic couplers shown in Figure 1.23 replaced by the use of DSUs. T1 and fractional T1 lines, however, are only available as a point-to-point line structure and require the use of DSUs/CSUs in place of the modems shown at the top of Figure 1.23. Depending upon the type of transmission facilities used, it may be possible to intermix both point-to-point and multipoint lines in developing a network. For example, analog facilities and the use of DDS support both line structures which enable the development of a mixed network line structure as shown in Figure 1.23(c).



1.8 LINE DISCIPLINE When several devices share the use of a common, multipoint communications line, only one device may transmit at any one time, although one or more devices may receive information simultaneously. To prevent two or more devices from transmitting at the same time, a technique known as `poll and select' is utilized as the method of line discipline for multidrop lines. To utilize poll and select, each device on the line must have a unique address of one or more characters as well as circuitry to recognize a message sent from the computer to that address. When the computer polls a line, in effect it asks each device in a prede®ned sequence if it has data to transmit. If the device has no data to transmit, it informs the computer of this fact and the computer continues its polling sequence until it encounters a device on the line that has data to send. Then the computer acts on that data transfer. As the computer polls each device, the other devices in the line must wait until they are polled before they can be serviced. Conversely, transmission of data from the computer to each device on a multidrop line is accomplished by the computer selecting the device address to which those data are to be transferred, informing the device that data are to be transferred to it, and then transmitting data to the
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Figure 1.24 Poll and select line discipline. Poll and select is a line discipline which permits several devices to use a common line facility in an orderly manner



selected device. Polling and selecting can be used to service both asynchronous or synchronous operating terminal devices connected to independent multidrop lines. Owing to the control overhead of polling and selecting, synchronous devices are normally serviced in this type of environment. By the use of signals and procedures, polling and selecting line control ensures the orderly and ef®cient utilization of multidrop lines. An example of a computer polling the second terminal on a multipoint line and then receiving data from that device is shown at the top of Figure 1.24. At the bottom of that illustration, the computer ®rst selects the third terminal on the line and then transfers a block of data to that device. When terminals transmit data on a point-to-point line to a computer or another terminal, the transmission of that data occurs at the discretion of the terminal operator. This method of line control is known as `non-poll-and-select' or `freewheeling' transmission.
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1.9 NETWORK TOPOLOGY The topology or structure of a wide area network is based upon the interconnection of point-to-point and/or multipoint lines used to develop the network. Although an in®nite number of network topologies can be developed by connecting lines to one another, there are several basic types of topologies that are commonly used to construct wide area networks or parts of those networks. These topologies include the point-to-point, `v', star, and mesh. Figure 1.25(a) illustrates the four basic WAN topology structures, with dots used to reference end points or network nodes. These structures can be interconnected to one another to link organizational locations that represent different types of clusters of locations. Figure 1.25(b) illustrates the creation of two examples of different network topologies based upon connecting two `v' structures and joining a `v' to a star structure. The design of a wide area network topology is commonly based upon economics and reliability. From an economic perspective the WAN should use one or more network structures that minimize the distance of circuits used to connect geographically separated locations, since the monthly cost of a circuit is in general proportional to its distance. From a reliability perspective, the ability to have multiple paths between nodes enables an alternative path to be used in the event of a transmission impairment making the primary path inoperative. Since redundancy requires additional communications paths, a trade-off occurs between the need to obtain an economically ef®cient network and a highly reliable network. For example, the use of a mesh structure permits multiple paths between nodes but requires more circuits than a star topology.



(a)



(b)



Figure 1.25 Wide Area Network Topologies: (a) basic topology structures; (b) connecting different structures
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1.10 TRANSMISSION RATE Many factors can affect the transmission rate at which data is transferred on a wide area network. The types of modems and acoustic couplers used on analog facilities or the types of DSUs or CSUs used on digital facilities, as well as the line discipline and the type of computer channel to which a terminal is connected via a transmission medium, play governing roles that affect transmission rates. However, the transmission medium itself is a most important factor in determining transmission rates. Data transmission services offered by communications carriers such as AT&T, MCI, Sprint, and British Telecom are based on their available plant facilities. Depending upon terminal and computer locations, two types of transmission services may be available. The ®rst type of service, analog transmission, is readily available in the form of switched and leased telephone lines. Digital transmission is available in most large cities; however, the type of digital service offered can vary from city to city as well as between different locations within a city. For example, AT&T's DDS service, while available in over 100 cities in North America, is only supported by certain telephone company of®ces in each city. Thus, an analog extension is required to connect to this service from non-digital service locations as previously illustrated in Figure 1.16. Within each type of service several grades of transmission are available for consideration.



Analog service In general, analog service offers the user three grades of transmission: narrowband, voice-band and wideband. The data transmission rates capable on each of these grades of service depend upon the bandwidth and electrical properties of each type of circuit offered within each grade of service. Basically, transmission speed is a function of the bandwidth of the communications line: the greater the bandwidth, the higher the possible speed of transmission. Narrowband facilities are obtained by the carrier subdividing a voice-band circuit or by grouping a number of transmissions from different users onto a single portion of a circuit by time. Transmission rates obtained on narrowband facilities range between 45 and 300 bps. Teletype1 terminals that connect to message switching systems are the primary example of the use of narrowband facilities. The primary use of analog narrowband transmission facilities is by information distribution organizations, such as news services and weather bureaux. Although the utilization of analog narrowband transmission facilities was popular through the 1970s, since that time many organizations that used that medium have migrated to transmission facilities that permit higher data transmission rates. While narrowband facilities have a bandwidth in the range of 200 to 400 Hz, voice-band facilities have a bandwidth in the range of 3000 Hz. Data transmission speeds obtainable on voice-band facilities are differentiated by the type of voiceband facility utilizedÐswitched dial-up transmission or transmission via a leased line. For transmission over the switched telephone network data rates up to 56 kbps may be obtainable in one direction and up to 33.6 kbps in the opposite direction when communicating with an information utility or corporate remote
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access device that is directly connected to the switched network, resulting in only one analog±digital conversion in the downstream direction. Although the fact that leased lines can be conditioned enabled higher speed transmission to occur on analog leased lines than the switched telephone network through the 1980s, since then most modems have been designed to operate on both transmission facilities at equal operating rates. When operating on the switched network a high speed modem must use echo cancellation to obtain a full-duplex transmission capability on a two-wire circuit. In comparison, when used on a four-wire leased line a modem can use each two-wire pair for transmission in different directions. Although low data speeds can be transmitted on both narrowband and voiceband circuits, one should not confuse the two, since a low data speed on a voice circuit is transmission at a rate far less than the maximum permitted by that type of circuit, whereas a low rate on a narrowband facility is at or near the maximum transmission rate permitted by that type of circuit. Analog facilities which have a higher bandwidth than voice-band are termed wideband or group-band facilities since they provide a wider bandwidth through the grouping of a number of voice-band circuits. Wideband facilities are available only on leased lines and permit transmission rates at or in excess of 40 800 bps. Transmission rates on wideband facilities vary with the offerings of communications carriers. Speeds normally available include 40.8, 50 and 230.4 kbps. The growth in the availability of high speed digital transmission facilities during the late 1980s resulted in a corresponding decrease in the use of high speed analog transmission facilities. By the late 1990s, most wideband analog transmission facilities were replaced by the use of high speed digital transmission facilities. For direct connect circuits, transmission rates are a function of the distance between the terminal and the computer as well as the gauge of the conductor used.



Digital service In the area of digital service, several offerings are currently available for user consideration, that can be categorized by the data transmission rates they supportÐ low, medium, and high data rates. Low speed digital transmission services include AT&T's Dataphone Digital Service (DDS) and equivalent offerings from other communications carriers. DDS provides full-duplex, point-to-point, and multipoint synchronous transmission via leased lines at speeds of 2.4, 4.8, 9.6, 19.2 and 56 kbps as well as switched 56 kbps service. Medium speed digital transmission service is represented by AT&T's Accunet Spectrum of Digital Services (ASDS) and equivalent offerings from other communication carriers. As discussed earlier in this chapter, ASDS provides a fractional T1 transmission capability from 64 kbps to 1.544 Mbps in increments of 64 kbps. Common data transmission rates supported by ASDS and equivalent offerings from other carriers include 64, 128, 256, 512 and 768 kbps. High speed digital transmission service is represented by T1 facilities operating at 1.544 Mbps through T3 facilities that operate at 44.736 Mbps. A relatively new
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Transmission speed



Typical use



Analog Narrowband



45±300 pbs



Message switching



Voice-band Switched



Up to 56 000 bps



Time sharing; remote job entry; information utility access; ®le transfer



Leased



Up to 56 000 bps



Computer-to-computer; remote job entry; tape-totape transmission



At or over 40 800 bps



High-speed terminal to highspeed terminal



56 kbps, 384 kbps, 1.544 Mbps



LAN internetworking, Videoconferencing, computerto-computer



2.4, 4.8, 9.6, 19.2 kbps



Remote job entry; computer-tocomputer High speed fax; LAN internetworking Integrated voice and data Integrated voice and data



Wideband



Digital Switched



Leased line



56 kbps, n  56/64 kbps 1.544 Mbps 44 Mbps



digital offering known as a synchronous optical network (SONET) in North America, and as the Synchronous Digital Hierarchy (SDH) in Europe, provides a mechanism for interconnecting high speed networks via optical media. SONET speeds start at 51.84 Mbps and increase in multiples of that data rate to 2.488 Gbps. Table 1.6 lists the main analog and digital facilities, the range of transmission speeds over those facilities, and the general use of such facilities. The entry n  56/ 64 represents fractional service, with n varying from 1 to 12 on some carrier offerings while other carriers support n varying up to 24, the latter providing a full T1 service. When we discuss the T1 carrier later in this book we will also discuss in additional detail the reason why the fractional T1 operating rate increments at either 56 or 64 kbps intervals.



1.11 TRANSMISSION CODES Data within a computer or terminal device is structured according to the architecture of the device. The internal representation of data in either device is seldom suitable for transmission other than to peripheral units attached to terminals or computers. In most cases, to effect data transmission, internal formatted data must be redesigned or translated into a suitable transmission code. This transmission code creates a correspondence between the bit encoding of data for transmission or internal device representation and printed symbols. The end result of the translation is usually dictated by the character code that the devices communicat-
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ing with one another mutually support. Frequently available codes include Baudot, which is a 5-level (5 bits per character) code; binary-coded decimal (BCD), which is a 6-level code; American Standard Code for Information Interchange (ASCII), which is normally a 7-level code; and the extended binary-coded decimal interchange code (EBCDIC), which is an 8-level code. In addition to information being encoded into a certain number of bits based upon the transmission code used, the unique con®guration of those bits to represent certain control characters can be considered as a code that can be used to effect line discipline. These control characters may be used to indicate the acknowledgement of the receipt of a block of data without errors (ACK), the start of a message (SOH), or the end of a message (ETX), with the number of permissible control characters standardized according to the code employed. With the growth of computer-to-computer data transmission, a large amount of processing can be avoided by transferring data in the format used by the computer for internal processing. Such transmission is known as binary mode transmission, transparent data transfer, code-independent transmission, or native mode transmission.



Morse code One of the most commonly known codes, the Morse code, is not practical for utilization in a computer communications environment. This code consists of a series of dots and dashes, which, while easy for the human ear to decode, are of unequal length and not practical for data transmission implementation. In addition, since each character in the Morse code is not pre®xed with a start bit and terminated with a stop bit, it was initially not possible to construct a machine to automatically translate received Morse transmissions into their appropriate characters.



Baudot code The Baudot code, which is a 5-level (5 bits per character) code, was the ®rst code to provide a mechanism for encoding characters by an equal number of bits, in this case ®ve. The 5-level Baudot code was devised by Emil Baudot to permit teletypewriters to operator faster and more accurately than relays used to transmit information via telegraph. Since the number of different characters which can be derived from a code having two different (binary) states is 2 m , where m is the number of positions in the code, the 5-level Baudot code permits 32 unique character bit combinations. Although 32 characters could be represented normally with such a code, the necessity of transmitting digits, letters of the alphabet, and punctuation marks made it necessary to devise a mechanism to extend the capacity of the code to include additional character representations. The extension mechanism was accomplished by the use of two `shift' characters: `letters shift' and `®gures shift'. The transmission of a shift character informs the receiver that the characters which follow the shift character should be interpreted as characters from a symbol and numeric set or from the alphabetic set of characters.
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Characters A B C D E F G H I J K L M N O P Q R S T U V W X Y Z Functions Carriage return Line feed Space Lettershift Figures shift
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1



2
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8



0
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1 1 1 1 1 1 1



1



1 1 1 1 1



1 1 1 1 1 1



1 < ˆ
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3



4



5



1



1 1 1



1



1 1 1



1 1



1



1 1



1 1



1 1



1 1 1 1 1 1 1



1



1



1 1 1 1 1



1 1 1



1 1 1 1 1



1 1 1



1 1



1 1



The 5-level Baudot code is illustrated in Table 1.7 for one particular terminal pallet arrangement. A transmission of all ones in bit positions 1 to 5 indicates a letter shift, and the characters following the transmission of that character are interpreted as letters. Similarly, the transmission of ones in bit positions 1, 2, 4 and 5 would indicate a ®gures shift, and the following characters would be interpreted as numerals or symbols based upon their code structure. Although the Baudot code is quite old in comparison to the age of personal computers, it is the transmission code used by the Telex network which at one time was extensively employed in the business community to send messages throughout the world.
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BCD code The development of computer systems required the implementation of coding systems to convert alphanumeric characters into binary notation and the binary notation of computers into alphanumeric characters. The BCD system was one of the earliest codes used to convert data to a computer-acceptable form. This coding technique permits decimal numeric information to be represented by four binary bits and permits an alphanumeric character set to be represented through the use of six bits of information. This code is illustrated in Table 1.8. An advantage of this code is that two decimal digits can be stored in an 8-bit computer word and Table 1.8 Binary-coded decimal (BCD) system Bit position b6



b5



b4



b3



b2



b1



Character



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1



0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1



0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 1



0 0 0 1 1 1 1 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 1 0 0



0 1 1 0 0 1 1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1 0 0



1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1



A B C D E F G H I J K L M N O P Q R S T U V W X Y Z 0 1 2 3 4 5 6 7 8 9
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manipulated with appropriate computer instructions. Although only 36 characters are shown for illustrative purposes, a BCD code is capable of containing a set of 2 6 or 64 different characters.



EBCDIC code In addition to transmitting letters, numerals, and punctuation marks, a considerable number of control characters may be required to promote line discipline. These control characters may be used to switch on and off devices which are connected to the communications line, control the actual transmission of data, manipulate message formats, and perform additional functions. Thus, an extended character set is usually required for data communications. One such character set is EBCDIC code. The extended binary coded decimal interchange code (EBCDIC) is an extension of the BCD system and uses 8 bits for character representation. This code permits 2 8 or 256 unique characters to be represented, although currently a lesser number is assigned meanings. This code is primarily used for transmission by byte-oriented computers, where a byte is normally a grouping of eight consecutive binary digits operated on as a unit by the computer. The use of this code by computers may alleviate the necessity of the computer performing code conversion if the connected terminals operate with the same character set. One of the more interesting examples of computer terminology is the use of the terms bytes and octets. In the early days of computer development machines were constructed using different groupings of bits that were operated upon as an entity and referred to as a byte. At various times during the 1960s groupings of 4, 6, 8, 12 and 16 bits operated upon as an entity were referred to as bytes. Owing to this ambiguity, the term octet became commonly used in communications to refer to an 8-bit byte. However, since virtually all modern computers use 8-bit bytes, this author will use the term byte to refer to a grouping of 8 bits. Several subsets of EBCDIC exist that have been tailored for use with certain devices. As an example, IBM 3270 type terminal products would not use a paper feed and its character representation is omitted in the EBCDIC character subset used to operate that type of device, as indicated in Table 1.9.



ASCII code As a result of the proliferation of data transmission codes, several attempts to develop standardized codes for data transmission were made. One such code is the American Standard Code for Information Interchange (ASCII). This 7-level code is based upon a 7-bit code developed by the International Standards Organization (ISO) and permits 128 possible combinations or character assignments, to include 96 graphic characters that are printable or displayable and 32 control characters to include device control and information transfer control characters. Table 1.10 lists the ASCII character set while Table 1.11 lists the ASCII control characters by position and their meaning. A more detailed explanation of these control characters is contained in the section covering protocols in this chapter.
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The primary difference between the ASCII character set listed in Table 1.10 and other versions of the ITU International Alphabet Number 5 is the currency symbol. Although the bit sequence 0 1 0 0 0 1 0 is used to generate the dollar ($) currency symbol in the United States, in the United Kingdom that bit sequence results in the generation of the pound sign (£). Similarly, this bit sequence generates other currency symbols when the ITU International Alphabet Number 5 is used in other countries.



Extended ASCII Members of the IBM PC series and compatible computers use an extended ASCII character set which is represented as an 8-level code. The ®rst 128 characters in the character set, ASCII values 0 through 127, correspond to the ASCII character set listed in Table 1.10 while the next 128 characters can be viewed as an extension of that character set since they require an 8-bit representation. Caution is advised when transferring IBM PC ®les since characters with ASCII values greater than 127 will be received in error when they are transmitted using 7
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data bits. This is because the ASCII values of these characters will be truncated to values in the range 0 to 127 when transmitted with 7 bits from their actual range of 0 to 255. To alleviate this problem from occurring you can initialize your communications software for 8-bit data transfer; however, the receiving device must also be capable of supporting 8-bits ASCII data.
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Control character



0/0 0/1 0/2 0/3 0/4 0/5 0/6 0/7 0/8 0/9 0/10 0/11 0/12 0/13 0/14 0/15 1/0 1/1 1/2 1/3 1/4 1/5 1/6 1/7 1/8 1/9 1/10 1/11 1/12 1/13 1/14 1/15 7/15



^@ ^A ^B ^C ^D ^E ^F ^G ^H ^I ^J ^K ^L ^M ^N ^O ^P ^Q ^R ^S ^T ^U ^V ^W ^X ^Y ^Z ^[ ^/ ^]  , ^-



Mnemonic and meaning NUL SOH STX ETX EOT ENQ ACK BEL BS HT LF VT FF CR SO SI DLE DC1 DC2 DC3 DC4 NAK SYN ETB CAN EM SUB ESC FS GS RS US DEL



Null (CC) Start of heading (CC) Start of text (CC) End of text (CC) End of transmission (CC) Enquiry (CC) Acknowledgement (CC) Bell Backspace (FE) Horizonatal tabulation (FE) Line feed (FE) Vertical tabulation (FE) Form feed (FE) Carriage return (FE) Shift out Shift in Date link escape (CC) Device control 1 Device control 2 Device control 3 Device control 4 Negative acknowledge (CC) Synchronous idle (CC) End of transmission block (CC) Cancel End of medium Substitute Escape File separator (IS) Group separator (IS) Record separator (IS) Unit separator (IS) Delete



(CC) communications control; (FE) format effector; (IS) information separator.



Although conventional ASCII ®les can be transmitted in a 7-bit format, many word processing and computer programs contain text graphics represented by ASCII characters whose values exceed 127. In addition, EXE and COM ®les which are produced by assemblers and compilers contain binary data that must also be transmitted in 8-bit ASCII to be accurately received. While most communications programs can transmit 7- or 8-bit ASCII data, some programs, especially those developed in the early 1980s and handed down with antiquated computers, may not be able to transmit binary ®les accurately. This is due to the fact that communications programs that use the control Z character (ASCII SUB) to identify the end of a ®le transfer will misinterpret a group of 8 bits in an EXE or COM ®le being transmitted when they have the same 8-bit format as a control Z, and upon detection prematurely close the ®le. To avoid this situation you should obtain a communications software program that transfers ®les by blocks of bits or
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converts the data into a hexadecimal or octal ASCII equivalent prior to transmission if this type of data transfer will be required. Another communications problem you can encounter occurs when attempting to transmit ®les using some electronic mail services that are limited to transferring 7bit ASCII. If you created a ®le using a word processor which employs 8-bit ASCII codes to indicate special character settings, such as bold and underlined text, attempting to transmit the ®le via a 7-bit ASCII electronic mail service will result in the proverbial gobbledygook being received at the distant end. Instead, you should ®rst save the ®le as a `text' ®le prior to transmission. Although you will lose any embedded 8-bit ASCII control codes, you will be able to transmit the document over an electronic mail system limited to the transfer of 7-bit ASCII.



Code conversion A frequent problem in data communications is that of code conversion. Consider what must be done to enable a computer with an EBCDIC character set to transmit and receive information from a terminal with an ASCII character set. When that terminal transmits a character, that character is encoded according to the ASCII character code. Upon receipt of that character, the computer must convert the bits of information of the ASCII character into an equivalent EBCDIC character. Conversely, when data is to be transmitted to the terminal, it must be converted from EBCDIC to ASCII so the terminal will be able to decode and act according to the information in the character that the terminal is built to interpret. One of the most frequent applications of code conversion occurs when personal computers are used to communicate with IBM mainframe computers. Normally, ASCII to EBCDIC code conversion is implemented when an IBM PC or compatible personal computer is required to operate as a 3270 type terminal. This type of terminal is typically connected to an IBM or IBM compatible mainframe computer and the terminal's replacement by an IBM PC requires the PC's ASCII coded data to be translated into EBCDIC. There are many ways to obtain this conversion, including emulation boards that are inserted into the system unit of a PC and protocol converters that are connected between the PC and the mainframe computer. Later in this book, we will explore these and other methods that enable the PC to communicate with mainframe computers that transmit data coded in EBCDIC. Table 1.12 lists the ASCII and EBCDIC code character value for the 10 digits for comparison purposes. In examining the difference between ASCII and EBCDIC coded digits you will note that each EBCDIC coded digit has a value precisely Hex C0 (decimal 192) higher than its ASCII equivalent. Although this might appear to make code conversion a simple process of adding or subtracting a ®xed quantity depending upon which way the code conversion takes place, in reality many of the same ASCII and EBCDIC coded characters differ by varying quantities. As an example, the slash (/) character is Hex 2F in ASCII and Hex 61 in EBCDIC, a difference of Hex 92 (decimal 146). In comparison, other characters such as the carriage return and form feed have the same coded value in ASCII and EBCDIC, while other characters are displaced by different amounts in these two
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ASCII and EBCDIC digits comparison ASCII



Dec



Oct



Hex



EBCDIC



048 049 050 051 052 053 054 055 056 057



060 061 062 063 064 065 066 067 070 071



30 31 32 33 34 35 36 37 38 39



F0 F1 F2 F3 F4 F5 F6 F7 F8 F9



Digit 0 1 2 3 4 5 6 7 8 9



codes. Due to this, code conversion is typically performed as a table lookup process, with two buffer areas used to convert between codes in each of the two conversion directions. Thus, one buffer area might have the ASCII character set in Hex order in one ®eld of a two-®eld buffer area, with the equivalent EBCDIC Hex values in a second ®eld in the buffer area. Then, upon receipt of an ASCII character its Hex value is obtained and matched to the equivalent value in the ®rst ®eld of the buffer area, with the value of the second ®eld containing the equivalent EBCDIC Hex value which is then extracted to perform the code conversion.



1.12 ERROR DETECTION AND CORRECTION As a signal propagates down a transmission medium several factors can cause it to be received in error: the transmission medium employed and impairments caused by nature and machinery. The transmission medium will have a certain level of resistance to current ¯ow that will cause signals to attenuate. In addition, inductance and capacitance will distort the transmitted signals and there will be a degree of leakage which is the loss in a transmission line due to current ¯owing across, though insulators, or changes in the magnetic ®eld. Transmission impairments result from numerous sources. First, Gaussian or white noise is always present as it is the noise level that exists due to the thermal motions of electrons in a circuit. Next, impulse can occur from line hits due to atmospheric static or poor contacts in a telephone system. Regardless of the cause of a transmission disturbance, its duration and the operating rate of your communications session are the governing factors that determine the effect of the disturbance. For example, consider a noise burst of 0.01 s which is not uncommon and which sounds like a short click during a voice conversation. At a 1200 bps transmission rate the noise burst will result in 12 bits having the potential to be received in error. At 2400 bps the number of bits having the potential to be received in error is increased to 24. Similarly, increasing the duration of the noise burst increases the number of bits that have the potential to
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be received in error. For example, a noise burst of 0.1 s would result in 120 bits having the potential to be received in error when the data rate is 1200 bps, while 240 bits would have the potential to be received in error when the data rate is 2400 bps.



Asynchronous transmission In asynchronous transmission the most common form of error control is the use of a single bit, known as a parity bit, for the detection of errors. Owing to the proliferation of personal computer communications, more sophisticated error detection methods have been developed which resemble the methods employed with synchronous transmission.



Parity checking Character parity checking, also known as vertical redundancy checking (VRC), requires an extra bit to be added to each character in order to make the total quantity of 1 s in the character either odd or even, depending upon whether you are employing odd parity checking or even parity checking. When odd parity checking is employed, the parity bit is set to 1 if the number of 1 s in the character's data bits is even; or it is set at 0 if the number of 1 s in the character's data bits is odd. When even parity checking is used, the parity bit is set to 0 if the number of 1 s in the character's data bits is even; or if it is set to 1 if the number of 1 s in the character's data bits is odd. Two additional terms used to reference parity settings are `mark' and `space'. When the parity bit is set to a mark condition the parity bit is always 1 while space parity results in the parity bit always set to 0. Although not actually a parity setting, parity can be set to none, in which case no parity checking will occur. When transmitting binary data asynchronously, such as between personal computers via a wide area network transmission facility, parity checking must be set to none or off. This enables all 8 bits to be used to represent a character. Table 1.13 summarizes the effect of ®ve types of parity checking upon the eighth data bit in asynchronous transmission. Table 1.13 Parity effect upon eighth data bit Parity type



Parity effect



Odd



Eighth bit is logical zero if the total number of logical 1s in the ®rst seven data bits is odd



Even



Eighth bit is logical zero if the total number of logical 1s in the ®rst seven data bits is even.



Mark



Eighth bit is always logical 1.



Space



Eighth bit is always logical zero.



None/Off



Eighth bit is ignored.
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For an example of parity checking, let us examine the ASCII character R whose bit composition is 1 0 1 0 0 1 0. Since there are three 1 bits in the character R, a 0 bit would be added if odd parity checking is used or a 1 bit would be added as the parity bit if even parity checking is employed. Thus, the ASCII character R would appear as follows: data bits 10100 10100 10100 10100



1 1 1 1



0 0 0 0



parity bit 0 1 1 0



odd parity check even parity check mark parity check space parity check



Since there are three bits set in the character R, a 0 bit is added if odd parity checking is employed while a 1 bit is added if even parity checking is used. Similarly, mark parity results in the parity bit being set to 1 regardless of the composition of the data bits in the character, while space parity results in the parity bit always being set to 0. Undetected errors Although parity checking is a simple mechanism to investigate if a single bit error has occurred, it can fail when multiple bit errors occur. This can be visualized by returning to the ASCII R character example and examining the effect of additional bits erroneously being transformed as indicated in Table 1.14. Here the ASCII R character has three set bits and a one-bit error could transform the number of set bits to four. If parity checking is employed, the received set parity bit would result in the character containing ®ve set bits, which is obviously an error since even parity checking is employed. Now suppose two bits are transformed in error as indicated in Table 1.14. This would result in the reception of a character containing six set bits, which would appear to be correct under even parity checking. Thus, two bit errors in this situation would not be detected by a parity error detection technique.



Table 1.14 Character parity cannot detect an even number of bit errors ASCII character R



1 0 1 0 0 1 0



Adding an even parity bit



1 0 1 0 0 1 0 1 1



1 bit in error



1 1 1 1 1 1 1 1 0 1 1 / 1



2 bits in error 3 bits in error 4 bits in error



1 0 1 1 1 0 1 1 / 1 0 1 1 / 1



0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
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Now consider the effect of three bit errors shown in Table 1.14. In this example, the number of set bits was charged to ®ve which is a detectable error when even parity checking is employed. Let us, however, examine the effect of four bits being in error. In this example at the bottom of Table 1.14 the number of set bits was changed to four, which does not result in the detection of errors when even parity is employed. From the preceding we should recognize that parity can detect the occurrence of an odd number of bits errors within a character. Errors that effect an even number of bits will not be detected. This problem exists regardless of the method of parity checking used. In addition to the potential of undetected errors, parity checking has several additional limitations. First, the response to parity errors will vary based upon the type of computer with which you are communicating. Certain mainframes will issue a `Retransmit' message upon detection of a parity error. Some mainframes will transmit a character that will appear as a `fuzzy box' on your screen in response to detecting a parity error, while other computers will completely ignore parity errors. When transmitting data asynchronously on a personal computer, most communications programs permit the user to set parity to odd, even, off, space, or mark. Off or no parity would be used if the system with which your are communicating does not check the parity bit for transmission errors. No parity would be used when you are transmitting 8-bit EBCDIC or an extended 8-bit ASCII coded data, such as that available on the IBM PC and similar personal computers. Mark parity means that the parity bit is set to 1, while space parity means that the parity bit is set to 0. In the asynchronous communications world, two common sets of parameters are used by most bulletin boards, information utilities and supported by mainframe computers. The ®rst set consists of seven data bits and one stop bit with even parity checking employed, while the second set consists of eight data bits and one stop bit using no parity checking. Table 1.15 compares the communications parameter settings of two popular information utilities. Table 1.15 Parameter



Data bits Parity Stop bits Duplex



Communication parameter settings Information utility CompuServe



Dow Jones



7/8 even/none 1 full



8 none 1 full



File transfer problems Although visual identi®cation of parity errors in an interactive environment is possible, what happens if you transfer a large ®le over the switched telephone network? During the 1970s a typical call over the switched telephone network
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resulted in the probability of a random bit error occurring of approximately 1 in 100 000 bits at a data transmission rate of 1200 bps. If you desired to upload or download a 1000-line program containing an average of 40 characters per line, a total of 320 000 data bits would have to be transmitted. During the 4.4 minutes required to transfer this ®le you could expect 3.2 bit errors to occur, probably resulting in several program lines being received incorrectly if the errors occur randomly. In such situations you would prefer an alternative to visual inspection. Thus, a more ef®cient error detection and correction method was needed for large data transfers.



Block checking In this method, data is grouped into blocks for transmission. A checksum character is generated and appended to the transmitted block and the checksum is also calculated at the receiver, using the same algorithm. If the checksums match, the data block is considered to be received correctly. If the checksums do not match, the block is considered to be in error and the receiving station will request the transmitting station to retransmit the block. One of the most popular asynchronous block checking methods is included in the XMODEM protocol, which was the ®rst method developed to facilitate ®le transfer and is still extensively used in personal computer communications. Although the operation of this protocol is covered in detail later in this chapter, we will focus our attention at his time on its error detection and correction capability. For information concerning the actual operation of data transfers under the XMODEM protocol the reader is referred to Section 1.15. Under the XMODEM protocol groups of asynchronous characters are blocked together for transmission and a checksum is computed and appended to the end of the block. The checksum is obtained by ®rst summing the ASCII value of each data character in the block and dividing that sum by 255. Then, the quotient is discarded and the remainder is appended to the block as the checksum. Thus, mathematically the XMODEM checksum can be represented as 3 2 128 X ASCII value of characters7 6 7 6 1 7 Checksum ˆ R6 7 6 255 5 4



where R is the remainder of the division process. When data is transmitted using the XMODEM protocol, the receiving device at the other end of the link performs the same operation upon the block being received. This `internally' generated checksum is compared to the transmitted checksum. If the two checksums match, the block is considered to have been received error-free. If the two checksums do not match, the block is considered to be in error and the receiving device will then request the transmitting device to resend the block.



52 _______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS



Figure 1.26 XMODEM protocol block format. The start of header is the ASCII SOH character whose bit composition is 00000001, while the one's complement of the block number is obtained by subtracting the block number from 255. The checksum is formed by ®rst adding the ASCII values of each of the characters in the 128 character block, dividing the sum by 255 and using the remainder



Figure 1.26 illustrates the XMODEM protocol block format. The start of header is the ASCII SOH character whose bit composition is 0 0 0 0 0 0 0 1, while the one's complement of the block number is obtained by subtracting the block number from 255. The block number and its complement are contained at the beginning of each block to reduce the possibility of a line hit at the beginning of the transmission of a block causing the block number to be corrupted but not detected. The construction of the XMODEM protocol format permits errors to be detected in one of three ways. First, if the start of header is damaged, it will be detected by the receiver and the data block will be negatively acknowledged. Next, if either the block number or the one's complement ®eld is damaged, they will not be the one's complement of each other, resulting in the receiver negatively acknowledging the data block. Finally, if the checksum generated by the receiver does not match the transmitted checksum, the receiver will transmit a negative acknowledgement. For all three situations the negative acknowledgement will serve as a request to the transmitting station to retransmit the previously transmitted block. Data transparency Since the XMODEM protocol supports an 8-bit, no parity data format it is transparent to the data content of each byte. This enables the protocol to support ASCII, binary and extended ASCII data transmission, where extended ASCII is the additional 128 graphic characters used by the IBM PC and compatible computers through the employment of an 8-bit ASCII code. Error detection ef®ciency While the employment of a checksum reduces the probability of undetected errors in comparison to parity checking, it is still possible for undetected errors to occur under the XMODEM protocol. This can be visualized by examining the construction of the checksum character and the occurrence of multiple errors when a data block is transmitted. Assume a 128-character data block of all 1 s is to be transmitted and each data character has the format 0 0 1 1 0 0 0 1, which is an ASCII 49. When the checksum
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Figure 1.27 Multiple errors on an XMODEM data block



is computed the ASCII value of each data character is ®rst added, resulting in a sum of 6272 (128  49). Next, the sum is divided by 255, with the remainder used as the checksum, which in this example is 152. Suppose two transmission impairments occur during the transmission of a data block under the XMODEM protocol, affecting two data characters as illustrated in Figure 1.27. Here the ®rst transmission impairment converted the ASCII value of the character from 49 to 48, while the second impairment converted the ASCII value of the character from 49 to 50. Assuming no other errors occurred, the receiving device would add the ASCII value of each of the 128 data characters and obtain a sum of 6272. When the receiver divides the sum by 255, it obtains a checksum of 152, which matches the transmitted checksum and the errors remain undetected. Although the preceding illustration was contrived, it illustrates the potential for undetected errors to occur under the XMODEM protocol. To make the protocol more ef®cient with respect to undetected errors, several derivatives of the XMODEM protocol have gained popularity and are now commonly available in most communications programs designed for operation on personal computers as well as supported by information utilities and bulletin board systems. These derivatives of the XMODEM protocol include XMODEM/CRC and YMODEM, each of which uses a cyclic redundancy check (CRC) in place of the checksum for error detection. The use of CRC error detection reduces the probability of undetected errors to less than one in a million blocks and is the preferred method for ensuring data integrity. The concept of CRC error detection is explained later in this section under synchronous transmission, as it was ®rst employed with this type of transmission. The operation of the XMODEM, XMODEM/CRC and YMODEM protocols are examined in more detail in the protocol section of this chapter.



Synchronous transmission The majority of error-detection schemes employed in synchronous transmission involve geometric codes or cyclic code. However, several modi®cations to the original XMODEM protocol, such as XMODEM-CRC, use a cyclic code to protect asynchronously transmitted data. Geometric codes attack the de®ciency of parity by extending it to two dimensions. This involves forming a parity bit on each individual character as well as on all the characters in the block. Figure 1.28 illustrates the use of block parity checking for a block of 10 data characters. As indicated, this block parity character is also known as the `longitudinal redundancy check' (LRC) character. Geometric codes are similar to the XMODEM error-detection technique in the fact that they are also far from foolproof. As an example of this, suppose a 2-bit
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Figure 1.28



VRC/LRC geometric code (odd parity checking)



duration transmission impairment occurred at bit positions 3 and 4 when characters 7 and 9 in Figure 1.28 were transmitted. Here the two 1 s in those bit positions might be replaced by two 0 s. In this situation each character parity bit as well as the block parity character would fail to detect the errors. A transmission system using a geometric code for error detection has a slightly better capability to detect errors than the method used in the XMODEM protocol and is hundreds of times better than simple parity checking. While block parity checking substantially reduces the probability of an undetected error in comparison to simple parity checking on a character by character basis, other techniques can be used to further decrease the possibility of undetected errors. Among these techniques is the use of cyclic or polynomial code.



Cyclic codes When a cyclic or polynomial code error-detection scheme is employed the message block is treated as a data polynomial D…x†, which is divided by a prede®ned generating polynomial G…x†, resulting in a quotient polynomial Q…x† and a remainder polynomial R…x†, such that D…x†=G…x† ˆ Q…x† ‡ R…x† The remainder of the division process is known as the cyclic redundancy check (CRC) and is normally 16 bits in length or two 8-bit bytes. The CRC checking method is used in synchronous transmission and in asynchronous transmission using derivatives of the XMODEM protocol similar to the manner in which the checksum is employed in the XMODEM protocol previously discussed. That is, the CRC is appended to the block of data to be transmitted. The receiving devices uses the same prede®ned generating polynomial to generate its own CRC based upon the received message block and then compares the `internally' generated CRC with the transmitted CRC. If the two match, the receiver transmits a positive acknowledgement (ACK) communications control character to the transmitting device which not only informs the distant device that the data was received
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Polynomial



CRC-16 (ANSI) CRC (ITU) CRC-12 CRC-32



X 16 ‡ X 15 ‡ X 5 ‡ 1 X 16 ‡ X 12 ‡ X 5 ‡ 1 X 12 ‡ X 11 ‡ X 3 ‡ 1 X 32 ‡ X 26 ‡X 23 ‡ X 22 ‡ X 16 ‡ X 12 ‡ X 11 ‡ X 10 ‡ X 8 ‡X 7 ‡ X 5 ‡ X 4 ‡ X 2 ‡ X ‡ 1



correctly but also serves to inform the device that if additional blocks of data remain to be transmitted the next block can be sent. If an error has occurred, the internally generated CRC will not match the transmitted CRC and the receiver will transmit a negative acknowledgement (NAK) communications control character which informs the transmitting device to retransmit the block previously sent. Table 1.16 lists four generating polynomials in common use today. The CRC-16 is based upon the American National Standards Institute and is commonly used in the United States. The ITU CRC is commonly used in transmissions in Europe while the CRC-12 is used with 6-level transmission codes and has been basically superseded by the 16-bit polynomials. The 32-bit CRC is de®ned for use in local networks by the Institute of Electrical and Electronic Engineers (IEEE) and the American National Standards Institute (ANSI). For further information concerning the use of the CRC-32 polynomial the reader is referred to the IEEE/ANSI 802 standards publications. The column labelled polynomial in Table 1.16 actually indicates the set bits of the 32-bit, 16-bit or 12-bit polynomial. Thus, the CRC-16 polynomial has a bit composition of 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1. Hardware computations Originally CRC computations were associated with synchronous transmission in which the computations were performed using special hardware known as shift registers. Figure 1.29 illustrates the basic format of a multisection shift register used for the computation of the ITU CRC. The contents of this register are initially set to zero. As each bit in a data block is output onto the communications line it is also applied to the location marked X in Figure 1.29. This results in that bit and subsequent bits being placed into bit positions 15, 10, and 3. Note that those bit positions reference the positions within the register. Since the least signi®cant bit (LSB) is output from the register ®rst, that bit position corresponds to the X 16 term of the CRC. As bits are shifted from left to right through the segments of the shift register they eventually reach exclusive-OR gates located between each section of the register. The input to each of these exclusive-OR gates consists of bits shifted through sections of the registers and new bits output onto the communications line.
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Figure 1.29 Multisection shift used for ITU CRC computation ‡ exclusive-OR gate. Input



Output



00 01 10 11



0 1 1 0



The operation of an exclusive-OR gate results in the output of a 0 if the inputs are both 0 or both 1. If the inputs differ, the output of the exclusive-OR gate is a 1. Once all of the bits in a data block entered the shift register the transmitter retrieves the contents of the shift register and transmits the 16 bits as a two-byte CRC. This two-byte CRC is commonly referred to as the block check characters (BCC) in communications literature. Even though a CRC-32 uses a four-byte CRC, that CRC is also commonly referred to as a BCC. After transmitting the CRC the transmitter initializes the shift register positions to zero prior to sending bits from the next block into the register. At the opposite end of the transmission link the receiving device applies the incoming bit stream to point X of a similar multisection shift register. Once the receiver's CRC is computed it is then extracted from the shift register and compared to the CRC appended to the transmitted data block. If the two CRCs match the data block is considered to be received without error. Although hardware-based CRC computations are still normally used with synchronous transmission, almost all such computations are performed by software using the microprocessor of personal computers. To calculate the 16bit CRC the message bits are considered to be the coef®cients of a polynomial. This message polynomial is ®rst multiplied by X 16 and then divided by the generator polynomial …X 16 ‡ X 12 ‡ X 5 ‡ 1† using modulo 2 arithmetic. The remainder after the division is the desired CRC. International transmission Due to the growth in international communications, one frequently encountered transmission problem is the employment of dissimilar CRC generating polynomials. This typically occurs when an organization in the United States attempts to communicate with a computer system in Europe or a European organization attempts to transmit to a computer system located in the United States.
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When dissimilar CRC generating polynomials are employed, the two-byte block-check character appended to the transmitted data block will never equal the block-check character computed at the receiver. This will result in each transmitted data block being negatively acknowledged, eventually resulting in a threshold of negative acknowledgements being reached. When this threshold is reached the protocol aborts the transmission session, causing the terminal operator to reinitiate the communications procedure required to access the computer system they wish to connect to. Although the solution to this problem requires either the terminal or a port on the computer system to be changed to use the appropriate generating polynomial, the lack of publication of the fact that there are different generating polynomials has caused many organizations to expend a considerable amount of needless effort. One bank which the author is familiar with monitored transmission attempts for almost 3 weeks. During this period, they observed each block being negatively acknowledged and blamed the communications carrier, insisting that the quality of the circuit was the culprit. Only after a consultant was called and spent approximately a week examining the situation was the problem traced to the utilization of dissimilar generating polynomials. Forward error correcting During the 1950s and 1960s when mainframe computers used core memory circuits, designers spent a considerable amount of effort developing codes that carried information which enabled errors to be detected and corrected. Such codes are collectively called forward error correction (FEC) and have been employed in Trellis Coded Modulation modems under the ITU-T V.32, V.32 bis, V.33, and V.34 recommendation, and will be described later in this book. One popular example of a forward error correcting code is the Hamming code. This code can be used to detect one or more bits in error at a receiver as well as to determine which bits are in error. Since a bit can have only one of two values, knowledge that a bit is in error allows the receiver to reverse or reset the bit, correcting its erroneous condition. The Hamming code uses m parity bits with a message length of n bits, where n ˆ 2 m 1. This permits k information bits where k ˆ n m. The parity bits are then inserted into the message at bit positions 2 j 1 where j ˆ 1; 2; . . . ; m. Table 1.17 illustrates the use of a Hamming code error correction for m ˆ 3, k ˆ 4, and n ˆ 7. In the Hamming code encoding process the data and parity bits are exclusiveORed with all possible data values to determine the value of each parity bit. This is illustrated in Figure 1.30 which results in P 1 , P 2 , and P 3 having values of 0, 1, and 1, respectively.



Table 1.17 Hamming code error correction example Message length Information bits Parity



ˆ 7 bits ˆ 4 bits ˆ 1100 ˆ 3 bits ˆ P 1 ; P 2 ; P 3
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Figure 1.30 The Hamming code encoding process. Using exclusive-OR arithmetic the three equations yield P 1 ˆ 0, P 2 ˆ 1, P 3 ˆ 1



Figure 1.31 The Hamming code decoding process



Using the values obtained for each parity bit results in the transmitted message becoming 0111100. Now assume an error occurs in bit 5, resulting in the received message becoming 0111000. Figure 1.31 illustrates the Hamming code decoding process in which the received message is exclusive-ORed against a matrix of all possible values of the three parity bits, yielding the sum 101 2 , which is the binary value for 5. Thus, bit 5 is in error and is corrected by reversing or resetting its value.



1.13 STANDARDS ORGANIZATIONS, ACTIVITIES AND THE OSI REFERENCE MODEL The importance of standards and the work of standards organizations have proved essential for the growth of worldwide communications. In the United States and many other countries, national standards organizations have de®ned physical and operational characteristics that enable vendors to manufacture equipment compatible with line facilities provided by communications carriers as well as equipment produced by other vendors. At the international level, standards organizations have promulgated several series of communications related recommendations. These recommendations, while not mandatory, have become highly in¯uential on a worldwide basis for the development of equipment and facilities and have been adopted by hundreds of public companies and communications carriers. In addition to national and international standards a series of de facto standards has evolved through the licensing of technology among companies. Such de facto standards, as an example, have facilitated the development of communications
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software for use on personal computers. Today, consumers can purchase communications software that can control modems manufactured by hundreds of vendors since most modems are now constructed to respond to a uniform set of control codes. In this section we will ®rst focus our attention upon national and international standards bodies as well as discuss the importance of de facto standards. Due to the importance of the Open Systems Interconnection (OSI) Reference Model in data communications we will conclude this section with an examination of that model. Although this examination will only provide the reader with an overview of the seven layers of the OSI model, it will provide a foundation for a detailed investigation of several layers of that model presented in subsequent chapters in this book.



National standards organizations Table 1.18 lists six representative national standards organizationsÐfour whose activities are primarily focused within the United States and two whose activities are directed within speci®c foreign countries. Although each of the organizations listed in Table 1.18 is an independent entity, their level of coordination and cooperation with one another and international organizations is very high. In fact, many standards adopted by one organization have been adopted either `as is' or in modi®ed form by other organizations. Table 1.18 Representative national standards organizations



United States American National Standards Institute Electronic Industries Association Federal Information Processing Standards Institute of Electrical and Electronic Engineers Foreign British Standards Institution Canadian Standards Association



ANSI The American National Standards Institute (ANSI) is the principal standards forming body in the United States. This non-pro®t, non-governmental organization is supported by approximately 1000 professional societies, companies and trade organizations. ANSI represents the United States in the International Organization for Standardization (ISO) and develops voluntary standards that are designed to bene®t both consumers and manufacturers. Perhaps the most well known part of ANSI is its X3 standards committee. Established in 1960 to investigate computer industry related standards, the X3
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Responsibility



X3S31 X3S32 X3S33 X3S34 X3S35 X3S36 X3S37



Planning Glossary Transmission format Control procedures System performance Signaling speeds Public data networks



standards committee has grown to 25 technical committees to include the X3S3 Data Communications Technical Committee which is composed of seven task groups. Table 1.19 lists the current task groups of the ANSI X3S3 Data Communications Technical Committee and their responsibilities. Foremost among ANSI standards are X3.4 which de®nes the ASCII code and X3.1 which de®nes data signaling rates for synchronous data transmission on the switched telephone network. Table 1.20 lists representative ANSI data communications standards publications by number and title. Many of these standards have been adopted by the US government as Federal Information Processing Standards (FIPS). The reader is referred to Table 1.23 at the end of this section for a list of the addresses of standards organizations mentioned in this section.



EIA The Electronic Industries Association (EIA) is a trade organization headquartered in Washington, DC, which represents most major US electronics industry manufacturers. Since its founding in 1924, the EIA Engineering Department has published over 500 documents related to standards. In the area of communications, the EIA established its Technical Committee TR-30 in 1962. The primary emphasis of this committee is upon the development and maintenance of interface standards governing the attachment of data terminal equipment (DTE), such as terminals and computer ports, to data communications equipment (DCE), such as modems and digital service units. TR-30 committee standards activities include the development of the ubiquitous RS-232 interface standard which describes the operation of a 25-pin conductor which is the most commonly used physical interface for connecting DTE to DCE. Two other commonly known EIA standards and one emerging standard are RS366A, RS-449, and RS-530. RS-366 describes the interface used to connect terminal devices to automatic calling units; RS-449 was originally intended to replace the RS-232 interface due to its ability to extend the cabling distance between devices, while RS-530 may eventually evolve as a replacement for both RS-232 and RS-449 as it eliminates many objections to RS-449 that inhibited its
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Publication title Synchronous Signaling Rates for Data Transmission Code for Information Interchange Bit Sequencing for the American National Standard Code for Information Interchange in Serial-by-Bit Data Transmission Character Structure and Character Parity Sense for Serial-by-Bit Data Communications Information Interchange Signal Quality at Interface Between Data Processing Technical Equipment for Synchronous Data Transmission Character Structure and Character Parity Sense for Parallel-by-Bit Communications in American National Standard Code for Information Interchange Procedures for the Use of the Communications Control Characters for American National Standard Code for Information Interchange interchange in Speci®c Data Communications Links Synchronous High-Speed Signaling Rates Between Data Terminal Equipment and Data Communication Equipment Code Extension Techniques for Use with 7-Bit Coded Character Set of American National Standard Code for Information Interchange Determination of the Performance of Data Communications Systems Structure for Formatting Message Headings for Information Interchange for Data Communication System Control American National Standard for Advanced Data Communication Control Procedures (ADCCP) Determination of Performance of Data Communications System that Use Bit-Oriented Control Procedures Data Encryption Algorithm



adoption. The reader is referred to Section 1.14 for detailed information covering the previously mentioned EIA standards. The TR-30 committee works closely with both ANSI Technical Committee X3S3 and with groups within the International Telecommunications Union (ITU) Standardizations Sector (ITU-T) which was formerly known as the Consultative Committee for International Telephone and Telegraph (CCITT). In fact, the ITU V.24 standard is basically identical to the EIA RS-232 standard, resulting in hundreds of communications vendors designing RS-232/V.24 compatible equipment. As a result of the widespread acceptance of the RS-232/V.24 interface standard, a cable containing up to 25 conductors with a prede®ned set of connectors can be used to cable most DTEs to DCEs. Even though there are exceptions to this interface standard, this standard has greatly facilitated the manufacture of communications products, such as terminals, computer ports, modems, and digital service units that are physically compatible with one another and which can be easily cabled to one another. Another important EIA standard resulted from the joint efforts of the EIA and the Telecommunications Industry Association (TIA). Known as EIA/TIA-568, this standard de®nes structured wiring within a building and is primarily used for



62 _______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS



supporting local area networking. This standard will be covered in Chapter 3 when we focus our attention upon LANs.



FIPS As a result of US Public Law 89-306 (the Brooks Act) which directed the Secretary of the Department of Commerce to make recommendations to the President concerning uniform data processing standards, that agency developed a computer standardization program. Since Public Law 89-306 did not cover telecommunications, the enactment of Public Law 99-500, known as the Brooks Act Amendment, expanded the de®nition of automatic data processing (ADP) to include certain aspects related to telecommunications. FIPS, an acronym for Federal Information Processing Standards, are the indirect result of Public Law 89-306 and is the term applied to standards developed under the US government's computer standardization program. FIPS speci®cations are drafted by the National Institute of Standards and Technology (NIST), formerly known as the National Bureau of Standards (NBS). Approximately 100 FIPS have been adopted, ranging in scope from the ASCII code to the Hollerith punched card code and such computer languages as COBOL and FORTRAN. Most FIPS have an ANSI national counterpart. The key difference between FIPS and their ANSI counterparts is that applicable FIPS must be met for the procurement, management and operation of ADP and telecommunications equipment by federal agencies, whereas commercial organizations in the private sector can choose whether or not to obtain equipment that complies with appropriate ANSI standards.



IEEE The Institute of Electrical and Electronic Engineers (IEEE) is a US-based engineering society that is very active in the development of data communications standards. In fact, the most prominent developer of local area networking standards is the IEEE, whose subcommittee 802 began its work in 1980 prior to the establishment of a viable market for the technology. The IEEE Project 802 efforts are concentrated upon the physical interface of equipment and the procedures and functions required to establish, maintain and release connections among network devices to include de®ning data formats, error control procedures and other control activities governing the ¯ow of information. This focus of the IEEE actually represents the lowest two layers of the ISO model, physical and data link, which are discussed later in this section and in more detail in Chapter 3.



BSI The British Standards Institution (BSI) is the national standards body of the United Kingdom. In addition to drafting and promulgating British National Standards, BSI is responsible for representing the United Kingdom at ISO and
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other international bodies. BSI responsibilities include ensuring that British standards are in technical agreement with relevant international standards, resulting in, as an example, the widespread use of the V.24/RS-232 physical interface in the United Kingdom.



CSA The Canadian Standards Association (CSA) is a private, non-pro®t organization which produces standards and certi®es products for compliance with their standards. CSA functions similar to a combined US ANSI and Underwriters Laboratory, the latter also a private organization which is well known for testing electrical equipment ranging from ovens and toasters to modems and computers. In many instances, CSA standards are the same as international standards, with many ISO and ITU standards adopted as CSA standards. In other instances, CSA standards represent modi®ed international standards.



International standards organizations Two important international standards organizations are the International Telecommunications Union (ITU) and the International Organization for Standardization (ISO). The ITU can be considered as a governmental body as it functions under the auspices of an agency of the United Nations. Although the ISO is a non-governmental agency, its work in the ®eld of data communications is well recognized.



ITU The International Telecommunications Union (ITU) is a specialized agency of the United Nations headquartered in Geneva, Switzerland. The ITU is tasked with direct responsibility for developing data communications standards and consists of 15 Study Groups, each tasked with a speci®c area of responsibility. The work of the ITU is performed on a four-year cycle which is known as a study period. At the conclusion of each study period, a plenary session occurs. During the plenary session, the work of the ITU during the previous four years is reviewed, proposed recommendations are considered for adoption, and items to be investigated during the next four-year cycle are considered. The ITU's Tenth Plenary Session met in 1992 and its 11th session occurred during 1996. Although approval of recommended standards is not intended to be mandatory, ITU recommendations have the effect of law in some Western European countries and many of its recommendations have been adopted by both communications carriers and vendors in the United States. Recommendations Recommendations promulgated by the ITU are designed to serve as a guide for technical, operating and tariff questions related to data and telecommunications.
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ITU recommendations are designated according to the letters of the alphabet, from Series A to Series Z, with technical standards included in Series G to Z. In the ®eld of data communications, the most well known ITU recommendations include Series I which pertains to Integrated Services Digital Network (ISDN) transmission, Series Q which describes ISDN switching and signaling systems, Series V which covers facilities and transmission systems used for data transmission over the PSTN and leased telephone circuits, the DTE±DCE interface and modem operations, and Series X which covers data communications networks to include Open Systems Interconnection (OSI).



The ITU V-series To provide readers with a general indication of the scope of ITU recommendations, Table 1.21 lists those promulgated for the V-series at the time this book was prepared. In examining the entries in Table 1.21, note that the ITU Recommendation V.3 is actually a slightly modi®ed ANSI X3.4 standard, the ASCII code. For international use, the V.3 recommendation speci®es national currency symbols in place of the dollar sign ($) as well as a few other minor differences. You should also note that certain ITU recommendations, such as V.21, V.22 and V.23, among others, while similar to AT&T Bell modems, may or may not provide operational compatibility with modems manufactured to Bell speci®cations. Chapter 5 provides detailed information concerning modem operations and compatibility issues.



ISO The International Organization for Standardization (ISO) is a non-governmental entity that has consultative status within the UN Economic and Social Council. The goal of the ISO is to `promote the development of standards in the world with a view to facilitating international exchange of goods and services'. The membership of the ISO consists of the national standards organizations of most countries, with approximately 100 countries currently participating in its work. Perhaps the most notable achievement of the ISO in the ®eld of communications is its development of the seven-layer Open Systems Interconnection (OSI) Reference Model. This model is discussed in detail at the end of this section.



De facto standards Prior to the breakup of AT&T, a process referred to as divestiture, US telephone interface de®nitions were the exclusive domain of AT&T and its research subsidiary, Bell Laboratories. Other vendors which developed equipment for use on the AT&T network had to construct their equipment to those interface de®nitions. In addition, since AT&T originally had a monopoly on equipment that could be connected to the switched telephone network, upon liberalization of that



1.13 STANDARDS ORGANIZATIONS, ACTIVITIES AND THE OSI REFERENCE MODEL _____ 65 Table 1.21 CCITT V-series recommendations



General V.1 Equivalence between binary notation symbols and the signi®cant conditions of a two-condition code. V.2 Power levels for data transmission over telephone lines. V.3 International Alphabet No. 5. V.4 General structure of signals of International Alphabet No. 5 code of data transmission over public telephone networks. V.5 Standardization of data signaling rates for synchronous data transmission in the general switched telephone network. V.6 Standardization of data signaling rates for synchronous data transmission on leased telephone-type circuits. V.7 De®nitions of terms concerning data communication over the telephone network. Interface and voice-band modems V.10 Electrical characteristic for unbalanced double-current interchange circuits for general use with integrated circuit equipment in the ®eld of data communications. Electrically similar to RS-423. V.11 Electrical characteristics of balanced double-current interchange circuits for general use with integrated circuit equipment in the ®eld of data communications. Electrically similar to RS-422. V.15 Use of acoustic coupling for data transmission. V.16 Medical analogue data transmission modems. V.19 Modems for parallel data transmission using telephone signaling frequencies. V.20 Parallel data transmission modems standardized for universal use in the general switched telephone network. V.21 300 bps duplex modem standardized for use in the general switched telephone network. Similar to the Bell 103. V.22 1200 bps duplex modem standardized for use on the general switched telephone network and on leased circuits. similar to the Bell 212. V.22 bis 2400 bps full-duplex two-wire modem standard. V.23 600/1200 baud modem standardized for use in the general switched telephone network. Similar to the Bell 202. V.24 List of de®nitions for interchange circuits between data terminal equipment and data circuit-terminating equipment. Similar to and operationally compatible with RS-232. V.25 Automatic calling and/or answering on the general switched telephone network, including disabling of echo suppressors on manually established calls. RS-366 parallel interface. V.25 bis Serial RS-232 interface. V.26 2400 bps modem standardized for use on four-wire leased telephone-type circuits. Similar to the Bell 201 B. V.26 bis 2400/1200 pbs modem standardized for use in the general switched telephone network. Similar to the Bell 201 C. V.26 ter 2400 pbs modem that uses echo cancellation techniques suitable for application in the general switched telephone network. V.27 4800 bps modem with manual equalizer standardized for use on leased telephone-type circuits. Similar to the Bell 208A. (continued )



66 _______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS Table 1.21 (cont.) V.27 bis 4800/2400 bps modem with automatic equalizer standardized for use on leased telephone-type circuits. V.27 ter 4800/2400 bps modem standardized for use in general switched telephone network. Similar to the Bell 208B. V.28 Electrical characteristics for unbalanced double-current interchange circuits (de®ned by V.24; similar to and operational with RS-232). V.29 9600 bps modem standardized for use on point-to-point four-wire leased telephone-type circuits. Similar to the Bell 209. V.31 Electrical characteristics for single-current interchange circuits controlled by contact closure. V.32 Family of 4800/9600 bps modems operating full-duplex over two-wire facilities. V.33 14.4 kbps modem standardized for use on point-to-point four-wire leased telephone-type circuits. V.34 28.8/33.6 kbps modem standardization for operating full duplex over two-wire facilities. V.35 Data transmission at 48 kbps using 60±108 kHz group band circuits. CCITT balanced interface speci®cation for data transmission at 48 kbps, using 60±108 kHz group band circuits. Usually implemented on a 34-pin M block type connector (M 34) used to interface to a high-speed digital carrier such as DDS. V.36 Modems for synchronous data transmission using 60±108 kHz group band circuits. V.37 Synchronous data transmission at a data signalling rate higher than 72 kbps using 60-108 kHz group band circuits. V.40 Error indication with electromechanical equipment. V.41 Code-independent error control system. V.42 Error control for modems. V.42 bis Data compression for use in switched network modems. V.50 Standard limits for transmission quality of data transmission. V.51 Organization of the maintenance of international telephone-type circuits used for data transmission. V.52 Characteristic of distortion and error-rate measuring apparatus for data transmission. V.53 Limits for the maintenance of telephone-type circuits used for data transmission. V.54 Loop test devices for modems. V.55 Speci®cation for an impluse noise measuring instrument for telephone-type circuits. V.56 Comparative tests of modems for use over telephone-type circuit. V.90 56 kbps modem standardization for operating downstream and 33.6 kbps upstream over two-wire facilities.



policy third-party vendors had to design communications equipment, such as modems, that was compatible with the majority of equipment in use. As some third-party vendor products gained market acceptance over other products, vendor licensing of technology resulted in the development of de facto standards. Another area responsible for the development of a large number of de facto standards is the Internet community. In this section we will examine both vendor and Internet de facto standards.
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AT&T compatibility Since AT&T originally had a monopoly on equipment connected to its network, when third-party vendors were allowed to manufacture products for use on AT&T facilities they designed most of their products to be compatible with AT&T equipment. This resulted in the operational characteristics of many AT&T products becoming de facto standards. In spite of the breakup of AT&T, this vendor still de®nes format and interface speci®cations for many facilities that third-party vendors must adhere to for their product to be successfully used with such facilities. AT&T, like standards organizations, publishes a variety of communications reference publications that de®ne the operational characteristics of its facilities and equipment. AT&T's catalog of technical documents is contained in two publications. AT&T's Publication 10000 lists over 140 publications and includes a synopsis of their contents, date of publication and cost. Formally known as the Catalog of Communications Technical Publications, Publication 10000 includes several order forms as well as a toll-free 800 number for persons who wish to call in their order. AT&T's Publication 10000A, which was issued as an addendum to Publication 10000 lists new and revised technical reference releases as well as technical references deleted from Publication 10000 and the reason for each deletion. In addition, Publication 10000A includes a supplementary list of select codes for publications listed in Publication 10000. The select code is the document's ordering code, which must be entered on the AT&T order form. Readers should obtain both documents from AT&T to simplify future orders. Publication 10000 and 10000A and the publication listed therein can be obtained by writing or calling AT&T at the address or telephone numbers listed in Table 1.23. Table 1.22 is an extract of some of the AT&T technical publications listed in Publications 10000 and 10000A. As can be seen, a wide diversity of publications can be ordered directly from AT&T.



Table 1.22 Selected AT&T publications Publication number CB 142 CB 143 PUB 41449 PUB PUB PUB PUB PUB



41457 52411 54010 54012 54075



Publication title The Extended Superframe Format Interface Speci®cation Digital Access and System Technical Reference and Compatibility Speci®cation Integrated Service Digital Network (ISDN) Primary Rate Interface Speci®cation SKYNET Digital Service ACCUNET T1.5 Service Description and Interface Speci®cation X.25 Interface Speci®cation and Packet Switching Capabilities X.75 Interface Speci®cation and Packet Switching Capability 56 kbps Subrate Data Multiplexing
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Cross-licensed technology As the deregulation of the US telephone industry progressed, hundreds of vendors developed products for the resulting market. Many vendors cross-licensed technology, such as the command set which de®nes the operation of intelligent modems. Due to this, another area of de facto standards developed based upon consumer acceptance of commercial products. In certain cases, de facto standards have evolved into de jure standards with their adoption by one or more standardmaking organizations.



Bellcore A third area of de facto standards is Bellcore. Upon divestiture in 1984, AT&T formed Bell Communications Research, Inc. (Bellcore) with its seven regional Bell holding companies. Bellcore provides technical and research support to these holding companies in much the same way that Bell Laboratories supported AT&T. Bellcore maintains common standards for the nation's telephone systems, ensures a smoothly operating telephone network and coordinates telecommunications operations during national emergencies. With approximately 7000 employees, hundreds of research projects and an annual budget of approximately $1 billion, Bellcore is among the largest research and engineering organizations in the United States. Like AT&T, Bellcore publishes a catalog of technical publications called Catalog 10000. The Bellcore catalog list approximately 500 publications that vary in scope from compatibility guides, which list the interface speci®cations that must



Table 1.23 Communications reference publication sources ANSI 1430 Broadway New York, NY 10018, USA (212) 354-3300



ITU General Secretariat International Telecommunication Union Place des Nations 1211 Geneva 20, Switzerland



AT&T Customer Information Center Indianapolis, IN 46219, USA (800) 432-6600 (317) 352-8557



IEEE 345 East 47th Street New York, NY 10017, USA (212) 705-7900



Bell Communications Research Information Operations Center 60 New England Avenue Piscataway, NJ 08854, USA (201) 981-5600



US Department of Commerce National Technical Information Service 5285 Port Royal Rd. Spring®eld, VA 22161, USA (703) 487-4650



EIA Standard Sales 2001 Eye Street NW Washington DC 20006, USA (202) 457-4966
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be adhered to by manufacturers building equipment for connection to telephone company central of®ces, to a variety of technical references. Catalog 10000 and the publications listed therein can be ordered directly from Bellcore or from any one of the seven regional Bell operating companies by mail or telephone. The address of Bell Communications Research is listed in Table 1.23.



Internet standards The Internet can be considered as a collection of interconnected networks that use the Transmission Control Protocol/Internet Protocol (TCP/IP) suite. The Internet has its roots in experimental packet switching work sponsored by the US Department of Defense Advanced Research Projects Agency (ARPA) which resulted in the development of the ARPANet. That network was responsible for the development of ®le transfer, electronic mail and remote terminal access to computers which became applications incorporated into the TCP/IP protocol suite. The efforts of ARPA during the 1960s and 1970s were taken over by the Internet Activities Board (IAB) whose name was changed to the Internet Architecture Board in 1992. The IAB is responsible for the development of Internet protocols to include deciding if and when a protocol should become an Internet standard. While the IAB is responsible for setting the general direction concerning the standardization of protocols, the actual effort is carried out by the Internet Engineering Task Force (IETF). The IETF is responsbile for the development of documents called Requests For Comments (RFCs) which are normally issued as a preliminary draft. After a period allowed for comments the RFC will be published as a proposed standard or, if circumstances warrant, it may be dropped from consideration. If favorable comments occur concerning the proposed standard it can be promoted to a draft standard after a minimum period of six months. After a review period of at least four months the draft standard can be recommended for adoption as a standard by the Internet Engineering Steering Group (IESG). The IESG consists of the chairperson of the IETF and other members of that group and performs an oversight and coordinating function for the IETF. Although the IESG must recommend the adoption of an RFC as a standard the IAB is responsible for the ®nal decision concerning its adoption. Figure 1.32 illustrates



Figure 1.32



Internet standards time track
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the time track for the development of an Internet standard. RFCs cover a variety of topics, ranging from TCP/IP applications to the Simple Network Management Protocol (SNMP) and the composition of databases of network management information. Over 1500 RFCs were in existence when this book was published and some of those RFCs will be described in detail later in this book.



The ISO reference model The International Organization for Standardization (ISO) established a framework for standardizing communications systems called the Open Systems Interconnection (OSI) Reference Model. The OSI architecture de®nes the communications process as a set of seven layers, with speci®c functions isolated to and associated with each layer. Each layer, as illustrated in Figure 1.33, covers lower layer processes, effectively isolating them from higher layer functions. In this way, each layer performs a set of functions necessary to provide a set of services to the layer above it. Layer isolation permits the characteristics of a given layer to change without impacting the remainder of the model, provided that the supporting services remain the same. One major advantage of this layered approach is that users can mix and match OSI conforming communications products to tailor their communications system to satisfy a particular networking requirement. The OSI Reference Model, while not completely viable with current network architectures, offers the potential to directly interconnect networks based upon the use of different vendor equipment. This interconnectivity potential will be of substantial bene®t to both users and vendors. For users, interconnectivity will remove the shackles that in many instances tie them to a particular vendor. For vendors, the ability to easily interconnect their products will provide them with



Figure 1.33 ISO reference model
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access to a larger market. The importance of the OSI model is such that it has been adopted by the ITU as Recommendation X.200.



Layered architecture As previously discussed, the OSI reference model is based upon the establishment of a layered, or partitioned, architecture. This partitioning effort can be considered as being derived from the scienti®c process whereby complex problems are subdivided into functional tasks that are easier to implement on an aggregate individual basis than as a whole. As a result of the application of a partitioning approach to communications network architecture, the communications process was subdivided into seven distinct partitions, called layers. Each layer consists of a set of functions designed to provide a de®ned series of services which relate to the mission of that layer. For example, the functions associated with the physical connection of equipment to a network are referred to as the physical layer. With the exception of layers 1 and 7, each layer is bounded by the layers above and below it. Layer 1, the physical layer, can be considered to be bound below by the interconnecting medium over which transmission ¯ows, while layer 7 is the upper layer and has no upper boundary. Within each layer is a group of functions which can be viewed as providing a set of de®ned services to the layer which bounds it from above, resulting in layer n using the services of layer n 1. Thus, the design of a layered architecture enables the characteristics of a particular layer to change without affecting the rest of the system, assuming the services provided by the layer do not change.



OSI layers An understanding of the OSI layers is best obtained by ®rst examining a possible network structure that illustrates the components of a typical network. Figure 1.34



Figure 1.34 Network components. The path between a source and a destination node established on a temporary basis is called a logical connection. (O = Node. Lines represent paths)
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illustrates a network structure which is only typical in the sense that it will be used for a discussion of the components upon which networks are constructed. The circles in Figure 1.34 represents nodes which are points where data enters or exits a network or is switched between two paths. Nodes are connected to other nodes via communications paths within the network where the communications paths can be established on any type of communications media, such as cable, microwave or radio. From a physical perspective, a node can be based upon the use of one of several types of computers to include a personal computer, minicomputer or mainframe computer or specialized computer, such as front-end processor. Connections to network nodes into a network can occur via the use of terminals directly connected to computers, terminals connected to a node via the use of one or more intermediate communications devices or via paths linking one network to another network. The routes between two nodes, such as C±E±A, C±D±A, C±A and C±B±A which could be used to route data between nodes A and C are information paths. Due to the variability in the ¯ow of information through a network, the shortest path between nodes may not be available for use or may represent a non-ef®cient path with respect to other paths constructed through intermediate nodes between a source and destination node. A temporary connection established to link two nodes whose route is based upon such parameters as current network activity is known as a logical connection. This logical connection represents the use of physical facilities to include paths and node switching capability on a temporary basis. The major functions of each of the seven OSI layers are described in the following seven subsections. Layer 1Ðthe physical layer At the lowest or most basic level, the physical layer (level 1) is a set of rules that speci®es the electrical and physical connection between devices. This level speci®es the cable connections and the electrical rules necessary to transfer data between devices. Typically, the physical link corresponds to established interface standards, such as RS-232. The reader is referred to Section 1.14 for detailed information concerning several physical layer interface standards. Layer 2Ðthe data link layer The next layer, which is known as the data link layer (level 2), denotes how a device gains access to the medium speci®ed in the physical layer; it also de®nes data formats, including the framing of data within transmitted messages, error control procedures, and other link control activities. From de®ning data formats to include procedures to correct transmission errors, this layer becomes responsible for the reliable delivery of information. Data link control protocols such as binary synchronous communications (BSC) and high-level data link control (HDLC) reside in this layer. The reader is referred to Section 1.15 for detailed information concerning data link control protocols and to Chapter 3 for information concerning the subdivision of that layer for local area network communications.
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Layer 3Ðthe network layer The network layer (level 3) is responsible for arranging a logical connection between a source and destination on the network to include the selection and management of a route for the ¯ow of information between source and destination based upon the available data paths in the network. Service provided by this layer are associated with the movement of data through a network, to include addressing, routing, switching, sequencing and ¯ow control procedures. In a complex network the source and destination may not be directly connected by a single path, but instead require a path to be established that consists of many subpaths. Thus, routing data through the network onto the correct paths is an important feature of this layer. Several protocols have been de®ned for layer 3, including the ITU X.25 packet switching protocol and the ITU X.75 gateway protocol. X.25 governs the ¯ow of information through a packet network while X.75 governs the ¯ow of information between packet networks. In the TCP/IP protocol suite the Internet Protocol (IP) represents a network layer protocol. Packet switching networks are described in Chapter 2. Layer 4Ðthe transport layer The transport layer (level 4) is responsible for guaranteeing that the transfer of information occurs correctly after a route has been established through the network by the network level protocol. Thus, the primary function of this layer is to control the communications session between network nodes once a path has been established by the network control layer. Error control, sequence checking, and other end-to-end data reliability factors are the primary concern of this layer. Examples of transport layer protocols include the Transmission Control Protocol (TCP) and the User Datagram Protocol (UDP). Layer 5Ðthe session layer The session layer (level 5) provide a set of rules for establishing and terminating data streams between nodes in a network. The services that this session layer can provide include establishing and terminating node connections, message ¯ow control, dialog control, and end-to-end data control. Layer 6Ðthe presentation layer The presentation layer (level 6) services are concerned with data transformation, formatting and syntax. One of the primary functions performed by the presentation layer is the conversion of transmitted data into a display format appropriate for a receiving device. This can include any necessary conversion between different data codes. Data encryption/decryption and data compression and decompression are examples of the data transformation that could be handled by this layer.
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Layer 7Ðthe application layer Finally, the application layer (level 7) acts as a window through which the application gains access to all of the services provided by the model. Examples of functions performed at this level include ®le transfers, resource sharing and database access. While the ®rst four layers are fairly well de®ned, the top three layers may vary considerably, depending upon the network used. Figure 1.35 illustrates the OSI model in schematic format, showing the various levels of the model with respect to a terminal accessing an application on a host computer system.



Figure 1.35 OSI model schematic



Data ¯ow As data ¯ows within an ISO network each layer appends appropriate heading information to frames of information ¯owing within the network while removing the heading information added by a lower layer. In this manner, layer (n) interacts with layer …n 1† as data ¯ows through an ISO network. Figure 1.36 illustrates the appending and removal of frame header information as data ¯ows through a network constructed according to the ISO reference model. Since each higher level removes the header appended by a lower level, the frame traversing the network arrives in its original form at its destination. As the reader will surmise from the previous illustrations, the ISO reference model is designed to simplify the construction of data networks. This simpli®cation is due to the eventual standardization of methods and procedures to append appropriate heading information to frames ¯owing through a network, permitting data to be routed to its appropriate destination following a uniform procedure.
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Figure 1.36 Data ¯ow within an ISO reference model network DH, NH, TH, SH, PH and AH are appropriate headers Data Link, Network Header, Transport Header, Session Header, Presentation Header and Application Header added to data as the data ¯ows through an ISO reference model network



1.14 THE PHYSICAL LAYER: CABLES, CONNECTORS, PLUGS AND JACKS As discussed in Section 1.13, the physical layer is the lowest layer of the ISO reference model. This layer can be considered to represent the speci®cations required to satisfy the electrical and mechanical interface necessary to establish a communications path. Standards for the physical layer are concerned with connector types, connector pin-outs and electrical signaling, to include bit synchronization and the identi®cation of each signal element as a binary one or binary zero. This results in the physical layer providing those service necessary for establishing, maintaining and disconnecting the physical circuits that form a communications path. Since one part of communications equipment utilization involves connecting data terminal equipment (DTE) to data communications equipment (DCE), the physical interface is commonly thought of as involving such standards as RS-232, RS-449, ITU V.24 and ITU X.21. Another less recognized aspect of the physical layer is the method whereby communications equipment is attached to communications carrier facilities. In this section we will ®rst focus attention upon the DTE/DCE interface, examining several popular standards and emerging standards. This examination will include the signal characteristics of several interface standards to include the interchange circuits de®ned by the standard and their operation and utilization. Since the RS-232/V.24 interface is by far the most popularly employed physical interface, we will examine the cable used for this interface in the second part of this section. This examination will provide the foundation for illustrating the fabrication of several types of null modem cables as well as the presentation of other cabling tricks. Since communications, in most instances, depend upon the use of facilities provided by a common carrier, in the last of this section we will discuss the interface between customer equipment and carrier facilities. In doing so we will examine the use of plugs and connectors to include the purpose of different types of jacks.
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DTE/DCE interfaces In the world of data communications, equipment that includes terminals and computer ports is referred to as data terminal equipment or DTEs. In comparison, modems and other communications devices are referred to as data communications equipment or DCEs. The physical, electrical and logical rules for the exchange of data between DTEs and DCEs are speci®ed by an interface standard; the most commonly used are the EIA RS-232-C and RS-232-D standards which are very similar to the ITU V.24 standard used in Europe and other locations outside North America. The EIA refers to the Electronic Industries Association which is a national body that represents a large percentage of the manufacturers in the US electronics industry. The EIA's work in the area of standards has become widely recognized and many of its standards have been adopted by other standards bodies. RS-232-C is a recommended standard (RS) published by the EIA in 1969, with the number 232 referring to the identi®cation number of one particular communications standard and the suf®x C designating the revision to that standard. In the late 1970s it was intended that the RS-232-C standard would be gradually replaced by a set of three standardsÐRS-449, RS-422 and RS-423. These standards were designed to permit higher data rates than are obtainable under RS232-C as well as to provide users with added functionality. Although the EIA and several government agencies heavily promoted the RS-449 standard, its adoption by vendors has been limited. Recognizing the fact that the universal adoption of RS-449 and its associated standards was basically impossible, the EIA issued RS232-D (Revision D) in January 1987 and RS-232-E (Revision E) in July 1991, as well as a new standard known as RS-530. Four other DTE/DCE interfaces that warrant attention are the EIA RS-366-A and the ITU X.20, X.21, and V.35 standards. The RS-366-A interface governs the attachment of DTEs to a special type of DCE called an automatic calling unit. The ITU X.20 and X.21 standards govern the attachment of DTE to DCE for asynchronous and synchronous operation on public networks, respectively. The ITU V.35 standard governs high-speed data transmission, typically at 48 kbps and above, with a limit occurring at approximately 6 Mbps. Two emerging standards we will also examine are the High Speed Serial Interface (HSSI) and the High Performance Parallel Interface (HIPPI). HSSI provides support for serial operating rates up to 52 Mbps, while for extremely high bandwidth requirements, such as extending the channel on a supercomputer, HIPPI supports maximum data rates of either 800 Mbps or 1.6 Gbps on a parallel interface. Figure 1.37 compares the maximum operating rate of the six interfaces we will discuss in this section. Although RS-232 is `of®cially' limited to approximately 20 kbps, that limit is for a maximum cable length of 50 feet, which explains why that interface can still be used to connect data terminal equipment devices to include personal computers to modems operating at data rates up to 28.8, 33.6, or even 56 kbps. That is, since pulse distortion is proportional to the cable distance between two devices, shortening the cable enables a higher speed data transfer capability to be obtained between a PC and a modem. However, when the
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Figure 1.37



Maximum interface data rates



compression feature built into modems is enabled, most vendors recommend you set the interface speed between the DTE and DCE to four times the modem operating rate to permit the modem to perform compression effectively. Unfortunately, even at very short cable lengths the RS-232 interface will lose data at an operating rate above 115.2 kbps. Rather than incorporate a V.35 or another less commonly available interface into their modem, many modem manufacturers currently include a Centronics parallel interface in their products to support a data transfer rate above 115.2 kbps. Since just about every personal computer has a parallel interface, it is readily available or an additional port can be installed at a nominal cost in comparison to the cost associated with obtaining a different interface.



Connector overview RS-232-D and the ITU V.24 standard as well as RS-530 formally specify the use of a D-shaped 25-pin interface connector similar to the connector illustrated in
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Figure 1.38 The D connector



Figure 1.39 The V.35 M series connector



Figure 1.38. A cable containing up to 25 individual conductors is fastened to the narrow part of the connector, while the individual conductors are soldered to prede®ned pin connections inside the connector. ITU X.20 and X.21 compatible equipment use a 15-position subminiature D connector that is both smaller and has 10 fewer prede®ned pins than the 25position D connector illustrated in Figure 1.38. ITU V.35 compatible equipment uses a 34-position `M' series connector similar to the connector illustrated in Figure 1.39. RS-449 compatible equipment uses a 37-position D connector and may optionally use a 9-position D connector, while RS-366 compatible equipment uses a 25-position D connector similar to the connector illustrated in Figure 1.38. Although the HSSI connector has 50 pins, it is actually smaller than the 32position V.35 connector. Another interesting feature of HSSI connectors is their `genders'. The cable connectors are speci®ed as male, while both DTE and DCE connectors are speci®ed as receptacles. This speci®cation minimizes the need for
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male±male and female±female adapters commonly required to mate equipment and cables based upon the use of other interface standards. In comparison to RS-232-D and RS-530, the RS-232-C standard only referenced the connector in an appendix and stated that it was not part of the standard. In spite of this omission, the use of a 25-pin D-shaped connector with RS-232-C is considered as a de facto standard. Although a de facto standard, many RS-232-C devices, in fact, use other types of connectors. Perhaps the most common exception to the 25-pin connector resulted from the manufacture of a serial/parallel adapter card for use in the IBM PC AT and compatible personal computers, such as the Compaq Deskpro and AST Bravo. The serial RS-232-C port on that card uses a 9-pin connector, which resulted in the development of a viable market for 9-pin to 25-pin converters consisting of a 9-pin and 25-pin connector on opposite ends of a short cable whose interchange circuits are routed in a speci®c manner to provide a required level of compatibility. The major differences between RS-232-D and RS-232-C are that the new revision supports the testing of both local and remote communications equipment by the addition of signals to support this function and modi®ed the use of the protective ground conductor to provide a shielding capability. A more recent revision, RS-232-E, added a speci®cation for a smaller alternative 26-pin connector and slightly modi®ed the functionality of a few of the interface pins. Since RS-232-C and RS-232-D are by far the most commonly supported serial interfaces, we will ®rst focus our attention upon those interfaces. Once this is accomplished we will discuss the newest revision to this popular interface, RS232-E.



RS-232-C/D Since the use of RS-232-C is basically universal since its publication by the EIA in 1969, we will examine both revisions C and D in this section, denoting the differences between the revisions when appropriate. When both revisions are similar, we will refer to them as RS-232. In general, devices built to either standard as well as the equivalent ITU V.24 recommendation are compatible with one another. There are, however, some slight differences that can occur due to the addition of signals to support modem testing under RS-232-D. Since the RS-232-C/D standards de®ne the most popular method of interfacing between DTEs and DCEs in the United States, they govern, as an example, the interconnection of most terminal devices to stand-alone modems. The RS-232-C/ D standards apply to serial data transfers between a DTE and DCE in the range from 0 to 19 200 bps. Although the standards also limit the cable length between the DTE and DCE to 50 feet, since the pulse width of digital data is inversely proportional to the data rate, you can normally exceed this 50-foot limitation at lower data rates as wider pulses are less susceptible to distortion than narrower pulses. When a cable length in excess of 50 feet is required, it is highly recommended that low capacitance shielded cable be used and tested prior to going online, to ensure that the signal quality is acceptable. This type of cable is discussed later in this section.
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Figure 1.40 The RS-232 physical interface standard cables are typically 6, 10, or 12 feet in length with `male' connectors on each end



Another part of the RS-232-D standard speci®es the cable heads that serve as connectors to the DTEs and DCEs. Here the connector is known as a DB-25 connector and each end of the cable is equipped with this `male' connector that is designed to be inserted into the DB-25 `female' connectors normally built into modems. Figure 1.40 illustrates the RS-232 interface between a terminal and a stand-alone modem. Signal characteristics The RS-232 interface speci®es 25 interchange circuits or conductors that govern the data ¯ow between the DTE and DCE. Although you can purchase a 25conductor cable, normally fewer conductors are required. For asynchronous transmission, normally 9 to 12 conductors are required, while synchronous transmission typically requires 12 to 16 conductors, with the number of conductors required a function of the operational characteristics of the devices to be connected to one another. The signal on each of the interchange circuits is based upon a prede®ned voltage transition occurring as illustrated in Figure 1.41. A signal is considered to be ON when the voltage (V ) on the interchange circuit is between ‡ 3 V and ‡ 15 V. In comparison, a voltage between 3 V and 15 V causes the interchange circuit to be placed in the OFF condition. The voltage range from ‡ 3 V to 3 V is a transition region that has no effect upon the condition of the circuit. Although the RS-232 and V.24 standards are similar to one another, the latter differs with respect to the actual electrical speci®cation of the interface. The ITU V.24 recommendation is primarily concerned with how the interchange circuits operate. Thus, another recommendation, known as V.28, actually de®nes the electrical speci®cations of the interface that can be used with the V.24 standard.



Figure 1.41



Interchange circuit voltage ranges
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Interchange circuit comparison Interchange circuit voltage



Binary state Signal condition Function



Negative



Positive



1 Mark OFF



0 Space ON



Table 1.24 provides a comparison between the interchange circuit voltage, its binary state, signal condition and function. As a binary 1 is normally represented by a positive voltage with a terminal device, this means that data signals are effectively inverted for transmission. Since the physical implementation of the RS-232 standard is based upon the conductors used to interface a DTE to a DCE, we will examine the functions of each of the interchange circuits. Prior to discussing these circuits, an explanation of RS-232 terminology is warranted since there are three ways you can refer to the circuits in this interface.



Circuit/conductor reference The most commonly used method to refer to the RS-232 circuits is by specifying the number of the pin in the connector which the circuit uses. A second method used to refer to the RS-232 circuits is by the two- or three-letter designation used by the standards to label the circuits. The ®rst letter in the designator is used to group the circuits into one of six circuit categories as indicated by the second column labeled `interchange circuit' in Figure 1.42. As an example of the use of this method, the two ground circuits have the letter A as the ®rst letter in the circuit designator the signal ground circuit is called `AB', since it is the second circuit in the `A' ground category. Since these designators are rather cryptic, they are not commonly used. A third method used is to describe the circuits by their functions. Thus, pin 2, which is the transmit data circuit, can be easily referenced as transmit data. Many persons have created acronyms for the descriptions which are easier to remember than the RS-232 pin number or interchange circuit designator. For example, transmit data is referred to as `TD', which is easier to remember than any of the RS-232 designators previously discussed. Although the list of circuits in Figure 1.42 may appear overwhelming at ®rst glance, in most instances only a subset of the 25 conductors are employed. To better understand this interface standard, we will ®rst examine those interchange circuits required to connect an asynchronously operated terminal device to an asynchronous modem. Then we can expand upon our knowledge of these interchange circuits by examining the functions of the remaining circuits, to include those additional circuits that would be used to connect a synchronously operated terminal to a synchronous modem.
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Figure 1.42 RS-232-C/D and ITU V.24 interchange circuit by category, RS-232-D additions/changes to RS-232-C are indicated in parentheses



Asynchronous operations Figure 1.43 illustrates the general signals that are required to connect an asynchronous terminal device to a asynchronous modem. Note that although a 25conductor cable can be used to cable the terminal to the modem, only 10 conductors are actually required. By reading the modem vendor's speci®cation sheet you can easily determine the number of conductors required to cable DTEs to DCEs. Although most cables have straightthrough conductors, in certain instances the conductor pins at one end of a cable may require reversal or two conductors may be connected onto a common pin, a process called strapping. In fact, many times only one conductor will be used for both protective ground and signal ground, with the common conductor cabled to pins 1 and 7 at both ends of the cable. In such instances a 9conductor cable could be employed to satisfy the cabling requirement illustrated in Figure 1.43. With this in mind, let us review the functions of the 10 circuits illustrated in Figure 1.43.



Protective ground (GND, Pin 1) This interchange circuit is normally electrically bonded to the equipment's frame. In some instances, it can be further connected to external grounds as required by
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Figure 1.43 DTE-DCE interface example. In this example, pin 7 can be tied to pin 1, resulting in the use of a common 9-conductor cable



applicable regulations. Under RS-232-D this conductor use is modi®ed to provide shielding for protection against electromagnetic or other interference occurring in high-noise environments.



Signal ground (SG, Pin 7) This circuit must be included in all RS-232 interfaces as it establishes a ground reference for all other lines. The voltage on this circuit is set to zero to provide a reference for all other signals. Although the conductors for pins 1 and 7 can be independent of one another, typical practice is to `strap' pin 7 to pin 1 at the modem. This is known as tying signal ground to frame ground. Since RS-232 uses a single ground reference circuit the standard results in what is known as an electrically unbalanced interface. In comparison, RS-422 uses differential signaling in which information is conveyed by the relative voltage levels in two conductors, enhancing the data rate and distance for that standard.



84 _______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS



Transmitted data (TD, Pin 2) The signals on this circuit are transmitted from data terminal equipment to data communications equipment or, as illustrated in Figure 1.43, a terminal device to the modem. When no data is being transmitted the terminal maintains this circuit in a marking or logical 1 condition. This is the circuit over which the actual serial bit stream of data ¯ows from the terminal device to the modem where it is modulated for transmission.



Receive data (RD, Pin 3) The receive data circuit is used by the DCE to transfer data to the DTE. Thus, after data is demodulated by a modem, it is transferred to the attached terminal over this interchange circuit. When the modem is not sending data to the terminal, this circuit is held in the marking condition.



Request to send (RTS, Pin 4) The signal on this circuit is sent from the DTE (terminal) to the DCE (modem) to prepare the modem for transmission. Prior to actually sending data, the terminal must receive a clear to send signal from the modem on pin 5.



Clear to send (CTS, Pin 5) This interchange circuit is used by the DCE (modem) to send a signal to the attached DTE (terminal); indicating that the modem is ready to transmit. By turning this circuit OFF, the modem informs the terminal that it is not ready to receive data. The modem raises the CTS signal after the terminal initiates a request to send (RTS) signal.



Carrier detect (CD, Pin 8) Commonly referred to as received line signal detector (RLSD), a signal on this circuit is used to indicate to the DTE (terminal) that the DCE (modem) is receiving a carrier signal from a remote modem. The presence of this signal is also used to illuminate the carrier detect light-emiting diode (LED) indicator on modems equipped with that display indicator. If this light indicator should go out during a communications session, it indicates that the session has terminated owing to a loss of carrier, and software that samples for this condition will display the message `carrier lost' or a similar message to indicate this condition has occurred.



Data set ready (DSR, Pin 6) Signals on this interchange circuit ¯ow from the DCE to the DTE and are used to indicate the status of the data set connected to the terminal. When this circuit is in the ON (logic 0 as in 1, 2, 3) condition, it serves as a signal to the terminal that the
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modem is connected to the telephone line and is ready to transmit data. Since the RS-232 standard speci®es that the DSR signal is ON when the modem is connected to the communications channel and not in any test condition, a modem using a self-testing feature or automatic dialing capability would pass this signal to the terminal after the self-test is completed or after the telephone number of a remote location was successfully dialed. Under RS-232-D this signal was renamed DCE ready.



Data terminal ready (DTR, Pin 20) The signal on this circuit ¯ow from the DTE to the DCE and is used to control the modem's connection to the telephone line. An ON condition on this circuit prepares the modem to be connected to the telephone line, after which the connection can be established by manual or automatic dialing. If the signal on this circuit is placed in an OFF condition, it causes the modem to drop any telephone connection in progress, providing a mechanism for the terminal device to control the line connection. Under RS-232-D this signal was renamed DTE ready.



Ring indicator (RI, Pin 22) The signal on this interchange circuit ¯ows from the DCE to the DCE and indicates to the terminal device that a ringing signal is being received on the communications channel. This circuit is used by an auto-answer modem to `wakeup' the attached terminal device. Since a telephone rings for 1 s and then pauses for 4 s prior to ringing again, this line becomes active for 1 s every 5 s when an incoming call occurs. The ring indicator circuit is turned ON by the DCE when it detects the ON phase of a ring cycle. Depending upon how the DCE is optioned, it may either keep the RI signal high until the DTE turns DTR low or the DCE may turn the RI signal ON and OFF to correspond to the telephone ring sequence. If the DTE is ready to accept the call its DTR lead will either by high, which is known as a hot-DTR state, or be placed into on ON condition in response to the RI signal turning ON. Once the RI and DTR circuits are both ON, the DCE will actually answer the incoming call and place a carrier tone onto the line. If a computer port connected to a modem is not in a hot-DTR state the ®rst ring causes the modem to turn ON its RI circuit momentarily, alerting the computer port to the incoming call. As the computer port turns on its DTR circuit the modem's RI circuit will be turned off as it cycles in tandem with the telephone company ringing signal. Thus, the DCE must wait for the next ON phase of the ring cycle to answer the call, explaining why many modems may require two rings to answer a call. Control signal timing relationship The actual relationship of RS-232 control signals varies by time based upon the operational characteristics of devices connected as well as the strapping option
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Figure 1.44 Control signal timing relationship. The state of the control signals varies by time based upon the operational characteristics of devices connected as well as the strapping option settings of those devices



settings of those devices. Figure 1.44 illustrates a common timing relationship of control signals between a computer port and a modem. At the top of Figure 1.44 it is assumed that the data set is powered on, resulting in the data set ready (DSR) control signal being high or in the ON state. Next, two ring indicator (RI) signals are passed to the computer port, resulting in the computer responding by raising its data terminal ready (DTR) signal. The DTR signal in conjunction with the second ring indicator (RI) signal results in the modem answering the call, presenting the carrier detect (CD) signal to the computer port. Assuming the computer is programmed to transmit a sign-on message, it will raise its request to send (RTS) signal. The modem will respond by raising its clear to send (CTS) signal if it is ready to transmit, which enables the computer port to begin the actual transmission of data. Synchronous operations One major difference between asynchronous and synchronous modems is the timing signals required for synchronous transmission. Timing signals When a synchronous modem is used, it puts out a square wave on pin 15 at a frequency equal to the modem's bit rate. This timing signal serves as a clock from which the terminal would synchronize its transmission of data onto pin 2 to the modem. Thus, pin 15 is referred to as transmit clock as well as its formal designator of transmission signal element timing (DCE), with DCE referencing the fact that the communications device supplies the timing. Whenever a synchronous modem receives a signal from the telephone line it puts out a square wave on pin 17 to the terminal at a frequency equal to the modem's bit rate, while the actual data is passed to the terminal on pin 3. Since pin 17 provides receiver clocking, it is known as `receive clock' as well as its more formal designator of receiver signal element timing.
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In certain cases a terminal device such as a computer port can provide timing signals to the DCE. In such situations the DTE will provide a clocking signal to the DCE on pin 24 while the formal designator of transmitter signal element timing (DTE) is used to reference this signal. The process whereby a synchronous modem or any other type of synchronous device generates timing is known as internal timing. If a synchronous modem or any other type of synchronous DCE is con®gured to receive timing from an attached DTE, such as a computer port or terminal, the DCE must be set to external timing when the DTE is set to internal timing. Intelligent operations There are three interchange circuits that can be employed to change the operation of the attached communications device. One circuit can be used to ®rst determine that a deterioration in the quality of a circuit has occurred, while the other two circuits can be employed to change the transmission rate to re¯ect the circuit quality.



Signal quality detector (CG, Pin 21) Signals on this circuit are transmitted from the DCE (modem) to the attached DTE (terminal) whenever there is a high probability of an error in the received data due to the quality of the circuit falling below a prede®ned level. This circuit is maintained in an ON condition when the signal quality is acceptable and turned to an OFF condition when there is a high probability of an error. Under RS-232-D this circuit can also be used to indicate that a remote loopback is in effect.



Data signal rate selector (CH/C1, Pin 23) When an intelligent terminal device such as a computer port receives an OFF condition on pin 21 for a prede®ned period of time, it may be programmed to change the data rate of the attached modem, assuming that the modem is capable of operating at dual data rates. This can be accomplished by the terminal device providing an ON condition on pin 23 to select the higher data signaling rate or range of rates while an OFF condition would select the lower data signaling rate or range of rates. When the data terminal equipment selects the operating rate the signal on pin 23 ¯ows from the DTE to the DCE and the circuit is known as circuit CH. If the data communications equipment is used to select the data rate of the terminal device, the signal on pin 23 ¯ows from the DCE to the DTE and the circuit is known as circuit CI. Secondary circuits In certain instances a synchronous modem will be designed with the capability to transmit data on a secondary channel simultaneously with transmission occurring on the primary channel. In such cases the data rate of the secondary channel is normally a fraction of the data rate of the primary channel.
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To control the data ¯ow on the secondary channel RS-232 standards employ ®ve interchange circuits. Pins 14 and 16 are equivalent to the circuits on pins 2 and 3, except that they are used to transmit and receive data on the secondary channel. Similarly, pins 19, 13 and 12 perform the same functions as pins 4, 5 and 8 used for controlling the ¯ow of information on the primary data channel. In comparing the interchange circuits previously described to the connector illustrated in Figure 1.38, the reader should note that the location of each interchange circuit is explicitly de®ned by the pin number assigned to the circuit. In fact, the RS-232-D connector is designed with two rows of pins, with the top row containing 13 while the bottom row contains 12. Each pin has an explicit signal designation that corresponds to a numbering assignment that goes from left to right across the top row and then left to right across the bottom row of the connector. For ease of illustration the assignment of the interchange circuits to each of the pins in the D connector is presented in Figure 1.45 by rotating the connector 90 clockwise. In this illustration, RS-232-D conductor changes from RS-232-C are denoted in parentheses.



Figure 1.45 RS-232 interface on D connector



Test circuits RS-232-D adds three circuits for testing that were not part of the earlier RS-232-C standard. The DTE can request the DCE to enter remote loopback (RL, pin 21) or local loopback (LL, pin 18) mode by placing either circuit in the ON condition. The DCE, if built to comply with RS-232-D, will respond by turning the test mode (TM, pin 25) circuit ON and performing the appropriate test.



Connector conversion Table 1.25 contains a list of the corresponding pins between a DB-9 connector used on an IBM PC AT Compaq Deskpro and other personal computer serial ports and a standard RS-232 DB-25 connector. Data in this table can be used to develop an appropriate DB-9 to DB-25 converter. As an example of the use of
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DB-25 Carrier detect Receive data Transmitted data Data terminal ready Signal ground Data set ready Request to send Clear to send Ring indicator



8 3 2 20 7 6 4 5 22



Table 1.25, the conductor for carrier detect would be wired to connect pin 1 at the DB-9 connector to pin 8 at the DB-25 connector.



RS-232-E A more recent revision to RS-232, RS-232-E (Revision E), resulted in several minor changes to the operation of some interface circuits and the speci®cation of an alternate interface connector (Alt A). Although none of the changes were designed to create compatibility problems with prior versions of RS-232, the use of the alternative physical interface can only be accomplished if a Revision E device is cabled via an adapter to an earlier version of that interface or if a dual connector cable is used. The 26-pin Alt A connector is about half the size of the 25-pin version and was designed to support hardware where connector space is at a premium, such as laptop and notebook computers. Pin 26 is only contained on the Alt A connector and presently is functionless. In addition to specifying an alternative interface connector RS-232-E slightly modi®ed the functionality of certain pins or interchange circuits. First, pin 4 (Request to Send) is de®ned as Ready for Receiving when the DTE enables that circuit. Next, pin 18 which was used for Local Loopback will now generate a `Busy Out' when enabled. A third modi®cation is the use of Clear to Send for hardware ¯ow control, a function used by countless vendors over the past 10 years but only now formally recognized by the standard. The term `¯ow control' represents the orderly control of the ¯ow of data. By toggling the state of the Clear to Send signal, DCE equipment can regulate the ¯ow of information from DTE equipment, a topic we will discuss in detail later in this book.



RS-232/ V.24 limitations There are several limitations associated with the RS-232 standard and the V.28 recommendation which de®nes the electrical speci®cation of the interface that can be used with the V.24 standard. Foremost among these limitations are data rate and cabling distance.
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RS-232/V.24 is limited to a maximum data rate of 19.2 kbps at a cabling distance of 50 feet. In actuality, speeds below 19.2 kbps allow greater transmission distances while for cable lengths of only a few feet a data rate over 100 kbps becomes possible.



Differential signaling Over long cabling distances the cumulative cable capacitance and resistance combine to cause a signi®cant amount of signal distortion. At some cabling distance, which decreases in an inverse relationship to the data rate, the signal cannot be recognized. Thus, to overcome the cabling distance and speed limitations associated with RS-232 a different method of signaling was devised. This signaling technique, known as differential signaling, results in information being conveyed by the relative voltage levels in two wires. Instead of using one driver to produce a large voltage swing as RS-232 does, differential signaling uses two drivers to split a signal into two parts. Figure 1.46 illustrates differential signaling as speci®ed by the RS-422 interface standard. To transmit a logical `1' the A driver output is driven more positive while the B driver output is more negative. Similarly, to transmit a logical `0' the A driver output is driven more negative while the B driver output is driven more positive. At the receiver a comparator is used to examine the relative voltage levels on the two signal wires. With the use of two wires, RS-449 speci®es a mark or space by the difference between the voltages on the two wires. This difference is only 0.4 V under RS-422, whereas it is 6 V ( ‡ 3 V and 3 V) under RS-232/V.24. Thus, if the difference signal between the two wires is positive and greater than 0.2 V, the receiver will read a mark. Similarly, if the difference signal is negative and more negative than 0.2 V, the receiver will read a space. In addition to requiring a lower voltage



Figure 1.46 Differential signaling. The RS-422 speci®es balanced differential signaling since the sum of the currents in the differential signaling wires is zero
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Figure 1.47 RS-422 cable distance plotted against signaling rate



shift, source and load impedance of RS-232, which is approximately 5 k , is reduced to 100 by the use of differential signaling. Another bene®t of this signaling method is the effect of noise on signal distortion. Since the presence of noise results in the same voltage being imposed on both wires, there is no change in the voltage difference between the signal wires. Thus, the combination of lower signaling levels and impedances coupled with voltage difference immunity to noise permits differential signaling to drive longer cable distances at higher speeds. In Figure 1.47 you will ®nd a plot of cable distances against signaling rate for the RS422 standard. For comparison purposes, the RS-232/V.24 cable distance is plotted against the signaling rate in Figure 1.47. As indicated, RS-422 offers signi®cant advantages over RS-232 with respect to both cabling distance and data signaling rate.



RS-449 RS-449 was introduced in 1977 as an eventual replacement for RS-232-C. This interface speci®cation calls for the use of a 37-pin connector as well as an optional 9-pin connector for devices using a secondary channel. Unlike RS-232, RS-449 does not specify voltage levels. Two additional speci®cations known as RS-442-A and RS-423 cover voltage levels for a speci®c range of data speeds. RS-442-A and its counterpart, ITU X.27 (V.11), de®ne the voltage levels for data rates from 20 kbps to 10 Mbps, while RS-423-A and its ITU counterpart, X.26 (V.10), de®ne the voltage levels for data rates between 0 and 20 kbps. As previously mentioned, RS-442 (as well as its ITU counterpart) de®nes the use of differential balanced signaling. RS-422 is designed for twisted-pair telephone wire transmission ranging from 10 Mbps at distances up to 40 feet to 100 kbps at distances up to 4000 feet. RS-423 de®nes the use of unbalanced signaling similar to RS-232. This standard supports data rates ranging from 100 kbps at distances up to 40 feet to 10 kbps at distances up to 200 feet.
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Figure 1.48



RS-449 interchange circuits



The use of RS-422, RS-423, and RS-449 permits the cable distance between DTEs and DCEs to be extended to 4000 feet in comparison to RS-232's 50-foot limitation. Figure 1.48 indicates the RS-449 interchange circuits. In comparing RS-449 to RS-232, you will note the addition of 10 circuits which are either new control or status indicators and the deletion of three functions formerly provided by RS-232. The most signi®cant functions added by RS-449 are local and remote loopback signals. These circuits enable the operation of diagnostic features built into communications equipment via DTE control, permitting, as an example, the loopback of the device to the DTE and its placement into a test mode operation. With the introduction of RS-232-D a local loopback function was supported. Thus, the column labeled RS-232 Designation with the row entry `Local
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Loopback' indicates that that circuit is only applicable to revisions D and E of that standard by the entries D/E in parentheses after the circuit name. Although a considerable number of articles have been written describing the use of RS-449, its complexity has served as a constraint in implementing this standard by communications equipment vendors. Other constraints limiting its acceptance include the cost and size of the 37-pin connector arrangement and the necessity of using another connector for secondary operations. By mid-1998, less than a few percent of all communications devices were designed to operate with this interface. Due to the failure of RS-449 to obtain commercial acceptance the EIA issued RS530 in March 1987. This new standard, which is described later in this section, is intended to gradually replace RS-449.



V.35 The V.35 standard was developed to support high-speed transmission, typically 48, 56 and 64 kbps. Originally the V.35 interface was designed into adapter boards inserted into mainframe computers to support 48 kbps transmission on analog wideband facilities. Today, the V.35 standard is the prevalent interface to 56 kbps common carrier digital transmission facilities in the United States and 48 kbps common carrier digital transmission facilities in the UK. In addition, the V.35 standard can support data transfer operations at operating rates up to approximately 6 Mbps. This has resulted in the V.35 interface being commonly employed in videoconferencing equipment, routers and other popularly used communications devices. The V.35 electrical signaling characteristics are a combination of an unbalanced voltage and a balanced current. Although control signals are electrically unbalanced and compatible with RS-232 and ITU V.28, data and clock interchange circuits are driven by balanced drivers using differential signaling similar to RS422 and ITU V.11. V.35 uses a 34-pin connector speci®ed in ISO 2593 similar to the connector illustrated in Figure 1.39. Figure 1.49 illustrates the correspondence between RS-232 and V.35. Note that the V.35 pin pairs tied together by a brace are differential signaling circuits that use a wire pair.



RS-366-A The RS-366-A interface is employed to connect terminal devices to automatic calling units. This interface standard uses the same type 25-pin connector as RS232; however, the pin assignments are different. A similar interface to RS-366-A is the ITU V.25 recommendation, which is also designed for use with automatic calling units. Figures 1.50 and 1.51 illustrate the RS-366-A and ITU V.25 interfaces. Note that for both interfaces each actual digit to be dialed is transmitted as parallel binary information over circuits 14 to 17. The pulse on pin 14 represents the value 2 0 while the pulses on pins 15 to 17 represent the values 2 1 , 2 2 and 2 3 , respectively. Thus, to indicate to the automatic calling unit that it should dial the digit 9, circuits 14 and 17 would become active.
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Figure 1.49 V.35/RS-232 signal correspondence. Illustrates the correspondence between RS-232 and V.35. Note that the V.35 pin pairs tied together by a brace are differential signaling circuits that use a wire pair



Originally, automatic calling units provided the only mechanism to automate communications dialing over the PSTN. This enabled the use of RS-366 automatic dialing equipment under computer control to re-establish communications via the PSTN if a leased line became inoperative, a process called dialbackup. Another common use of automatic calling units is to poll remote terminals from a centrally located computer in the evening when rates are lower. Under software control the central computer would dial each remote terminal and request the transmission of the day's transactions for processing. Due to the development and wide acceptance of the use of intelligent modems with automatic dialing capability, the use of automatic calling units has greatly diminished. Until the mid-1980s only intelligent asynchronous modems had an automatic dialing capability, restricting the use of automatic calling units to mainframe computers that required a method to originate synchronous data transfers over the PSTN. In such situations a special adapter needed to be installed in the communications controller of the mainframe, which controlled the operation of the automatic calling unit. The introduction of synchronous modems with automatic dialing capability signi®cantly diminished the requirement for automatic calling units since their use eliminates the requirement to install an expensive adapter in the communications controller as well as the cost of the automatic calling unit. The operation and utilization of intelligent modems is discussed in Chapter 5.
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Figure 1.50 RS-336-A interface



X.21 and X.20 Interface standards X.21 and X.20 were developed to accommodate the growing use of public data networks. X.21 is designed to allow synchronous devices to access a public data network while X.20 provides a similar capability for asynchronous devices. Instead of assigning functions to speci®c pins on a connector like RS-232, RS449 and V.35, X.21 assigns coded character strings to each function for establishing connections through a public data network. For example, a dial tone is presented to a computer as a continuous sequence of ASCII ` ‡ ' characters on the X.21 receive circuit. The computer can then dial a stored number by transmitting it as a series of ASCII characters on the X.21 transmit circuit. Once the call dialing process is completed, the computer will receive call progress signals from the modem on the receive circuit indicating such conditions as number busy and call in progress.
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Figure 1.51



V.25 interface



The X.21 interface speci®es the use of the balanced signaling characteristics of ITU X.27 (RS-422) for the network side of the interface and either X.27 or X.26 (RS-423) for the terminal equipment side. This speci®cation enables terminal equipment to be designed for several applications. Unlike RS-232 and V.24, the X.21 standard speci®es the use of a 15-pin connector. The X.20 interface uses the same 15-pin connector as X.21; however, since it supports asynchronous transmission it only needs to transmit data, and to receive data and ground signals. Figure 1.52 illustrates the X.21 interchange circuits by circuit type. As indicated, X.21 speci®es four categories of interchange circuitsÐground, data transfer, control and timing. The operation of the circuits in each category is described below. Ground signals Circuit G, signal ground or common return, is used to connect the zero volt reference of the transmitter and receiver ends of the circuit. If X.26 differential signaling is used the G circuit is split into two. The Ga circuit is used as the DTE common return and is connected to ground at the DTE. The G circuit becomes Gb and is used as the DCE common return and is connected to ground at the DCE.
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Figure 1.52 circuit type



CCITT X.21 interchange circuits. Illustrates the X.21 interchange circuits by



Data transfer circuits Circuit T is the transmit circuit used by the DTE to transmit data to the DCE. Circuit R is the receive circuit which is used by the DCE to transmit data to the DTE. Control circuits The X.21 speci®cation has two control circuitsÐcontrol and indication. Circuit C is the control circuit used by the DTE to indicate to the DCE the state of the interface. During the data transfer phase in which coding ¯ows over the transmit circuit, circuit C remains in the ON condition. Circuit I, which is the indication circuit, is used by the DCE to indicate the state of the interface to the DTE. When circuit I is ON the representation of the signal occurs in coded form over the receive circuit. Thus, during the data transfer phase circuit I is always ON. Timing circuits There are two timing circuits speci®ed by X.21Ðsignal element timing and byte timing. Circuit S, which is signal element timing, is generated by the DCE and controls the time of data on the transmit and receive circuits. In providing a clocking signal, circuit S turns ON and OFF for nominally equal periods of time. The second timing circuit, circuit B, which is byte timing, provides the DTE with 8-bit timing information for synchronous transmission generated by the DCE. Circuit B turns OFF whenever circuit S is ON, indicating the last bit of an 8-bit byte. At other times within the period of the 8-bit byte circuit B remains ON. This circuit is not mandatory in X.21 and is only used occasionally. Limitations The X.21 standard has not gained wide acceptance for several reasons to include the popularity of the RS-232/V.24 standard and the cost of implementing X.21. With respect to cost, X.21 transmits and interprets coded character strings. This requires more intelligence to be built into the interface, adding to the cost of the
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interface. Due to the preceding limitations, the ITU de®ned an alternate interface for public data network access known as X.21 bis, where bis is the Latin term for secondary.



X.21 bis The X.21 bis recommendation is both physically and functionally equivalent to the V.24 standard, which is compatible with RS-232. The X.21 bis recommendation is designed as an interim interface for X.25 network access and will gradually be replaced by the X.21 standard as more equipment is manufactured to meet the X.21 speci®cation. The X.21 bis connector is the common DB25 connector used by RS-232 and V.24. The connector pins for X.21 bis are de®ned in an ISO speci®cation called DIS 2110.



RS-530 Like RS-232, RS-530 uses the near-universal 25-pin D-shaped interface connector. Although this standard is intended to replace RS-449, both RS-422 and RS-423 standards specify the electrical characteristics of the interface and will continue in existence. These standards are referenced by the RS-530 standard. Similar to RS-449, RS-530 provides equipment meeting this speci®cation with the ability to transmit at data rates above the RS-232 limit of 19.2 kbps. This is accomplished by the standard originally specifying the utilization of balanced signals in place of several secondary signals and the Ring Indicator signal included in RS-232. As previously mentioned in our discussion of differential signaling, this balanced signaling technique is accomplished by using two wires with opposite polarities for each signal to minimize distortion. The RS-530 speci®cation was ®rst outlined in March 1987 and was of®cially released in April 1988. A revision known as RS-530-A was approved in May 1992. By supporting data rates up to 2 Mbps and using the standard `D' type 25-pin connector, RS-530 offers the potential to achieve a high level of adoption during the 1990s. One signi®cant change resulting from Revision A is the speci®cation of an alternative 26-position interface connector (Alt A) which is the same optional connector as speci®ed in Revision E to RS-232. Another signi®cant change resulting from Revision A was the addition of support for Ring Indicator which enables the interface to support switched network applications. Figure 1.53 summarizes the RS-530 interchange circuits and compares those circuits to both RS-232 and RS-449. Note that RS-530 has maintained the standard RS-232 circuit structure for data, clock and control, all of which are balanced signals based upon the RS-442 standard. RS-530 has also adopted the three test circuits speci®ed in RS-232-D: local loop, remote loop and test mode. Like RS-232-D, these three circuits are single ended. RS-530 has maintained pin 1 as frame ground or shield and pin 7 as signal ground. The original RS-530 interface speci®ed balanced circuits for DCE Ready and DTE ready, using pins 22 and 23 for one pair of each signal, respectively. Under
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Figure 1.53 Pin comparisonÐRS-530 to RS-232 and RS-449
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Figure 1.54 RS-530 interface on D connector



Revision A, Ring Indicator support was added through the use of pin 22 while Signal Common support was added through the use of pin 23. Based upon the RS-530 pin assignments contained in Figure 1.53, the interchange circuits for the D connector speci®ed by the standard are illustrated in Figure 1.54. You can compare Figure 1.54 with Figure 1.45 to see the similarity between RS-530 and RS-232 D-connector interfaces.



High Speed Serial Interface The High Speed Serial Interface (HSSI) was jointly developed by T3Plus Networking, Inc. and Cisco Systems, Inc. as a mechanism to satisfy the growing demands of high-speed data transmission applications. Although the development of HSSI dates from 1989, its developers were forward looking, recognizing that the practical use of T3 and Synchronous Optical Network (SONET) terminating products would require equipment to transfer information well beyond the capability of the V.35 and RS 422/449 interfaces. The result of their efforts was HSSI, which is a full-duplex synchronous serial interface capable of transmitting and receiving information at data rates up to 52 Mbps between a DTE and a DCE. This standard was rati®ed by the American National Standards Institute (ANSI) in July 1992 and was being reviewed by the International Organization for Standardization (ISO) and the ITU-T for standardization when this book was revised. ANSI document SP2795 de®nes the electrical speci®cations for the interface at data rates up to 52 Mbps while document SP2796 speci®es the operation of the DTE±DCE interface circuits.



Rationale for development The rationale for the development of HSSI was not only the operating limit of 6 Mbps for V.35 and 10 Mbps for RS-422/449 but, in addition, the problems that occur when those standards are extended to higher operating rates. Several manufacturers developed proprietary methods to increase the data transfer rate
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of those standards; however, doing so resulted in an increase in radio frequency interference (RFI) which in some instances resulted in the disruption of the operation of other nearby equipment and cable connections. HSSI eliminates potential RFI problems while obtaining a high speed data transfer capability through the use of emitter-coupled logic (ECL). ECL is faster than complementary metal-oxide semiconductor (CMOS) or transistor-totransistor logic (TTL) commonly used in other interfaces, while generating a lower amount of noise. To accomplish this, ECL has a voltage swing of 0.8 between de®ning 0 and 1 bits, which is considerably smaller than the voltage swings in CMOS and TTL logic.



Signal de®nitions HSSI can be viewed as a simple V.35 type interface based upon the use of emittercoupled logic for transmission levels, with 12 signals currently de®ned. Figure 1.55 illustrates the 12 HSSI currently de®ned interchange circuits, with the normal data¯ow indicated by arrowheads on each circuit. Under HSSI signaling the DCE manages clocking, similar to the V.35 and RS499 standards. The DCE generates Receive Timing (RT) and Send Timing (ST) signals from the network clock. In comparisons, the DTE returns the clocking signal as Terminal Timing (TT) with data on circuit SD (Send Data) to ensure data is in phase with timing. HSSI signaling was designed to support continuous as well as gapped, or discontinuous clocking. The latter is associated with the DS3 signal used for T3 transmission at 44.736 Mbps. Under DS3 signaling every 85th frame is a control frame, requiring the DCE clock to run for 84 contiguous pulses and then miss one



Figure 1.55



HSSI signaling between DTE and DCE
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pulse or gap over it to correctly achieve the DS3 frequency. We can obtain an appreciation of the operation of HSSI by examining the operation and functionality of each of the 12 signals currently supported by the interface. Receive Timing (RT) The Receive Timing circuit presents the DCE clocking obtained from the network to the attached terminal device. As previously discussed, RT is a gapped clock and has a maximum bit rate of 52 Mbps. The clocking signal on RT provides the timing information necessary for the DTE to receive data on circuit RD. Receive Data (RD) Data received by the DCE from an attached communications circuit are transferred on the RD circuit to the DTE. Send Timing (ST) The Send Timing circuit transports a gapped clocking signal with a maximum bit rate of 52 Mbps from the DCE to the DTE. This clock provides transmit signal element timing information to the DTE which is returned via the Terminal Timing (TT) circuit. Terminal Timing (TT) The Terminal Timing circuit provides the path for the echo of the Send Timing clocking signal from the DTE to the DCE. The clocking signal on this circuit provides transmit signal element timing information to the DCE which is used for sampling data forwarded to the DCE on circuit SD. Send Data (SD) The ¯ow of data from the DTE to the DCE occurs on circuit SD. As previously mentioned, clocking on circuit TT provides the DCE with the timing signals to correctly sample the SD circuit. Terminal Available (TA) Terminal Available can be considered as the functional equivalent of Request to Send (RTS); however, unlike TRS, TA is asserted by the DTE independently of DCE when the DTE is ready to both send and receive data. Actual data transmission will not occur until the DCE has asserted a Communications Available (CA) signal. Communications Available (CA) The Communications Available (CA) signal can be considered as functionally similar to the Clear to Send (CTS) signal. However, the CA signal is asserted by
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the DCE independently of the TA signal whenever the DCE is prepared to both transmit and receive data to and from the DCE. The assertion of voltage on circuit CA indicates that the DCE has a functional data communications channel; however, transmission will not occur until the TA signal is asserted by the DTE. Through the elimination of Data Set Ready (DSR) and Data Terminal Ready (DTR) signals commonly used in other interfaces, the HSSI interface becomes relatively simple to implement. This in turn simpli®es the DTE-to-DCE data exchange by eliminating the complex handshaking procedures required when using other interfaces.



Loopback circuits Through the use of three loopback circuits HSSI provides expanded diagnostic testing capability that can be extremely valuable when attempting to isolate transmission problems. Circuits LA and LB are asserted by the DTE to inform the near or far end DCE to initiate one of three diagnostic loopback modesÐloopback at the remote DCE line, loopback at the local DCE line, or loopback at the remote DTE. The third loopback circuit, LC, is optional and is used to request the local DTE to provide a loopback path to the DCE. When the LC circuit is asserted the DTE would set TT ˆ RT and SD ˆ RD, enabling testing of the DCE to DTE interface independent of the DTE. The ST circuit would not be used as it cannot be relied upon as a valid clocking source.



Figure 1.56



HSSI supports four loopbacks
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Figure 1.56 illustrates the four possible HSSI loopbacks with respect to the local DTE. Although data ¯ows end-to-end in digital form, the term `analog' used to reference two loopbacks is a carry-over from modem loopback terminology and indicates that data is converted from unipolar to bipolar in the same manner as certain modem loopbacks convert digital to analog to test the modulator of a modem. Signal Ground (SG) Signal Ground is used to ensure that transmit signal levels remain within the common input range of receivers. The SG circuit is grounded at both ends. Shield (SH) The shield is used to limit electromagnetic interference. To accomplish this the shield encapsulates the HSSI cable.



Pin Assignments HSSI employs a 50-pin plug connector and receptacle. The connectors are mated to a cable consisting of 25 twisted pairs of 28 AWG cable and are limited to a 50 foot length. The 25 twisted pairs are encapsulated in a polyvinyl chloride (PVC) jacket. Table 1.26 lists the pin assignments. Note that the signal direction is indicated with respect to the DCE.



Table 1.26 HSSI pin assignments Signal name SG Signal Ground RT Receive Timing CA DCE Available RD Receive Data LC Loopback circuit C (optional) ST Send Timing SG Signal Ground TA DTE Available TT Terminal Timing LA Loopback circuit A SD Send Data LB Loopback circuit B SG Signal Ground Reserved for future use SG Signal Ground Reserved for future use SG Signal Ground



Signal direction



Pin no. ( ‡ side)



Pin no. ( side)



N/A



1 2 3 4 5 6 7 8 9 10 11 12 13 14±18 19 20±24 25



26 27 28 29 30 31 32 33 34 35 36 37 38 39±43 44 45±49 50



N/A ! ! ! ! ! N/A ! N/A N/A
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Applications Since its initial development in 1989 HSSI has been incorporated into a large number of products designed to support high speed serial communications. In addition, its relatively simple interface has resulted in its use at data rates that would normally require the use of a V.35 or RS-499 interface. For example, many routers, multiplexers, inverse multiplexers and Channel Service Units operating at 1.544 Mbps can now be obtained with HSSI as well as products designed to operate at T3 (44.736 Mbps) and SONET Synchronous Transmission Service Level 1 (STS-1) (51.84 Mbps).



High Performance Parallel Interface The High Performance Parallel Interface (HIPPI) represents an ANSI switched network standard which was originally developed to support direct communications between mainframes, supercomputers and directly attached storage devices. A series of ANSI standards currently de®ne the physical layer operation of HIPPI as well as data framing, disk and tape connections and link encapsulation. Table 1.27 lists ANSI HIPPI related standards and their areas of standardization. Table 1.27



ANSI HIPPI-related standards



ANSI standard



Area covered



X3.183-1991 X3.222-1993 X3.218-1993 X3.210-1992 ANSI/ISO 9318-3 ANSI/ISO 9318-4



Physical layer Switch control Link encapsulation Framing protocol Disk connections Tape connection



Transmission distance Although its name implies the use of a parallel interface, a number of extensions to HIPPI resulted in its ability to support a 300 meter serial interface over multimode copper as well as parallel transmission via a 50-pair shielded twisted-pair wiring group for relatively short distances. In its basic mode of operation a HIPPI based network consists of two computers connected via a pair of 50-pair copper cables to HIPPI channels on each device. Each 50-pair cable supports transmission in one direction, resulting in the pair of 50-pair cables providing a full-duplex transmission facility. That transmission facility can extend up to 25 meters and operate at either 800 Mbps or 1.6 Gbps, the latter accomplished by doubling the data path. Through the use of one or more HIPPI switches you can develop an extended HIPPI network. That network can use copper cable between switches which permits cabling runs up to 200 meters in length, or a ®ber extender can be used to support extending the distance between switches up to 10 km. The ®ber extender
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Figure 1.57 Creating a HIPPI-based network



functions as a parallel to serial converter as well as an electrical to optical converter to support serial light transmission between switches. Figure 1.57 illustrates the creation of HIPPI based network on a college campus to connect a research laboratory to an administrative ®le server. HIPPI interfaces are now available for a wide range of products to include personal computers, routers and gateways as well as mainframes and supercomputers.



Operation HIPPI operates by framing data to be transmitted as well as by using messages to control data transfer operations. A HIPPI connection is set up through the use of three messages. A Request message is used by the data originator to request the establishment of a connection. A Connect message is returned by the desired destination to inform the requestor that a connection was established. The third message is Ready, which is issued by the destination to inform the originator that it is ready to accept data.



Cables and connectors Numerous types of cables and connectors can be employed in data transmission systems. To familiarize readers with cabling options that can be considered, we will now focus our attention upon several types of cables and their connectors, as well as several cabling tricks based upon our previous examination of the operation of RS-232/V.24 interchange circuits.
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Twisted-pair cable The most commonly employed data communications cable is the twisted-pair cable. This cable can usually be obtained with 4, 7, 9, 12, 16 or 25 conductors, where each conductor is insulated from another by a PVC shield. For EIA RS-232 and ITU V.24 applications, those standards specify a maximum cabling distance of 50 feet between DTE and DCE equipment for data rates ranging from 0 to 19 200 bps; and, normal industry practice is to use male connectors at the cable ends which mate with female connectors normally built into such devices as terminals and modems. Figure 1.58 illustrates the typical cabling practice employed to connect a DTE to a DCE.



Figure 1.58 DTE to DCE cabling



Low-capacitance shielded cable In certain environments where electromagnetic interference and radio frequency emissions could be harmful to data transmission, you should consider the utilization of low-capacitance shielded cable in place of conventional twisted-pair cable. Low-capacitance shielded cable includes a thin wrapper of lead foil that is wrapped around the twisted-pair conductors contained in the cable, thereby providing a degree of immunity to electrical interference that can be caused by machinery, ¯uorescent ballasts and other devices.



Ribbon cable Since an outer layer of PVC houses the individual conductors in a twisted-pair cable, the cable is rigid with respect to its ability to be easily bent. Ribbon or ¯at cable consists of individually insulated conductors that are insulated and positioned in a precise geometric arrangement that results in a rectangular rather than a round cross-section. Since ribbon cable can be easily bent and folded, it is practical for those situations where you must install a cable that must follow the contour of a particular surface.



The RS-232 null modem No discussion of cabling would be complete without a description of a null modem, which is also referred to as a modem eliminator. A null modem is special
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cable that is designed to eliminate the requirement for modems when interconnecting two collocated data terminal equipment devices. One example of this would be a requirement to transfer data between two collocated personal computers that do not have modems and use different types of diskettes, such as an IBM PC which uses a 514-inch diskette and an IBM PS/2 which uses a 312-inch diskette. In this situation, the interconnection of the two computers via a null modem cable would permit programs and data to be transferred between each personal computer in spite of the media incompatibility of the two computers. Since DTEs transmit data on pin 2 and receive data on pin 3, you could never connect two such devices together with a conventional cable as the data transmitted from one device would never be received by the other. In order for two DTEs to communicate with one another, a connector on pin 2 of one device must be wired to connector pin 3 on the other device. Figure 1.59 illustrates an example of the wiring diagram of a null modem cable used to connect two DB-25 connectors together, showing how pins 2 and 3 are cross-connected as well as the con®guration of the control circuit pins on this type of cable. Since a terminal will raise or apply a positive voltage in the 9 V to 12 V range to turn on a control signal, you can safely divide this voltage to provide up to three different signals without going below the signal threshold of 3 V previously illustrated in Figure 1.41. In examining Figure 1.59, we should note the following control signal interactions are caused by the pin cabling: (1) Data terminal ready (DTR, pin 20) raises data set ready (DSR, pin 6) at the other end of the cable. This makes the remote DTE think a modem is connected to the other end and powered ON. (2) Request to send (RTS, pin 4) raises data carrier detect (CD, pin 8) on the other end and signals clear to send (CTS, pin 5) at the original end of the cable. This makes the DTE believe that an attached modem received a carrier signal and is ready to modulate data. (3) Once the handshaking of control signals is completed, we can transmit data onto one end of the cable (TD, pin 2) which becomes receive data (RD, pin 3) at the other end.



Figure 1.59 DB-25 to DB-25 null modem cable
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Figure 1.60



DB-25 to DB-9 null modem cable



Figure 1.61



DB-9 to DB-9 null modem cable



You can also use a null modem cable to connect a DB-25 connector port to a DB-9 connector port as well as two DB-9 connector ports to each other. Figure 1.60 illustrates the connector wiring for a DB-25 to DB-9 null modem cable, while Figure 1.61 illustrates the conductor wiring for a null modem cable used to connect two DB-9 connectors. Since a large number of personal computers use DB-9 connectors, the null modem cables illustrated in Figures 1.60 and 1.61 are popularly employed to directly cable two personal computers to one another as well as PCs to other types of terminal devices, including mainframe computer ports and the ports of a data PBX. In comparing the wiring of the conductors in Figure 1.59 to the wiring of conductors illustrated in Figures 1.60 and 1.61, you will note the similarity between each type of null modem cable. That is, transmit data is always routed to receive data at the opposite end of the cable, RTS and CTS control signals are always tied together, and the tying of DSR to DCD is routed to the DTR signal at the other end of the cable. You will also note that, although the routing of conductors is consistent for all three types of null modem cables, the actual routing of conductors to speci®c pins will vary due to the difference in the assignment of conductors to pins on the DB-25 and DB-9 conductors. The cable con®gurations illustrated in Figures 1.59 and 1.61 will work for most data terminal equipment interconnections; however, there are a few exceptions. The most common exception is when a terminal device is to be cabled to a port on
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a mainframe computer that operates as a `ring-start' port. This means that the computer port must obtain a ring indicator (RI, pin 22) signal. In this situation, each null modem must be modi®ed so that data set ready (DSR, pin 6) on a DB-25 connector is jumpered to ring indicator (RI, pin 22) at the other end of the DB-25 cable to initiate a connect sequence to a `ring-start' system. Owing to the omission of transmit and receive clocks, the previously described null modem cables can only be used for asynchronous transmission. For synchronous transmission you must either drive a clocking device at one end of the cable or employ another technique. Here you would use a modem eliminator which differs from a null modem by providing a clocking signal to the interface. If a clocking source is to be used, DTE timing (pin 24) on a DB-25 connector is normally selected to develop a synchronous null modem cable. In developing this cable, pin 24 is strapped to pins 15 and 17 at each end of the cable as illustrated in Figure 1.62. Then, DTE timing provides transmit and receive clocking signals at both ends of the cable.



Figure 1.62



Synchronous null modem cable



RS-232 cabling tricks A general purpose 3-conductor cable can be used when there is no requirement for hardware ¯ow control and a modem will not be controlled. Here the term ¯ow control refers to the process that causes a delay in the ¯ow of data between DTE and DCE, DCE and DTE or two DCEs or two DTEs resulting from the changing of control circuit states. Figure 1.63 illustrates the use of a 3-conductor cable for DTE±DCE and DTE±DTE or DCE±DCE connections. When this situation occurs it becomes possible to use a 9-conductor cable with three D-shaped connectors at each end, with each connected to three conductors on the cable connector which eliminates the necessity of installing three separate cables. Figure 1.64 illustrates a 5-conductor cable that can be installed between a DTE and DCE (modem) when asynchronous control signals are required. Similar to the
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Figure 1.63



General purpose 3-conductor cable



Figure 1.64



General purpose 5-conductor cable



use of 9-conductor cable to derive three 3-conductor connections, standard 12conductor cable can be used to derive two 5-conductor connections.



Plugs and jacks Modern data communications equipment is connected to telephone company facilities by a plug and jack arrangement as illustrated in Figure 1.65. Although the connection appears to be, and in fact is, simplistic, the number of connection arrangements and differences in the types of jacks offered by telephone companies usually ensures that the speci®cation of an appropriate jack can be a complex task. Fortunately, most modems and other communications devices include explicit instructions covering the type of jack the equipment must be connected to as well as providing the purchaser with information that must be furnished to the telephone company in order to legally connect the device to the telephone company line.
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Figure 1.65 Connection to telephone company facilities. Data communications equipment can be connected to telephone company facilities by plugging the device into a telephone company jack



Most communications devices designed for operation on the PSTN interface the telephone company network via the use of an RJ11C permissive or an RJ45S programmable jack. Figure 1.66 illustrates the conductors in the RJ11 and RJ45 modular plugs. The RJ11 plug is primarily used on two-wire dial lines. This plug is used in both the home and of®ce for connecting a single instrument telephone to the PSTN. In addition, the RJ11 also serves as an optional connector for four-wire private lines. Although the RJ11 connector is fastened to a cable containing four or six strandedcopper conductors, only two wires in the cable are used for switched network applications. When connected to a four-wire leased line, four conductors are used.



Figure 1.66 RJ11 and RJ45 modular plugs



The development of the RJ11 connector can be traced to the evolution of the switchboard. The plugs used with switchboards had a point known as the `tip' which was colored red, while the adjacent sleeve known as the ring was colored green. The original color coding used with switchboard plugs was carried over to telephone wiring. If you examine a four-wire (two-pair) telephone cable, you will note that the wires are coloured yellow, green, red and black. The green wire is the tip of the circuit while the red wire is the ring. The yellow and black wires can be used to supply power to the light in a telephone or used to control a secondary telephone using the same four-wire conductor cable.
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Color identi®cation of telephone cables



Four-wire



Six-wire



Pair



Color



Pair



Color



1



Yellow Green



1



Blue Yellow



2



Red Black



2



Green Red Black White



3



The most common types of telephone cable used for telephone installation are four-wire and six-wire conductors. Normally, a four-wire conductor is used in a residence that requires one telephone line. A six-wire conductor is used in either a residential or business location that requires two telephone lines and can also be used to provide three telephone lines from one jack. Table 1.28 compares the color identi®cation of the conductors in four-wire and six-wire telephone cable. During the late 1970s, telephone companies replaced the use of multiprong plugs by the introduction of modular plugs which in turn are connected to modular jacks. The RJ11C plug was designed for use with any type of telephone equipment that requires a single telephone line. Thus, regardless of the use of either four-wire or six-wire cable only two wires in the cable need be connected to an RJ11C jacks. The RJ11 plug can also be used to service an instrument that supports two or three telephone lines; however, RJ14C and RJ25C jacks must then be used to provide that service. These two jacks are only used for voice. For data transmission both four- and six-conductor plugs are available for use, with conductors 1, 2, 5 and 6 in the jack normally reserved for use by the telephone company. Then, conductor 4 functions as the ring circuit while conductor 5 functions as the tip to the telephone company network. The RJ45 plug is also designed to support a single line although it contains eight positions. In this plug, positions 4 and 5 are used for ring and tip and a programmable resistor on position 8 in the jack is used to control the transmit level of the device connected to the switched network. The RJ45 plug and jack connectors are also used in some communications products to provide an RS-232 DTE±DCE interface via twisted-pair telephone wire. In certain cases an RJ45 to DB25 adapter may be needed. This adapter will, as an example, permit the cabling of a cable terminated with an RJ45 plug to DB25 connector or a DB25 connector cable end to a RJ45 socket. RJ45 connectors typically support the transmitted data, received data, data terminal ready (DTE ready), data set ready (DCE ready), data detect (received line signal detector), request to send, clear to send and signal ground circuits. The physical size of the plugs used to wire equipment to each jack as well as the size of each of the previously discussed jacks are the same. The only difference between jacks is in the number of wires cabled to the jack and the number of contacts in the jack which are used to pass telephone wire signals.
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Connecting arrangements There are three connecting arrangements that can be used to connect data communications equipment to telephone facilities. The object of these arrangements is to ensure that the signal received at the telephone company central of®ce in the United States does not exceed 12 dBm.



Permissive arrangement The permissive arrangement is used when you desire to connect a modem to your organization's switchboard, such as a private branch exchange (PBX). When a permissive arrangement is employed, the output signal from the modem is ®xed at a maximum of 9 dBm and the plug that is attached to the data set cable can be connected to three types of telephone company jacks as illustrated in Figure 1.67. The RJ11 jack can be obtained as a surface mounting (RJ11C) for desk sets or as a wall-mounted (RJ11W) unit; however the RJ41S and RJ45S are available only for surface mounting.



Figure 1.67 Permissive arrangement jack options



Since permissive jacks use the same six-pin capacity miniature jack used for standard voice telephone installations, this arrangement provides for good mobility of terminals and modems.



Fixed loss loop arrangement Under the ®xed loss loop arrangement the output signal from the modem is ®xed at a maximum of 4 dBm and the line between the subscriber's location and the telephone company central of®ce is set to 8 dBm of attenuation by a pad located within the telephone company provided jack. As illustrated in Figure 1.68, the
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Figure 1.68 Fixed loss loop arrangement



only jack that can be used under the ®xed loss loop arrangement is the RJ41S. This jack has a switch FLL-PROG, which must be placed in the FLL position under this arrangement. Since the modem output is limited to 4 dBm, the 8 dB attenuation of the pad ensures that the transmitted signal reaches the telephone company of®ce at 12 dBm. As the pad in the jack reduces the receiver signal-tonoise ratio by 8 dB, this type of arrangement is more susceptible to impulse noise and should only be used if one cannot use either of the two other arrangements.



Programmable arrangement Under the programmable arrangement con®guration a level setting resistor inside the standard jack provided by the telephone company is used to set the transmit level within a range between 0 and 12 dBm. Since the line from the user is directly routed to the local telephone company central of®ce at installation time, the telephone company will measure the loop loss and set the value of the resistor based upon the loss measurement. As the resistor automatically adjusts the transmitted output of the modem so the signal reaches the telephone company of®ce at 12 dBm, the modem will always transmit at its maximum allowable level. As this is a different line interface in comparison to permissive or ®xed loss data sets, the data set must be designed to operate with the programmability feature of the jack. Either the RJ41S universal jack or the RJ45S programmed jack can be used with the programmed arrangement as illustrated in Figure 1.69. The RJ41S jack is installed by the telephone company with both the resistor and pad for programmed and ®xed loss loop arrangements. By setting the switch to PROG, the programmed arrangement will be set. Since the RJ45S jack can operate in either the permissive or programmed arrangement without a switch, it is usually preferred as it eliminates the possibility of an inadvertent switch reset.



Telephone options Prior to the use of modular jacks, telephones were hardwired to the switched telephone network. Even with the growth in the use of modular connecting arrangements, there are still a few locations where telephones are connected the `old-fashioned way'. Those telephone sets require the selection of speci®c options to be used with communications equipment. As part of the ordering procedure you must specify a series of speci®c options that are listed in Table 1.29.
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Figure 1.69 Programmed arrangement jack Table 1.29



Telephone ordering options



Decision



Description



A



1 2



Telephone set controls line Data set controls line



B



3 4



No aural monitoring Aural monitoring provided



C



5 6



Touchtone dialing Rotary dialing



D



7 8



Switchhook indicator Mode indicator



When the telephone set is optioned for telephone set controls the line, calls are originated or answered with the telephone by lifting the handset off-hook. To enable control of the line to be passed to a modem or data set an `exclusion key' is required. The exclusion key telephone permits calls to be manually answered and then transferred to the modem using the exclusion key. The exclusion key telephone is wired for either `telephone set controls line' or `data set controls line'. Data set control is normally selected if you have an automatic call or automatic answer modem since this permits calls to be originated or answered without taking the telephone handset off-hook. To use the telephone for voice communications the handset must be raised and the exclusion key placed in an upward location. The telephone set control of the line option is used with manual answer or manual originate modems or automatic answer or originate modems that will be operated manually. To connect the modem to the line the telephone must be offhook and the exclusion key placed in an upward position. To use telephone for voice communications the telephone must be off-hook while the exclusion key is placed in the downward position. When the dat set controls the line option is selected, calls can be automatically originated or answered by the data equipment without lifting the telephone handset. Aural monitoring enables the telephone set to monitor call progress tones as well as voice answer back messages without requiring the user to switch from data to voice.
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You can select option B3 if aural monitoring is not required, while option B4 should be selected if it is required. Option C5 should be selected if touchtone dialing is to be used, while option C6 should be speci®ed for rotary dial telephones. Under option D7, the exclusion key will be bypassed, resulting in the lifting of the telephone handset causing the closure of the switchhook contact in the telephone. In comparison, option D8 results in the exclusion key contacts being wired in series with the switchhook contacts, indicating to the user whether he or she is in a voice or data mode.



Ordering the business line Ordering a business line to transmit data over the switched telephone network currently requires you to provide the telephone company with four items of information. First, you must supply the telephone company with the Federal Communications Commission (FCC) registration number of the device to be connected to the switched telephone network. This 14-character number can be obtained from the vendor who must ®rst register their device for operation on the switched network prior to making it available for use on that network. Next, you must provide the ringer equivalence number of the data set to be connected to the switched network. This is a three-character number, such as 0.4A, and represents a unitless quotient formed in accordance with certain circuit parameters. Finally, you must provide the jack numbers and arrangement to be used as well as the telephone options if you intend to use a handset.



1.15 THE DATA LINK LAYER In the ISO model, the data link layer is responsible for the establishment, control, and termination of connections among network devices. To accomplish these tasks the data link layer assumes responsibility for the ¯ow of user data as well as for detecting and providing a mechanism for recovery from errors and other abnormal conditions, such as a station failing to receive a response during a prede®ned time interval. In this section, we will ®rst examine the key element that de®nes the data link layerÐits protocol. In this examination, we will differentiate between terminal protocols and data link protocols to eliminate this terminology as a potential area of confusion. Next, we will focus our attention upon several speci®c wide area networking protocols, starting with simple asynchronous line-by-line protocols. Protocols examined in the second portion of this section include an asynchronous teletype protocol, several popular asynchronous ®le transfer protocols used to transfer data to and from personal computers, IBM's character-oriented binary synchronous communication (commonly referred to as BSC or bisync), Digital Equipment Corporation's Digital Data Communications Message Protocol (DDCMP), and the bit-oriented Higher Level Data Link Control (HDLC) as well as its IBM near-equivalent, Synchronous Data Link Control (SDLC).
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Terminal and data link protocols Two types of protocols should be considered in a data communications environment: terminal protocols and data link protocols. The data link protocol de®nes the control characteristics of the network and is a set of conventions that are followed which govern the transmission of data and control information. A terminal or a personal computer can have a prede®ned control character or set of control characters which are unique to the terminal and are not interpreted by the line protocol. This internal protocol can include such control characters as the bell, line feed and carriage return for conventional teletype terminals, blink and cursor positioning characters for a display terminal and form control characters for a line printer. For experimenting with members of the IBM PC series and compatible computers, you can execute the one line BASIC program PRINT CHR$(X) ``DEMO'', substituting different ASCII values for the value of X to see the effect of different PC terminal control characters. As an example, using the value 7 for X, the IBM PC will beep prior to displaying the message DEMO, since ASCII 7 is interpreted by the PC as a request to beep the speaker. Using the value 9 for X will cause the message DEMO to be printed commencing in position 9, since ASCII 9 is a tab character which causes the cursor to move on the screen 8 character positions to the right. Another example of a terminal control character is ASCII 11, which is the home character. Using the value 11 for X will cause the message DEMO to be printed in the upper left-hand corner of the screen since the cursor is ®rst placed at that location by the home character. Although poll and select is normally thought of as a type of line discipline or control, it is also a data link protocol. In general, the data link protocol enables the exchange of information according to an order or sequence by establishing a series of rules for the interpretation of control signals which will govern the exchange of information. The control signals govern the execution of a number of tasks which are essential in controlling the exchange of information via a communications facility. Some of these information control tasks are listed in Table 1.30. Table 1.30



Information control tasks



Connection establishment Connection veri®cation Connection disengagement



Transmission sequences Data sequence Error control procedures



Connection establishment and veri®cation Although all of the tasks listed in Table 1.30 are important, not all are required for the transmission of data, since the series of tasks required is a function of the total data communications environment. As an example, a single terminal or personal computer connected directly to a mainframe or another terminal device by a leased line may not require the establishment and veri®cation of the connection. Several
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devices connected to a mainframe computer on a multidrop or multipoint line would, however, require the veri®cation of the identi®cation of each terminal device on the line to insure that data transmitted from the computer would be received by the proper device. Similarly, when a device's session is completed, this fact must be recognized so that the mainframe computer's resources can be made available to other users. Thus, connection disengagement on devices other than those connected on a point-to-point leased line permits a port on the front-end processor to become available to service other users.



Transmission sequence Another important task is the transmission sequence which is used to establish the precedence and order of transmission, to include both data and control information. As an example, this task de®nes the rules for when devices on a multipoint circuit may transmit and receive information. In addition to the transmission of information following a sequence, the data itself may be sequenced. Data sequencing is normally employed in synchronous transmission and in asynchronous ®le transfer operations where a long block is broken into smaller blocks for transmission, with the size of the blocks being a function of the personal computer's or terminal's buffer area and the error control procedure employed. By dividing a block into smaller blocks for transmission, the amount of data that must be retransmitted, in the event that an error in transmission is detected, is reduced. Although many error-checking techniques are more ef®cient when short blocks of information are transmitted, the ef®ciency of transmission correspondingly decreases since an acknowledgement (negative or positive) is returned to the device transmitting after each block has been received and checked. For communications between remote job entry terminals and computers, blocks of up to several thousand characters are typically used. Block lengths from 80 to 1024 characters are, however, the most common sizes. Although some protocols specify block length, most protocols permit the user to set the size of the block, while other protocols automatically vary the block size based upon the error rate experienced by the transmission progress.



Error control The simplest method of error control does not actually ensure errors are corrected. This method of error control is known as echoplex and results in each character transmitted to a receiving device being sent back or echoed from the receiver to the transmitting device, hence, the term `echoplex'. Under the echoplex method of error correction, the transmitting device examines the echoed data. If the echoed data differs from the transmitted data an error is assumed to have occurred and the data must then be retransmitted. Since a transmission error can occur in either direction, it is possible for a character corrupted to another character during transmission in one direction to be
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corrupted back into its original bit form when echoed to the transmitting device. In addition, a character received correctly may be corrupted during its echo, resulting in the false impression that an error occurred. Echoplex was a popular method for detecting transmission errors that was used with teletype terminals. This method of error detection was also used in such message switching systems as TWX and is currently used with many types of asynchronous transmission, including personal computers. Concerning the latter, a PC communicating in an asynchronous full-duplex mode to another full-duplex computer will have each character transmitted echoed back. Since the detection of erroneous characters, however, depends upon the visual accuity of the operator more modern methods of error detection and correction have replaced the use of echoplex in applications where we cannot rely upon an operator to correct errors. Thus, a large number of ®le transfer protocols that group characters into data blocks and append a checking mechanism were developed to automatically detect and correct transmission errors. Today, the most commonly employed method to correct transmitted errors is to inform the transmitting device simply to retransmit a block. This procedure requires coordination between the sending and receiving devices, with the receiving device either continuously informing the sending device of the status of each previously transmitted block or transmitting a negative acknowledgement only when a block is received in error. If the protocol used requires a response to each block and the block previously transmitted contained no detected errors, the receiver will transmit a positive acknowledgement and the sender will transmit the next block. If the receiver detects an error, it will transmit a negative acknowledgement and discard the block containing an error. The transmitting station will then retransmit the previously sent block. Depending upon the protocol employed, a number of retransmissions may be attempted. However, if a default limit is reached owing to a bad circuit or other problems, then the computer or terminal device acting as the master station may terminate the session, and the operator will have to re-establish the connection. If the protocol supports transmission of a negative acknowledgement only when a block is received in error, additional rules are required to govern transmission. As an example, the sending device could transmit several blocks and, in fact, could be transmitting block n ‡ 4 prior to receiving a negative acknowledgement concerning block n. Depending upon the protocol's rules, the transmitting device could retransmit block n and all blocks after that block or ®nish transmitting block n ‡ 4, then transmit block n and resume transmission with block n ‡ 5.



Types of protocols Now that we have examined protocol tasks, let us focus our attention upon the characteristics, operation and utilization of several types of protocols that provide a prede®ned agreement for the orderly exchange of information. To facilitate this examination we will start with an overview of one of the simplest protocols in use and structure our overview of protocols with respect to their complexity.
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Teletype protocols Teletype and teletype compatible terminals support relatively simple protocols used for conveying information. In general, a teletype protocol is a line-by-line protocol that requires no acknowledgement of line receipt. Thus, the key elements of this protocol de®ne how characters are displayed and when a line is terminated and the next line is to be displayed. Some additional elements included in line by line teletype protocols actually are part of the terminal protocol, since they de®ne how the terminal should respond to speci®c control characters. Teletype Model 33 One commonly used teletype protocol is the Teletype1 Model 33 data terminal. This terminal transmits and receives data asynchronously on a line by line basis using a modi®ed ASCII code in which lower-case character received by a Model 33 are actually printed as their upper-case equivalent, a term known as `fold-over' printing. Although the ASCII code de®nes the operation of 32 control characters, only 11 control characters can be used for communications control purposes. Prior to examining the use of communications control characters in the teletype protocol, let us ®rst review the operational function and typical use of each control character. These characters were previously listed in Table 1.11 with the twocharacter designator CC following their meaning and will be reviewed in the order of their appearance in the referenced table. Communications control characters



NUL The null (NUL) character is a non-printable time delay or ®ller character. This character is primarily used for communicating with printing devices that require a de®ned period of time after each carriage return in which to reposition the printhead to the beginning of the next line. In the early days of PC communications many mainframe computers would be programmed to prompt users to `Enter the number of nulls'; this is a mechanism to permit electromechanical terminal devices that require a delay to return the print head to the ®rst position on the next line without obtaining garbled output.



SOH The start of heading (SOH) is a communications control character used in several character-oriented protocols to de®ne the beginning of a message heading data block. In synchronous transmission on a multipoint or multidrop line structure, the SOH is followed by an address which is checked by all devices on the common line to ascertain if they are the recipient of the data. In asynchronous transmission, the SOH character can be used to signal the beginning of a ®lename during multiple ®le transfers, permitting the transfer to occur without treating each ®le
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transfer as a separate communications session. Since asynchronous communications typically involve point-to-point communications, no address is required after the SOH character; however, both devices must have the same communications software program that permits multiple ®le transfers in this manner.



STX The start of text (STX) character signi®es the end of heading data and the beginning of the actual information contained within the block. This communications control character is used in the bisynchronous protocol that will be examined later in this section.



ETX The end of text (ETX) character is used to inform the receiver that all the information within the block has been transmitted and normally terminates a block of data started with an STX or SOH. This character is also used to denote the beginning of the block check characters appended to a transmission block as an error detection mechanism. This communications control character is primarily used in the bisynchronous protocol and its receipt requires a status acknowledgement, such as an ACK or NAK.



EOT The end of transmission (EOT) character de®nes the end of transmission of all data associated with a message transmitted to a device. If transmission occurs on a multidrop circuit the EOT also informs other devices on the line to check later transmissions for the occurrence of messages that could be addressed to them. The EOT is also used as a response to a poll when the polled station has nothing to send and as an abort signal when the sender cannot continue transmission. In the XMODEM protocol the EOT is used to indicate the end of a ®le transfer operation.



ENQ The enquiry (ENQ) communications control character is used in the bisynchronous protocol to request a response or status from the other station on a point to point line or to a speci®cally addressed station on a multidrop line. In response to the ENQ character, the receiving station may respond with the number of the last block of data it successfully received. In a multidrop environment, the mainframe computer would poll each device on the line by addressing the ENQ to one particular station at a time. Each station would respond to the poll positively or negatively, depending upon whether or not they had information to send to the mainframe computer at that point in time.
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ACK and DLE The acknowledgement (ACK) character is used to verify that a block of data was received correctly. After the receiver computes its own `internal' checksum or cyclic code and compares it to the one appended to the transmitted block, it will transmit the ACK character if the two checksums match. In the XMODEM protocol the ACK character is used to inform the transmitter that the next block of data can be transmitted. In the bisynchronous protocol the data link escape (DLE) character is normally used in conjunction with the 0 and 1 characters in place of the ACK character. Alternating DLE0 and DLE1 as positive acknowledgement to each correctly received block of data eliminates the potential of a lost or garbled acknowledgement resulting in the loss of data. In some literature, DLE0 and DLE1 are referred to as ACK0 and ACK1.



NAK The negative acknowledgement (NAK) communications control character is transmitted by a receiving device to request the transmitting device to retransmit the previously sent data block. This character is transmitted when the receiver's internally generated checksum or cyclic code does not match the one transmitted, indicating that a transmission error has occurred. In the XMODEM protocol this character is used to inform the transmitting device that the receiver is ready to commence a ®le transfer operation as well as to inform the transmitter of any blocks of data received in error. In the bisynchronous protocol, the NAK is also used as a station-not-ready reply to an ENQ line bid or a station selection.



SYN The synchronous idle (SYN) character is employed in the bisynchronous protocol to establish and then maintain line synchronization between the transmitter and receiver during periods when no data is transmitted on the line. When a series of SYN characters is interrupted, this indicates to the receiver that a block of data is being transmitted.



ETB The end of transmission block (ETB) character is used in the bisynchronous protocol in place of an ETX character when data is transmitted in multiple blocks. This character then indicates the end of a particular block of transmitted data that commenced with an SOH or STX character. A block check character (BCC) is sent after an ETB. The receipt of an ETB is followed by an acknowledgement by the receiving device, such as an ACK or NAK. Information ¯ow Figure 1.70 illustrates in a time chart format the possible ¯ow of information between a teletype compatible terminal and a computer system employing a basic
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Figure 1.70 Basic teletype protocol



teletype protocol. In this protocol the terminal operator might ®rst transmit the ENQ character, which is formed by pressing the shift and E keys simultaneously. If the call originated over the PSTN, the ENQ character, in effect, tells the computer to respond with its status. Since the computer is beginning its servicing of a new connection request, it normally responds with a log-on message. This logon message can contain one or more lines of data. The ®rst line of the log-on message shown in Figure 1.70 is pre®xed with a carriage return (CR) line feed (LF) sequence, which positions the printhead to the ®rst column on a new line prior to printing the data in the received log-on message line. The log-on message line, as well as all following lines transmitted by the computer, will have a CR LF suf®x, in effect, preparing the terminal for the next line of data. Upon receipt of the log-on message the terminal operator keys in his or her log-on code, which is transmitted to the computer as data followed by the CR LF suf®x which terminates the line entry.
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Variations There are numerous variations to the previously discussed teletypewriter protocol, of which space permits mentioning only two. Some computers will not recognize an ENQ character on an asynchronous ASCII port. Those computers are normally programmed to respond to a sequence of two or more carriage returns. Thus, the sequence ENQ LF CR would be replaced by CR CR or CR CR CR. With the growth in popularity and use of personal computers as terminals, it was found that the time delay transmitted by computers in the form of null characters to separate multiple lines of output from one another by time was not necessary. Originally, the transmission of one line was separated through the use of NUL characters by several character intervals from the next line. This separation was required to provide the electromechanical printer used on teletype terminals with a suf®cient amount of time to reposition its printhead from the end of one line to the beginning of the next line prior to receiving the ®rst character to be printed on the next line. Since a cursor on a video display can be repositioned almost instantly, the growth in the use of personal computers and video display terminals resulted in the removal of time delays between computer transmitted lines. Today, some computer software designed to service asynchronous terminals, as well as personal computers, will prompt the terminal operator with a message similar to: ``ENTER NULLS (0 TO 5)-''. This message provides the terminal operator with the ability to inform the computer whether he or she is using an electromechanical terminal. If 0 is entered, the computer assumes the terminal has a CRT display and does not separate multiple lines transmitted from the computer by anything more than the standard CR LF sequence. If a number greater than zero is entered, the computer separates multiple lines by the use of the indicated number of null characters. The NUL character, also called a PAD character, is considered to be a blank character which is discarded by the receiver. Thus, transmitting one or more NUL characters between lines only serves to provide time for the terminal's printhead to be repositioned to column 1 and has no effect upon the received data. If you are accessing a computer system that assumes all users have CRT terminals or personal computers, more than likely the null message will not be displayed. Such systems assume all users do not require a timing delay between transmitted lines and do not insert NUL characters between lines. Error control What happens if a line hit occurs during the transmission of data when a teletype protocol is used? Unfortunately, the only error detection mechanisms employed by teletype terminals and computer ports that supports this protocol are parity checking and echoplex. If parity checking is supported by the terminal, it may simply substitute and display a special error character received with a parity error. This places the responsibility for error detection and correction upon the terminal operator, who must ®rst visually observe the error and then request the computer to retransmit
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the line containing the parity error. Similarly, echoplex requires the operator to visually note that the echoed character differs from the character key just pressed. As previously discussed in Section 1.11, the response of a computer to a parity error can range from no action to the generation of a special symbol to denote the occurrence of a parity error. In fact, most asynchronous line by line protocols do not check for parity errors. These protocols use echoplex, which as previously explained can result in a false indication of a transmission error or the appearance that all is well even though a transmitted character was received in error.



XMODEM protocol The XMODEM protocol which was originally developed by Ward Christensen has been implemented into many asynchronous personal computer communications software programs and is supported by a large number of bulletin boards. Figure 1.71 illustrates in a time chart format the use of the XMODEM protocol for a ®le transfer consisting of two blocks of data. As illustrated, under the XMODEM protocol the receiving device transmits a negative acknowledgement (NAK) character to signal the transmitter that it is ready to receive data. The XMODEM protocol is a `receiver-driven' protocol in that the receiver transmits a character as a signal for the transmitter to start its data transfer operation. Under the XMODEM protocol the receiver has a 10 s timeout. It transmits a NAK each time it times out; hence, if the software on the personal computer that is to transmit a ®le is not set up to do so a period of 10 s can transpire until transmission actually starts. In response to the NAK the transmitter sends a start of header (SOH) communications control character followed by two characters that represent the block number and the one's complement of the block number. The block number used in the XMODEM protocol starts at 01, increments by 1, and wraps from a maximum value of 0FFH to 00H and not to 01H. The one's complement is obtained by subtracting the block number from 255. Next a 128character data block is transmitted which in turn is followed by the checksum character. As previously discussed in Section 1.11, the checksum is computed by ®rst adding the ASCII values of each of the characters in the 128-character block and dividing the sum by 255. Next, the quotient is discarded and the remainder is retained as the checksum. If the data blocks are damaged during transmission, the receiver can detect the occurrence of an error in one of three ways. If the start of header is damaged, it will be detected by the receiver and the data block will be negatively acknowledged. If either the block count or the one's complement ®eld are damaged, they will not be the one's complement of each other. Finally, the receiver will compute its own checksum and compare it to the transmitted checksum. If the checksums do not match this is also an indicator that the transmitted block was received in error. Each of the preceding situations results in the block being considered to have been received in error. Then the receiving station will transmit a NAK character which serves as a request to the transmitting station to retransmit the previously transmitted block. As illustrated in Figure 1.71, a line hit occurring during the transmission of the second block resulted in the receiver transmitting a NAK and
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Figure 1.71 XMODEM protocol ®le transfer operation



the transmitting device resending the second block. Suppose more line hits occur which affects the retransmission of the second block. Under the XMODEM protocol the retransmissions process will be repeated until the block is correctly received or until ten retransmission attempts occur. If, owing to a thunderstorm or other disturbance, line noise is a problem, after 10 attempts to retransmit a block the ®le transfer process will be aborted. This will require a manual operator intervention to restart the ®le transfer at the beginning and is one of many de®ciencies of the XMODEM protocol. Other de®ciencies of the XMODEM protocol include its relatively small block size, its half-duplex transmission scheme, and its use of the checksum that provides a less reliable error detection capability in comparison to the use of a CRC. In spite of the limitations of the XMODEM protocol, it is one of the most popular protocols employed by personal computer users for asynchronous data transfer because of several factors. First, the XMODEM protocol is in the public domain which means it is readily available at no cost for software developers to incorporate into their communications programs. Secondly, the algorithm
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employed to generate the checksum is easy to implement using a higher level language such as BASIC or Pascal. In comparison, a CRC-16 block-check character is normally generated using assembly language. As a result of the previously mentioned limitations associated with the XMODEM protocol, several extensions to that protocol were developed. In addition, many commercial software developers designed proprietary ®le transfer protocols that were also structured to overcome one or more of the limitations associated with the XMODEM protocol. Five of the more popular extensions of the XMODEM protocol are XMODEM/CRC, YMODEM, YMODEM-G, XMODEM-1K and ZMODEM. Some of those protocols also have what are known as batch extensions which support the transfer of multiple (batched) ®les. Concerning commercial proprietary software protocols, two of the more popular are the BLAST and CrossTalk protocols. To provide readers with an indication of the advantages and disadvantages of each protocol we will compare and contrast several of those protocols to the original XMODEM protocol.



XMODEM/CRC protocol The XMODEM/CRC is very similar to the XMODEM protocol, except that a two-byte CRC-16 is used in place of the one-character arithmetic checksum used with the original protocol. To differentiate the use of a CRC-16 from the use of a checksum, the receiver speci®es the CRC-16 by transmitting the character C (Hex 43) instead of a NAK when requesting the ®rst packet. Figure 1.72 illustrates the block format of the XMODEM/CR protocol. In comparing the format of the XMODEM/CRC protocol to the XMODEM protocol, you will note the similarity between the two protocols, since only the error detection mechanism has changed.



Figure 1.72



XMODEM/CRC block format



XMODEM/CRC Through the use of a CRC, the probability of an undetected error is signi®cantly reduced in comparison to the use of the XMODEM checksum. The CRC will detect all single- and double-bit errors, all errors with an odd number of bits, all bursts of errors up to 16 bits in length, 99.997% of 17-bit error bursts, and 99.998% of 18-bit and longer bursts. Although the XMODEM/CRC protocol signi®cantly reduces the probability of an undetected error, it is a half-duplex protocol similar to XMODEM and uses the same size data block. Thus, it removes only one of the three constraints associated with the XMODEM protocol.
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YMODEM and YMODEM batch protocols The YMODEM protocol was developed as an extension to XMODEM to overcome several constraints of the latter as well as to provide additional capabilities beyond those provided by both the XMODEM and XMODEM/CRC protocols. Under the YMODEM protocol, a header block was added to relay the ®lename and other information and multiple ®le transfers are supported in a batch mode. In addition, data is normally transferred in 1024-byte blocks, which results in more time being spent actually transferring data and less time spent computing checksums or CRCs and sending acknowledgements. The original development of the YMODEM protocol was limited to transferring one ®le at a time using 1024-byte (1 K) blocks. Although many communications software programmes implemented YMODEM correctly as it was designedÐas a single ®le protocol, other programs implemented it as a multiple ®le protocol. In actuality, the multiple ®le protocol version of YMODEM is normally and correctly referenced as YMODEM BATCH. Since YMODEM BATCH is the same as YMODEM except that the former allows multiple ®le (batch) transfers, we will examine both protocols and collectively refer to them as YMODEM, although this is not absolutely correct. The format of the YMODEM protocol is illustrated in Figure 1.73. Under this protocol, the start of text (STX) character whose ASCII value is 02H replaces the SOH character used by the XMODEM and XMODEM/CRC protocols. The use of the STX character informs the receiver that the block contains 1024 data characters; however, the receiver can also accept 128 data character blocks. When 128 data character blocks are sent, the SOH character replaces the STX character.



Figure 1.73 YMODEM block format



Under the YMODEM protocol multiple ®les can be transmitted through the use of a single command which, in some implementations, accept global characters. For example, specifying *.DAT would result in an attempt to transmit all ®les with the extension DAT. If no ®les with that extension are found, then zero ®les are transmitted. When a data transfer is initiated, the receiver transmits the ASCII C character to the sender to synchronize transmission startup as well as to indicate that CRC checking is to be employed. The sender then opens the ®rst ®le and transmits block number 0 instead of block number 1 used with the XMODEM and XMODEM/ CRC protocols. Block number 0 will contain the ®lename of the ®le being transmitted and may optionally contain the ®le length and ®le creation date. Due to the manner in which most personal computer operating systems work, the creation or modi®cation date of a ®le being downloaded will be modi®ed to the current date
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when the ®le is received. For example, if the ®le being downloaded was created on JUN 15 1998 and today's date is JLY 19 1998, the ®le data would be changed to JLY 19 1998 when the ®le is downloaded onto your computer. The remaining data characters in block 0 are then set to nulls. Once block 0 is correctly received, it will be ACKed if the receiver can perform a `write open' operation. Otherwise, the receiver will transmit the CAN character to cancel the ®le transfer operation. After block 0 is acknowledged, the sender will commence transferring the contents of the ®le similar to the manner in which data is transmitted using the XMODEM/CRC protocol. During actual data transfer, the sender can switch between 128 and 1024 data character blocks by pre®xing 128 character blocks with the SOH character and 1024 data character blocks with the STX character. After the contents of a ®le are successfully transmitted, the receiver will transmit an ASCII C which serves as a request for the next ®le. If no additional ®les are to be transmitted, the sender will transmit a 128 character data block, with the value of each character set to an ASCII 00H or null character. Figure 1.74 illustrates the transmission of the ®le named STOCK.DAT which was last modi®ed on JLY 19 1998 at 20:30 hours and which contains 2276 characters of information. To initiate the ®le transfer, the receiver transmits an ASCII C to the sender. Upon its receipt the sender transmits a 128 character data block numbered as block 0. This block is pre®xed with the SOH character to differentiate it from a 1024 data character block. The `®le info' ®eld in block number 0 contains the ®lename (STOCK.DAT) followed by the time the ®le was created or last modi®ed (20:30), the date the ®le was created or last modi®ed (JLY 19 1998), and the ®le size in bytes (2276). A single space is used to separate the date from the ®le size, resulting in a total of 30 characters used to convey ®le information. Since the smallest data block contains 128 characters, 98 nulls are added to complete this block. After this block is acknowledged, the sender then transmits the ®rst 1024 data characters through the use of a 1024 character data block, pre®xing the block with the STX character. In examining Figure 1.74, note that blocks 01 and 02 are 1024 characters in length, while blocks 03 and 04 are 128 characters in length. Since the ®le size was 2276 characters, the YMODEM protocol attempts to use as many 1024 data character blocks as possible and then transmits 128 character data blocks to complete the transmission. In doing so, the last 28 characters in block 4 are set to NULs. Once the last block is successfully transferred, the sender transmits the EOT character to denote the completion of the ®le transfer. The receiver then transmits the ASII C as an indicator to the sender to initiate the transfer of the next ®le. Since only one ®le was to be transmitted, the sender transmits a new block number 00H that contains 128 NUL characters, signifying that no more ®les remain to be transmitted. Once this block is acknowledged, the transmission session is completed. In addition to providing an increase in throughput over XMODEM and XMODEM/CRC, when transmission occurs over relatively noise-free lines the header information carried by YMODEM enables communications programs to compute the expected duration of the ®le transfer operation. This explains why
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Figure 1.74



YMODEM protocol ®le transfer example



most communications programs will visually display the ®le transfer time and some programs will provide an updated bar chart of the progress of a YMODEM ®le transfer, while they cannot do the same when the XMODEM or XMODEM/ CRC protocols are used.
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XMODEM-1K protocol The XMODEM-1K protocol is a derivative of the XMODEM standard. The XMODEM-1K protocol follows the previously described XMODEM protocol, substituting 1024-byte blocks in place of byte data blocks. The XMODEM-1K is not compatible with the YMODEM nor the YMODEM BATCH protocols, as the former does not send or accept a block 0, which contains ®le information. Since the block size of this protocol is signi®cantly longer than that of the XMODEM protocol, you can expect a higher level of throughput when transmitting on good quality circuits using XMODEM-1K.



YMODEM-G and YMODEM-G BATCH protocols The development of error correction and detection modems essentially made the use of CRC checking within a protocol redundant. In recognition of this, a `G' option was originally added to the YMODEM protocol which changed it into a `streaming' protocol in which all data blocks are transmitted one after another, with the receiver then acknowledging the entire transmission. This acknowledgement simply acknowledges the entire transmission without the use of error detection and correction. In fact, the two-byte CRC ®eld is set to zero during a YMODEM-G transmission. Thus, this protocol should only be used with error correcting modems that provide data integrity. The use of error correcting modems is described in detail in Chapter 5. Although some software programs enable users to initiate YMODEM-G by entering the character G as an optional parameter, most programs consider YMODEM-G as a separate protocol selected from a pull-down menu or via a command line entry. Like the YMODEM BATCH protocol, YMODEM-G BATCH protocol permits multiple ®les to be transmitted and sends the ®rst 128 data character block with ®le information in the same manner as carried by the YMODEM BATCH protocol. Typically, the multiple ®le transfer capability is selected by the use of a YMODEM-G BATCH option available with many communications programs. To differentiate YMODEM-G BATCH from YMODEM-G, the receiver will initiate the batch transfer by sending the ASCII G instead of the ASCII C. When the sender recognizes the ASCII G, it bypasses the wait for an ACK to each transmitted block and sends succeeding blocks one after another, subject to any ¯ow control signals issued by an attached modem or by a packet network if that network is used to obtain a transmission path. When the transmission is completed, the sender transmits an EOT character and the receiver returns an ACK which serves to acknowledge the entire ®le transmission. The ACK is then followed by the receiver transmitting another ASCII G to initiate the transmission of the next ®le. If no additional ®les are to be transmitted, the sender then transmits a block of 128 characters with each character set to an ASCII 00H or NUL character. Figure 1.75 illustrates the transmission of the previously described STOCK.DAT ®le using the YMODEM-G protocol. In comparing Figure 1.75 with Figure
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Figure 1.75



YMODEM-G protocol ®le transfer example



1.74, it becomes obvious that the streaming nature of YMODEM-G and YMODEM-G BATCH increases transmission throughout, resulting in a decrease in the time required to transmit a ®le or group of ®les.



ZMODEM The development of the ZMODEM protocol was funded by Telenet which is now operated by Sprint as SprintNet. This packet switching vendor turned to Mr Chuck Forsberg, the author of the original YMODEM protocol, to develop a ®le transfer protocol that would provide a more suitable mechanism for transferring information via packet networks. The resulting ®le transfer protocol, which was called ZMODEM, corrected many of the previously described constraints associated with the use of the XMODEM and YMODEM protocols. Signi®cant
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features of the ZMODEM protocol include its streaming ®le transfer operation, an extended error detection capability, automatic ®le transfer capability, the use of data compression, and downward compatibility with the XMODEM-1K and YMODEM protocols. The streaming ®le transfer capability of ZMODEM is similar to that incorporated into YMODEM-GÐthat is, the sender will not receive an acknowledgement until the ®le transfer operation is completed. In addition to the streaming capability, ZMODEM supports the transmission of conventional 128and 1024-byte block lengths of XMODEM-based protocols. In fact, ZMODEM is backward-compatible with XMODEM-1K and YMODEM. The extended error detection capability of ZMODEM is based upon the ability of the protocol to support both 16- and 32-bit CRCs. According to the protocol developer, the use of a 32-bit CRC reduces the probability of an undetected error by at least ®ve orders of magnitude below that obtainable from the use of a 16-bit CRC. In fact, 32-bit CRCs are commonly used with local area network protocols to reduce the probability of undetected errors occurring on LANs. The automatic ®le transfer capability of ZMODEM enables a sending or receiving computer to trigger ®le transfer operations. In comparison, XMODEM and YMODEM protocols and their derivatives are receiver driven. Concerning the ®le transfer startup process, a ®le transfer begins immediately under ZMODEM while XMODEM and YMODEM protocols and their derivatives have a 10-second delay as the receiver transmits NAKs or another character during protocol startup operations. An additional signi®cant feature associated with the ZMODEM protocol is its support of data compression. When transmitting data between Unix systems, ZMODEM compresses data using a 12-bit modi®ed Lempel±Ziv compression technique, similar to the modi®ed Lempel±Ziv technique incorporated into the ITU-T V.42 bis modem recommendation. When ZMODEM is used between non-Unix systems, compression occurs through the use of Run Length Encoding similar to MNP Class 5.



Kermit Kermit was developed at Columbia University in New York City primarily as a mechanism for downloading ®les from mainframes to microcomputers. Since its original development this protocol has evolved into a comprehensive communications system which can be employed for transferring data between most types of intelligent devices. Although the name might imply some type of acronym, in actuality, this protocol was named after Kermit the Frog, the star of the wellknown Muppet television show. Kermit is a half-duplex communications protocol which transfers data in variable sized packets, with a maximum packet size of 96 characters. Packets are transmitted in alternate directions since each packet must be acknowledged in a manner similar to the XMODEM protocol. In comparison to the XMODEM protocol and its derivatives which permit 7and 8-level ASCII as well as binary data transfers in their original data
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composition, all Kermit transmissions occur in 7-level ASCII. The reason for this restriction is the fact that Kermit was originally designed to support ®le transfers to 7-level ASCII mainframes. Binary ®le transfers are supported by the protocol pre®xing each byte whose eighth bit is set by the ampersand (&) character. In addition, all characters transmitted to include 7-level ASCII must be printable, resulting in Kermit transforming each ASCII control character with the pound (£) character. This transformation is accomplished through the complementation of the seventh bit of the control character. Thus, 64 modulo 64 is added or subtracted from each control character encountered in the input data stream. When an 8-bit byte is encountered whose low order 7 bits represent a control character, Kermit appends a double pre®x to the character. Thus, the byte 100000001 would be transmitted as &£A. Although character pre®xing adds a considerable amount of overhead to the protocol, Kermit includes a run length compression facility which may partially reduce the extra overhead associated with control character and binary data transmission. Here, the tilde () character is used as a pre®x character to indicate run length compression. The character following the tilde is a repeat count, while the third character in the sequence is the character to be repeated. Thus, the sequence XA is used to indicate a series of 88 As, since the value of X is 1011000 binary or decimal 88. Through the use of run length compression the requirement to transmit printable characters results in an approximate 25% overhead increase in comparison to the XMODEM protocol for users transmitting binary ®les. If ASCII data is transmitted, Kermit's ef®ciency can range from more ef®cient to less ef®cient in comparison to the XMODEM protocol, with the number of control characters in the ®le to be transferred and the susceptibility of the data to run length compression the governing factors in comparing the two protocols. Figure 1.76 illustrates the format of a Kermit packet. The header ®eld is the ASCII start of header (SOH) character. The length ®eld is a single character whose value ranges between 0 and 94. This one-character ®eld de®nes the packet length in characters less two, since it indicates the number of characters to include the checksum that follow this ®eld.



Figure 1.76 The Kermit packet format. The ®rst three ®elds in the Kermit packet are one character in length and the maximum total packet length is 96 or fewer characters



The sequence ®eld is another one-character ®eld whose value varies between 0 and 63. The value of this ®eld wraps around to 0 after each group of 64 packets is transmitted. The type ®eld is a single printable character which de®nes the activity the packet initiates. Packet types include D (data), Y (acknowledgement), N (negative acknowledgement), B (end of transmission or break), F (®le header), Z (end of ®le) and E (error).
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The information contents of the packet are included in the data ®eld. As previously mentioned, control characters and binary data are pre®xed prior to their placement in this ®eld. The check ®eld can be one, two or three characters in length depending upon which error detection method is used since the protocol supports three options. A single character is used when a checksum method is used for error detection. When this occurs, the checksum is formed by the addition of the ASCII values of all characters after the Header character through the last data character and the low order 7 bits are then used as the checksum. The other two error detection methods supported by Kermit include a two-character checksum and a three-character 16bit CRC. The two-character checksum is formed similar to the one-character checksum; however, the low order 12 bits of the arithmetic sums are used and broken into two 7-bit printable characters. The 16-bit CRC is formed using the CCITT standard polynomial, with the high order 4 bits going into the ®rst character while the middle 6 and low order 6 bits are placed into the second and third characters, respectively. By providing the capability to transfer both the ®lename and contents of ®les, Kermit provides a more comprehensive capability for ®le transfers than XMODEM. In addition, Kermit permits multiple ®les to be transferred in comparison to XMODEM, which requires the user to initiate ®le transfers on an individual basis.



Bisynchronous protocols During the 1970s IBM's BISYNC (binary synchronous communications) protocol was one of the most frequently used for synchronous transmission. This particular protocol is actually a set of very similar protocols that provides a set of rules which effect the synchronous transmission of binary-coded data. Although there are numerous versions of the bisynchronous protocol in existence, three versions account for the vast majority of devices operating in a bisynchronous environment. These three versions of the bisynchronous protocol are known as 2780, 3780 and 3270. The 2780 and 3780 bisynchronous protocols are used for remote job entry communications into a mainframe computer, with the major difference between these versions the fact that the 3780 version performs space compression while the 2780 version does not incorporate this feature. In comparison to the 2780 and 3780 protocols that are designed for point to point communications, the 3270 protocol is designed for operation with devices connected to a mainframe on a multidrop circuit or devices connected to a cluster controller which, in turn, is connected to the mainframe. Thus, 3270 is a poll and select software protocol. Originally, 2780 and 3780 workstations were large devices that controlled such peripherals as card readers and line printers. Today, an IBM PC or compatible computer can obtain a bisynchronous communications capability through the installation of a bisynchronous communications adapter card into the PC's system unit. This card is designed to operate in conjunction with a bisynchronous communications software program which with the adapter card enables the PC to
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operate as an IBM 2780 or 3780 workstation or as an IBM 3270 type of interactive terminal. The bisynchronous transmission protocol can be used in a variety of transmission codes on a large number of medium- to high-speed equipment. Some of the constraints of this protocol are that it is limited to half-duplex transmission and that it requires the acknowledgement of the receipt of every block of data transmitted. A large number of protocols have been developed owing to the success of the BISYNC protocol. Some of these protocols are bit-oriented, whereas BISYNC is a character-oriented protocol, and some permit full-duplex transmission, whereas BISYNC is limited to half-duplex transmission. Data code use Most bisynchronous protocols support several data codes including the 6-bit transcode (SBT), 7-bit ASCII and 8-bit EBCDIC. Normally, error control is obtained by using a two-dimensional parity check (LRC/VRC) when transmission is in ASCII. When transmission is in EBCDIC the CRC-16 polynomial is used to generate a block-check character, while the use of the SBT code is accompanied by the use of a CRC-12 polynomial. Figure 1.77 illustrates the generalized bisynchronous block structure. For synchronization, most BISYNC protocols require the transmission and detection of two successive synchronization (SYN) characters. The start of message control code is normally the STX communications control character. The end of message control code can be either the end of text (ETX), end of transmission block (ETB), or the end of transmission (EOT) character; the actual character, however, depends upon whether the block is one of many blocks, the end of the transmission block, or the end of the transmission session.



Figure 1.77 Generalized BSC block structure



The ETX character is used to terminate a block of data started with a SOH or STX character which was transmitted as an entity. SOH identi®es the beginning of a block of control information, such as a destination address, priority and message sequence number. The STX character denotes both the end of the message header and the beginning of the actual content of the message. A BCC character always follows an ETX character. Since the ETX only signi®es the end of a message, it
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Figure 1.78 Common BISYNC data block formats



requires a status reply from the receiving station prior to subsequent communications occurring. A status reply can be an DLE0, DLE1, NAK, WACK or RVI character, with the meaning of the last three characters discussed later in this section. The ETB character identi®es the end of a block that was started with a SOH or STX. Similar to ETX, a BCC is sent immediately after the ETB and the receiving station is required to furnish a status reply. The EOT code de®nes the end of message transmission for a single or multiple block message. The effect of the EOT is to reset all receiving stations. In a multidrop environment, the EOT is used as a response to a poll when an addressed station has no data to transmit. The generalized block structure illustrated in Figure 1.77 can vary considerably based upon many factors, including the link topology (point-to-point or multipoint), operational mode (contention or polled), and the type of data to be transported by the protocol (alphanumeric or binary). Figure 1.78 illustrates four speci®c BISYNC data block formats commonly used. The use of a header ®eld is optional and the format and contents of that ®eld are speci®ed by the user. Typically, the header ®eld is used for device selection purposes or for other routing information. The ®rst block format shown in Figure 1.78 will normally precede the third block format, while the second block format can be viewed as a combination of the ®rst and third formats. The fourth block format allows any bit pattern to be carried into the text ®eld of the block while avoiding the possibility of the pattern being misinterpreted as a control character. This format, which permits text to be treated as transparent data, will be described later in this section. Figure 1.79 illustrates the error control mechanism employed in a bisynchronous protocol to handle the situation where a line hit occurs during transmission or if an acknowledgement to a previously transmitted data block becomes lost or garbled. In the example on the left portion of Figure 1.79, a line hit occurs during the transmission of the second block of data from the mainframe computer to a terminal or a personal computer. Note that, although Figure 1.79 is an abbreviated illustration of the actual bisynchronous block structure and does not show the actual block-check characters in each block, in actuality they are contained in each block. Thus, the line hit which occurs during the transmission of the second block
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Figure 1.79 BSC, error control methods



results in the `internally' generated BCC being different from the BCC that was transmitted with the second block. This causes the terminal device to transmit a NAK to the mainframe, which results in the retransmissions of the second block. In the example on the right-hand part of Figure 1.79, let us assume that the terminal received block 2 and sent an acknowledgement which was lost or garbled. After a prede®ned timeout period occurs, the master station transmits an ENQ communications control character to check the status of the terminal. Upon receipt of the ENQ, the terminal will transmit the alternating acknowledgement, currently DLE1; however, the mainframe was expecting DLEO. Thus, the mainframe is informed by this that block 2 was never acknowledged and as a result retransmits that block. Other control codes Three additional transmission codes commonly used in a bisynchronous protocol are the WACK, RVI and TTD characters.
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The wait-before-transmit af®rmative acknowledgement (WACK) code is used by a receiving station to inform a transmitting station that the former is a temporary not-ready-to-receive condition. In addition to denoting the previously described condition, the WACK also functions as an af®rmative acknowledgement (ACK) of the previously received data block. Once a WACK is received by the sending station, that station will normally transmit ENQs at periodic intervals to the receiving station. The receiving station will continue to respond to each ENQ with a WACK until it is ready to receive data. The reverse interrupt (RVI) code is used by a receiving station to request the termination of a current session to enable a higher priority message to be sent. Similar to a WACK, the RVI also functions as a positive acknowledgement to the most recently received block. The temporary text delay (TTD) is used by a sending station to keep control of a line. TTD is normally transmitted within 2 s of a previously transmitted block and indicates that the sender cannot transmit the next block within a prede®ned timeout period. Although BISYNC usage has considerably declined during the past few years, it continues to retain a degree of popularity. Unfortunately, there are actually three versions of BISYNC you must consider, with each version slightly different with respect to the character composition supported, use of control codes, and the method error control. Table 1.31 summarizes the major differences between the three versions of the BISYNC protocol. Table 1.31 Comparing BISYNC versions Character codes Function/control code;



SBT



ASCII



EBCDIC



Composition Number of bits per character Number of de®ned characters



6 64



7 128



8 144 (256 possible)



Control code DLEO code DLEI code WACK RVI TTD



DLEDLET DLEW DLE2 STX ENQ



DLEO DLE1 DLE; DLE STX ENQ



DLE70 DLE/ DLE, DLE@ STX ENQ



CRC-12



VRC/LRC



CRC-16



CRC-12



CRC-16



CRC-16



CRC-12



VRC/CRC-16



CRC-16



Error control No transparency Tranparent mode installed and operating Transparent mode installed but not operating



Timeouts Timeouts are incorporated into most communications protocols to preclude the in®nite seizure of a facility due to an undetected or detected but not corrected error



1.15 THE DATA LINK LAYER ______________________________________________________ 141



condition. The bisynchronous protocol de®nes four types of timeouts±transmit, receive, disconnect and continue. The transmit timeout de®nes the rate of insertion of synchronous idle character sequences used to maintain synchronization between a transmitting and receiving station. Normally, the transmitting station will insert SYN SYN or DLE SYN sequences between blocks to maintain synchronization. Transmit timeout is normally set for 1 s. The receive timeout can be used to limit the time a transmitting station will wait for a reply, signal a receiving station to check the line for synchronous idle characters or to set a limit on the time a station on a multidrop line can control the line. The typical default setting of the receive timeout is 3 s. The disconnect timeout causes a station communicating on the PSTN to disconnect from the circuit after a prede®ned period of inactivity. The default setting for a disconnect timeout is normally 20 s of inactivity. The fourth timeout supported by bisynchronous protocols is the continue timeout. This timeout causes a sending station transmitting a TTD to send another TTD character if it is unable to send text. A receiving station must transmit a WACK within two seconds of receiving the TTD if it is unable to receive. Although the default timeout values are suf®cient for most applications, there is one area where they almost always result in unnecessary problemsÐthe situation where satellite communications facilities are used. Satellite communications add at least a 52 000-mile round trip delay to signal propagation, resulting in a built-in round trip delay of approximately 0.5 s. Due to this, you may always experience transmit and continue timeouts and can even experience many receive timeouts that are unwarranted if default timeout values are used. To eliminate the occurrence of unwarranted timeouts you should add 1 s to the default timeout values for each satellite `hop' in a communications path, where a `hop' can be de®ned as the transmission from one earth station to another earth station via the use of a satellite. To illustrate the deterioration in a bisynchronous protocol when transmission occurs on a satellite circuit, assume you wish to transmit 80-character data blocks at 9.6 kbps and use modems whose internal delay time is 5 ms. Let us further assume there is a single satellite hop transmission will ¯ow over, resulting in a oneway propagation delay of 250 ms. Since each message block must be acknowledged prior to the transmission of the next block, let us assume there are eight characters in each acknowledgement message. Based upon those assumptions, Table 1.32 lists each of the delay times associated with the transmission of one message block until an acknowledgement is received as well as the computation of the protocol ef®ciency. There are three methods you can consider to improve throughput ef®ciency. You can increase the size of the message block, use high-speed modems or employ a full-duplex protocol. The ®rst two methods have distinct limitations. As the size of the data block increases a point will be reached where the error rate on the data link results in the retransmission of the larger size message every so often, negating the ef®ciency increase from an increased block size. Since the data rate obtainable is a function of the bandwidth of a channel, it may not be practical to increase the data transmission rate, resulting in a switch to a full-duplex protocol being the
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Message transmission time Propagation delay Modem delay time Acknowledgement delay time Propagation delay Modem dalay Ef®ciency ˆ



80 characters  8 bits/character 9600 bps 8 characters  8 bits/character 9600 bps



Time spent transmitting data 67 ˆ ˆ 11:3% Total time to transmit and acknowledge 594



Time (ms) 67 250 10 7 250 10 594



method used by most organizations to increase ef®ciency when transmitting via a satellite link. Data transparency In transmitting data between two devices there is always a probability that the composition of an 8-bit byte will have the same bit pattern as a bisynchronous control character. This probability signi®cantly increases if, as an example, you are transmitting the binary representation of a compiled computer program. Since 8-bit groupings are examined to determine if a speci®c control character has occurred, a bisynchronous protocol would normally be excluded from use if you wished to transmit binary data. To overcome this limitation, protocols have what is known as a transparent mode of operation. The control character pair DLE STX is employed to initiate transparent mode operations while the control character pairs DLE ETB or DLE ETX are used to terminate this mode of operation. Any control characters formed by data when the transparent mode is in operation are ignored. In fact, if a DLE character should occur in the data during transparent mode operations, a second DLE character will be inserted into the data by the transmitter. Similarly, if a receiver recognizes two DLE character in sequence, it will delete one and treat the second one as data, eliminating the potential of the composition of the bit patterns of the data causing a false ending to the transparent mode of operation.



DDCMP Digital Equipment Corporation's Digital Data Communications Message Protocol (DDCMP) is a character-oriented data link protocol similar to IBM's bisynchronous protocol. Unlike IBM's protocol that is restricted to synchronous transmission, DDCMP can operate either asynchronously or synchronously over switched or non-switched facilities in a full- or half-duplex transmission mode. Figure 1.80 illustrates the DDCMP protocol format, in which the header contains 56 bits partitioned into six distinct ®elds.
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Figure 1.80



Digital data communications message protocol (DDCMP) format



Structure Like IBM's bisynchronous protocol, DDCMP uses two SYNC characters for synchronization. The type ®eld is a one-character ®eld which de®nes the type of message being transmitted. Data messages are indicated by a SOH character, while control messages which in DDCMP are either an ACK or NAK, are indicated by the ENQ character. A third type of message, maintenance, is denoted by the use of the DLE character in the type ®eld. When data is transferred the count ®eld de®nes the number of bytes in the information ®eld to include CRC bytes. One advantage of this structure is its inherent transparency, since the count ®eld de®nes the number of bytes in the information ®eld, the composition of the bytes will not be misinterpreted as they are not examined as part of the protocol. If the message is a control message, the count ®eld is used to clarify the type of NAK indicated in the type ®eld. Although there is only one type of ACK, DDCMP supports several types of NAKs, such as buffer overrun or the occurrence of a block-check error on a preceding message. Table 1.33 lists the composition of the rightmost six bits of the count ®eld which are used to de®ne the reason for a NAK. Both ACK and NAK are denoted by an ENQ in the type ®eld (00000101), so the count ®eld is also used to distinguish between an ACK and NAK. If the ®rst eight bits in the count ®eld are binary 00000001, an ACK is de®ned, whereas, if the ®rst eight bits in the count ®eld are binary 00000010, this bit composition de®nes a NAK. Thus, the bit compositions listed in Table 1.33 are always pre®xed by binary 00000010 which de®nes a NAK. The high order bit of the ¯ag ®eld denotes the occurrence of a SYNC character at the end of the current message. This allows the receiver to reinitialize its synchronization detection logic. The low order bit of the FLAG ®eld indicates the current message to be the last of a series the transmitter intends to send. This allows the addressed station to begin transmission at the end of the current message. Table 1.33



Count ®eld NAK de®nitions



Count ®eld value (rightmost 6 bits)



NAK de®nition



000001 000010 000011 001000 001001 010000 010001



CRC header error CRC data error Reply response Buffer unavailable Receiver overrun Message too long Header format error
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Both the response and sequence ®elds are used to transmit message numbers. DDCMP stations assign a sequence number to each message they transmit, placing the number in the sequence ®eld. If message sequencing is lost, the control station can request the number of the last message previously transmitted by another station. When this request is received, the answering station will place the last accepted sequence number in the response ®eld of the message it transmits back to the control station. The address ®eld is used in a multipoint line con®guration to denote stations destined to receive a speci®c message. The following CRC1 ®eld provides a mechanism for the detection of errors in the header portion of the message. This CRC ®eld is required since error-free transmission depends upon the count ®eld being detected correctly. The actual data is placed in the information ®eld and, as previously mentioned, can include special control characters. Finally the CRC2 ®eld provides an error detection and correction mechanism for the data in the information ®eld. Operation Unlike IBM's bisynchronous protocol, DDCMP does not require the transmission of an acknowledgement to each received message. Only when a transmission occurs or if traf®c is light in the opposite direction, a condition where no data messages are to be sent, is it necessary to transmit a special NAK or ACK. The number in the response ®eld of a normal header or in either a special NAK or ACK message is used to specify the sequence number of the last good message received. To illustrate this, assume messages 3, 4, 5 and 6 were received since the last time an acknowledgement was sent and message 7 contains an error. Then, the header in the NAK message would have a response ®eld value of 6, indicating that messages 3, 4, 5 and 6 were received correctly and message 7 was received incorrectly. Under the DDCMP protocol up to 255 messages can be outstanding due to the use of an 8-bit response ®eld. Another advantage of DDCMP over IBM's bisynchronous protocols is the ability of DDCMP to operate in a full-duplex mode. This eliminates the necessity of line turnarounds and results in an improved level of throughput. Another function of the response ®eld is to inform a transmitting station of the occurrence of a sequence error. This is accomplished by the transmitting station examining the contents of the response ®eld. For example, if the next message the receiver expects is 4 and it receives 5, it will not change of the response ®eld of its data messages which contains a 3. In effect, this tells the transmitting station that the receiving station has accepted all messages up through message 3 and is still awaiting message 4.



Bit-oriented protocols A number of bit-oriented line control procedures were implemented by computer vendors that are based upon the International Organization for Standardization (ISO) procedure known as high-level data link control (HDLC). Various names
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for line control procedures similar to HDLC include IBM's synchronous data link control (SDLC) and Unisys' data link control (UDLC). We refer to each of these protocols as being bit oriented, as a receiver continuously monitors data bit by bit. The advantages of bit-oriented protocols are threefold. First, their full-duplex capability supports the simultaneous transmission of data in two directions, resulting in a higher throughput than is obtainable in BISYNC. Secondly, bitoriented protocols are naturally transparent to data, enabling the transmission of pure binary data without requiring special sequences of control characters to enable and disable a transparency transmission mode of operation as required with BISYNC. Lastly, most bit-oriented protocols permit multiple blocks of data to be transmitted one after another prior to requiring an acknowledgement. Then, if an error affects a particular block, only that block has to be retransmitted. HDLC link structure Under the HDLC transmission protocol one station on the line is given the primary status to control the data link and supervise the ¯ow of data on the link. All other stations on the link are secondary stations and respond to commands issued by the primary station. The vehicle for transporting messages on an HDLC link is called a frame and is illustrated in Figure 1.81. The frame provides a common format for all supervisory and information transfers. In addition, it provides a structure which contains ®elds that have a prede®ned general interpretation.



Figure 1.81 HDLC frame format. HDLC ¯ag is 01111110 which is used to delimit an HDLC frame. To protect the ¯ag and assure transparency the transmitter will insert a zero bit after a ®fth 1 bit to prevent data from being mistaken as a ¯ag. The receiver always deletes a zero after receiving ®ve 1s



The HDLC frame contains six ®elds, wherein two ®elds serve as frame delimiters and are known as the HDLC ¯ag. The HDLC ¯ag has the unique bit combination of 01111110 (7EH), which de®nes the beginning and end of the frame. To protect the ¯ag and assure transparency the transmission device will always insert a zero bit after a sequence of ®ve 1-bits occurs to prevent data from being mistaken as a ¯ag. This technique is known as zero insertion. The receiver will always delete a zero after receiving ®ve ones to ensure data integrity. The zero bit insertion technique insures that any string of more than ®ve 1-bits will be interpreted as either a ¯ag, a transmission error, or a deliberately
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Figure 1.82



HDLC address ®eld formats



transmitted ®ll pattern. Once a frame delimiter is recognized, the receiving device knows that the beginning of a frame has occurred when it receives an 8-bit non-¯ag address ®eld. Upon detecting a subsequent frame delimiter, the receiving device knows that the frame has ended. The address ®eld is normally an 8-bit pattern that identi®es the secondary station involved in the data transfer. If the least signi®cant bit position of the address ®eld is a zero, this indicates that extended addressing is used. The resulting extended address can contain any number of bytes and is terminated by a binary 1 in the least signi®cant bit position of the last byte that constitutes the extended address. Figure 1.82 illustrates the HDLC address ®eld formats. The control ®eld can be either 8 or 16 bits in length. This ®eld identi®es the type of frame transmitted as either an information frame or a command/response frame. Command frames are those transmitted by a primary station, while response frames are those transmitted by secondary stations. In the command frame, the address identi®es the destination station for the command issued by the primary station. Similarly, in a response frame, the address ®eld identi®es the station transmitting the response. The information ®eld can be any length and is treated as pure binary information, while the frame check sequence (FCS) contains a 16-bit value generated using a cyclic redundancy check (CRC) algorithm. Control ®eld formats The 8-bit control ®eld formats are illustrated in Figure 1.83. N(S) and N(R) are the send and receive sequence counts. They are maintained by each station for Information (I-frames) de®ned by the least signi®cant bit having a value of 0 that are sent and received by that station. Each station increments its N(S) count by one each time it sends a new frame. The N(R) count indicates the expected number of the next frame to be received. Using an 8-bit control ®eld, the N(S)/N(R) count ranges from 0 to 7. Using a 16-bit control ®eld the count can range from 0 to 127. There P/F bit is a poll/®nal bit. It is used as a poll by the primary (set to 1) to obtain a response from a
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Figure 1.83 HDLC control ®eld formats. N(S) ˆ send sequence cont; N(R) ˆ receive sequence count; S ˆ supervisory function bits; M ˆ modi®er function bits; P/F ˆ poll/®nal bit



secondary station. It is set to 1 as a ®nal bit by a secondary station to indicate the last frame of a sequence of frames. The supervisory command/response frame is used in HDLC to control the ¯ow of data on the line. Figure 1.84 illustrates the composition of the supervisory control ®eld: supervisory frames (S-frames) contain an N(R) count and are used to acknowledge I-frames, request retransmission of I-frames, request temporary suspension of I-frames, and perform similar functions. As indicated in Figure 1.84, a supervisory frame is identi®ed when the two least signi®cant bits in the control ®eld have a value of 01. Then, the value of the two following supervisory function bits indicate which of four functions are being invoked. If the ®rst two bits in the control ®eld are set to 11, a management frame referred to as an unnumbered command/response occurs. The latter reference results from the absence of N(S) and N(R) numbering ®elds. Five modi®er (M) bits are used in the control ®eld to de®ne up to 32 general link control functions. Table 1.34 lists the unnumbered management functions presently de®ned for HDLC.



Figure 1.84



Supervisory control ®eld
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Abbreviation



Command



Disconnect Disconnect mode Frame reject Request initialization Reset Set asynchronous balanced mode Set asynchronous balanced mode extended Set asynchronous response mode Set asynchronous response mode extended Set initialization mode Set normal response mode Set normal response mode extended Test Unnumbered acknowledgement Unnumbered information Unnumbered poll Exchange identi®cation



DISC DM FRMR RIM RSET SABM SABME SARM SARME SIM SNRM SNRME TEST UA UI UP XID







          



Response



  



   



Operational modes HDLC support three operational modesÐnormal response, asynchronous response, and asynchronous response balanced. In a normal response mode, a secondary station can only initiate transmission after receiving explicit permission from a controlling primary station. This operational mode is best suited for multipoint operations. The asynchronous response mode is only applicable when there is one secondary station under primary control. In this operational mode, the secondary station can initiate transmission without having to receive explicit permission from a primary station. The third operational mode supported by HDLC is asynchronous balanced. This operational mode enables the symmetrical transfer of data between two `combined' stations on a point-to-point circuit. Here, each station has the ability to initialize and disconnect the circuit and is responsible for both controlling its own data ¯ow and for recovering from error conditions. This operational mode is commonly used in packet switching. Figure 1.85 illustrates the difference between balanced and unbalanced operational modes. To illustrate the advantages of HDLC over BISYNC transmission, consider the full-duplex data transfer illustrated in Figure 1.86. For each frame transmitted, this ®gure shows the type of frame, N(S), N(R) and poll/®nal (P/F) bit status. In the transmission sequence illustrated in the left part of Figure 1.86, the primary station has transmitted ®ve frames, numbered zero through four, when its poll bit is set in frame four. This poll bit is interpreted by the secondary station as a request for it to transmit its status and it responds by transmitting a receiver ready (RR) response, indicating that it expects to receive frame ®ve next. This serves as an indicator to the primary station that frames zero through four were received correctly. The secondary station sets its poll/®nal bit as a ®nal bit to indicate to the primary station that its transmission is completed.
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Figure 1.85 Balanced as opposed to unbalanced operations



Figure 1.86 HDLC full-duplex data transfer. Format: Type, N(S), N(R), p/f
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Note that since full-duplex transmission is permissible under HDLC, the primary station continues to transmit information (I) frames while the secondary station is responding to the primary's polls. If an 8-bit control ®eld is used, the maximum frame number that can be outstanding is limited to seven since 3 bit positions are used for N(S) frame numbering. Thus, after frame number seven has been transmitted, the primary station then begins frame numbering again at N(S) equal to zero. Notice that when the primary station sets its poll bit when transmitting frame seven the secondary station responds, indicating that it expects to receive frame zero. This indicates to the primary station that frames ®ve to seven were received correctly, since the previous secondary response acknowledge frames zero to four. In the transmission sequence indicated on the right-hand side of Figure 1.86, assume a line hit occurs during the transmission of frame two. Note that in comparison to BISYNC, under HDLC the transmitting station does not have to wait for an acknowledgement of the previously transmitted data block; and it can Table 1.35 Protocol characteristics comparison Feature



BISYNC



DDCMP



SDLC



HDLC



Yes Yes Fixed Header (®xed)



Yes Yes Fixed Control ®eld (8 bits)



Yes Yes Fixed Control ®eld (8/16 bits)



Header Header information ®eld CRC-16



Address ®eld Entire frame



Address ®eld Entire frame



CRC-ITU



CRC-ITU



Go back N



Go back N



1



255



7



Go back N, selected reject 127



2 SYNs Terminating characters



2SYNs Count



Flag Flag



Flag Flag



Transparent mode



Inherent (count)



Inherent (zero insertion/deletion



Control character



Numerous



Character codes



ASCII EBCDIC Transcode (SBT)



SOH, DLE, ENQ ASCII (control character only)



Inherent (zero insertion/ deletion) None Any



Any



Full duplex Half duplex Message format Link control



No Yes Variable Control character, character sequences, optional header Station addressing Header Error checking Information ®eld only Error detection Request for retransmission Maximum frames outstanding FramingÐstart Ðend Information transparency



VRC/LRC-8 VRC/CRC-16 Stop and wait



None
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continue to transmit frames until the maximum number of frames outstanding is reached; or, it can issue a poll to the secondary station to query the status of its previously transmitted frames while it continues to transmit frames up until the maximum number of outstanding frames is reached. The primary station polled the secondary in frame three and then sent frame four while it waited for the secondary's response. When the secondary's response was received, it indicated that the next frame the secondary expected to receive N(R) was two. This informed the primary station that all frames after frame one would have to be retransmitted. Thus, after transmitting frame four the primary station then retransmitted frames two and three prior to retransmitting frame four. It should be noted that if selective rejection is implemented, the secondary could have issued a selective reject (SREJ) of frame two. Then, upon its receipt, the primary station would retransmit frame two and have then continued its transmission with frame ®ve. Although selective rejection can considerably increase the throughput of HDLC, even without its use this protocol will provide the user with a considerable throughput increase in comparison to BISYNC. For comparison purposes Table 1.35 compares the major features of BISYNC, DDCMP, IBM's SDLC and the ITU HDLC protocols.



Other protocols Most of the previously mentioned protocols are restricted to use on wide area networks. Other protocols that are considerably more popular than those previously discussed operate on both LANs and WANs and will be covered in detail in Chapter 2 and 3. These protocols include Novell's NetWare IPX/SPX and TCP/IP, the latter being the only protocol that can be used on the Internet.



1.16 INTEGRATED SERVICES DIGITAL NETWORK In this section we will examine both data and voice communications in the form of the Integrated Services Digital Network (ISDN), which at one time was expected to replace most, if not all, existing analog networks. Although ISDN has not lived up to the hype that surrounded its introduction, its service availability has considerably expanded since its introduction during the 1980s. One of the main limitations of ISDN availability was the requirement for local telephone companies to upgrade their switching infrastructure to support the technology. Many telephone companies postponed the upgrade of their switches through the mid-1990s as an economy measure while waiting for consumer demand for the service to develop. Since 1995 the upgrade of telephone switches has proceeded at a very high rate, resulting in ISDN service becoming available to approximately 80% of all telephone users in the United States by 1998. Thus, the limited availability of ISDN which acted as a constraint on its usage has considerably diminished over the past few years. ISDN offers the potential for the development of a universal international digital network, with a series of standard interfaces that will facilitate the connection of a
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wide variety of telecommunications equipment to the network. Although the full transition to ISDN may require several decades and some ISDN functions may never be offered in certain locations, its potential cannot be overlooked. Since many ISDN features offer a radical departure from existing services and current methods of communications, we will review the concept behind ISDN, its projected features and services that can result from its implementation in this section.



Concept behind ISDN The original requirement to transmit human speech over long distances resulted in the development of telephone systems designed for the transmission of analog data. Although such systems satis®ed the basic requirement to transport human speech, the development of computer systems and the introduction of remote processing required a conversion of digital signals into an analog format. This conversion was required to enable computers and business machines to use existing telephone company facilities for the transmission of digital data. Not only was this conversion awkward and expensive due to the requirement to design high speed modems by developing and incorporating advanced encoding and error correcting techniques, but, in addition, analog facilities of telephone systems limit the data transmission rate obtainable when such facilities are used. The evolution of digital processing and the rapid decrease in the cost of semiconductors resulted in the application of digital technology to telephone systems. By the late 1960s, telephone companies began to replace their electromechanical switches in their central of®ces with digital switches, while by the early 1970s, several communications carriers were offering end-to-end digital transmission services. By the mid-1980s, a signi®cant portion of the transmission facilities of most telephone systems were digital, with over 99.9% of long distance transmission converted to digital by 1998. On such systems, human speech is encoded into digital format for transmission over the backbone network of the telephone system. At the local loop of the network, digitized speech is reconverted into its original analog format and then transmitted to the subscriber's telephone. Based upon the preceding, ISDN can be viewed as an evolutionary progression in the conversion of analog telephone systems into an eventual all-digital network, with both voice and data to be carried end-to-end in digital form.



ISDN architecture Under ISDN, network access functions that govern the methods by which user data ¯ows into the network were separated from actual network functions, such as the manner by which signaling information is conveyed. In fact, ISDN's architecture resulted in a separate signaling network referred to as Common Channel Signaling Number 7 (CCS7) being used to convey signaling information. Although separate data and signaling networks govern the operation of ISDN, a single user± network interface provides a ubiquitous interface to ISDN network users.
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Figure 1.87



Basic ISDN architecture



Figure 1.87 illustrates the basic ISDN architecture to and between user± network interfaces. Note that under ISDN the user±network consists of both circuit switched and packet switched services. The circuit switched service provides for the routing of a call between access nodes to obtain an end-to-end connection similar to the manner by which calls are routed via the PSTN. The packet switched service enables packetized X.25 data transfer between access nodes as well as between access nodes and a device located on an X.25 packet network.



Types of service Two types of ISDN are now standardizedÐNarrowband ISDN (N-ISDN) and broadband ISDN (B-ISDN). Broadband ISDN involves the logical grouping of N-ISDN facilities into a higher operating rate facility to obtain a high speed data transmission capability. Asynchronous Transfer Mode (ATM) evolved from the development work of B-ISDN. Since ATM is covered as a separate section in Chapter 2, we will focus our attention primarily upon N-ISDN in this section. In doing so we will examine the two major narrowband ISDN connection methods: basic access and primary access.



Basic access Basic access de®nes a multiple channel connection derived by multiplexing data on twisted-pair wiring. This multiple channel connection is between an end-user terminal device and a telephone company of®ce or a local Private Automated
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Figure 1.88 ISDN basic access channel format



Branch Exchange (PABX). The ISDN basic access channel format is illustrated in Figure 1.88. As indicated in Figure 1.88, basic access consists of framing (F), two bearer (B) channels and a data (D) channel that are multiplexed by time onto a common twisted-pair wiring media. Each bearer channel can carry one pulse code modulation (PCM) voice conversation or data at a transmission rate of 64 kbps. PCM is a voice digitization technique which results in a data rate of 64 kbps being used to represent a voice conversation. Since there are two B channels this enables basic access to provide the end-user with the capability to simultaneously transmit data and conduct a voice conversation on one telephone line or to be in conversation with one person and receive a second telephone call. In the case of the latter situation, assuming the end-user has an appropriate telephone instrument, he or she could place one person on hold and answer the second call. The basic access frame The actual manner by which basic access framing is accomplished is signi®cantly more complex than previously illustrated in Figure 1.88. In actuality, a variety of framing, echo, activate and DC balancing bits are spread out within a 48-bit basic rate interface frame along with B and D channel bits that transport data. The 48bit frame actually carries only 36 data bits, with the remaining 12 bits representing line overhead. Since the frame is repeated 4000 times per second this results in a line operating rate of 48 bits/frame  4000 frames/s, or 192 kbps, with the actual data transfer rate becoming 36 bits/frame  4000 frames/s, or 144 kbps. There are two frame formats used for ISDN basic access. One format is used when frames are transmitted from the network to ISDN terminal equipment. Since the frame ¯ows from the Network Termination (NT) to the terminal equipment (TE) it is referred to as a basic access NT frame. The second type of ISDN basic access frame ¯ows from the TE to the NT and, as you might expect, is referred to as a basic access TE frame. Figure 1.89 illustrates the format of the two basic-access frames. In examining Figure 1.89 note that both NT and TE frames commence with a framing bit for frame alignment or synchronization. In an NT frame the L bits are used to electrically balance the entire frame. In comparison, in the TE frame the L bits are used to balance each octet of B channel information and each individual D channel bit. Through electrical balancing a situation where an excess number of binary zeros could occur that would prevent receiver synchronization with data is avoided. In addition, frame balancing limits DC voltage buildup and enables devices to communicate at greater distances from one another. The A bit in the NT frame is used to activate or deactivate terminal equipment (TE), enabling the TE to be placed in a low power consumption mode when there
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Figure 1.89 ISDN basic-access frame formats



is no activity or to come on-line. The S bits are reserved for future standardization, while the E bits represent the echoes of previously transmitted D channel bits in TE frames. That is, when the NT receives a D channel bit from a TE the NT echoes the bit in the next E bit position in the basic access NT frame ¯owing to the TE. The D channel The D channel was designed for both controlling the B channels through the sharing of network signaling functions on this channel as well as for the transmission of packet switched data. Concerning the transmission of packet switched data, the D channel provides the capability for a number of applications to include monitoring home alarm systems and the reading of utility meters upon demand. Since these types of applications have minimum data transmission requirements, the D channel can be expected to be used for a variety of applications in addition to providing the signaling required to set up calls on the B channels. When terminal equipment has D channel information to transmit it monitors the ¯ow of E bits in the NT frame for a speci®ed number of set bits that indicates the D channel is not in use. When that number is reached the TE will transmit its
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Figure 1.90 Basic ISDN address structure



D channel data to the NT. The number of set E bits the TE must receive depends upon the type of information to be transmitted. Signaling information has a higher priority than non-signaling information, resulting in eight set E bits that must be received for the TE to transmit signaling information, and 10 set E bits for transmitting non-signaling information. Data carried by an ISDN D channel is encoded using the link access protocol Dchannel (LAPD) format. LAPD is a layer 2 protocol de®ned by the ITU-T Q.921 recommendation whose frame format is identical to HDLC. The composition of the address ®eld of Q.921, however, signi®cantly differs from HDLC. ISDN addressing is standardized by the ITU I.331 Recommendation. That recommendation speci®es a primary address up to 17 digits in length and an optional subaddress up to 40 digits in length. Figure 1.90 illustrates the basic structure of an ISDN address. The country code, national destination code, and subscriber number uniquely identify each ISDN subscriber. This variable length number can be up to 17 digits in length, with the country code standardized in the ITU E.163 Recommendation. The optional sub-address ®eld shown in Figure 1.90 enables organizations to extend their addressing within a private network which is accessible via ISDN. To provide interoperability between ISDN and other networks, such as the PSTN and public packet networks, the ITU developed a series of additional recommendations. Its I.330 series of recommendations de®ne internetworking between ISDN and the North American Numbering Plan (NANP) for switched network telephone calls as well as for D channel transmission to and from X.25 public packet networks which use the ITU X.121 Recommendation for network addresses. One of the more publicized features of ISDN is its calling line identi®cation (CLID) capability. Essentially, CLID results in the transmission of the caller's telephone number via the D channel where it will be displayed on a liquid crystal display (LCD) built into most ISDN telephones, which are commonly referred to as digital telephones. Since the calling line identi®cation is carried as a series of binary numbers, it becomes possible to integrate incoming numbers into a computer system. This makes it possible for a business to use the incoming number as a database search element. For example, an insurance company could route the calling number to their mainframe computer. As the telephone operator answers the call, the computer could simultaneously search a database and retrieve and display policy information on the operator's terminal. This capability not only enhances customer service, but, in addition, increases the productivity of organization employees.
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Although calling line information can be received via a PSTN connection, that information is transferred between rings as a sequence of modem modulated symbols. This normally requires the use of a separate caller ID box to display the called number, although a few analog telephone sets now have a built-in caller ID display. While the displayed digits can be used in a manner similar to the previously described ISDN CLID capability, a specialized device would be required to frame the digits in a manner suitable for recognition by the computer. In comparison, the X.25 frame format used by the ISDN D channel for transporting CLID information represents a standardized method for conveying information.



Primary access Primary access can be considered as a multiplexing arrangement whereby a grouping of basic access users shares a common line facility. Typically, primary access will be employed to directly connect a Private Automated Branch Exchange (PABX) to the ISDN network. This access method is designed to eliminate the necessity of providing individual basic access lines when a group of terminal devices shares a common PABX which could be directly connected to an ISDN network via a single high-speed line. Due to the different types of T1 network facilities in North America and Europe, two primary access standards have been developed. In North America, primary access consists of a grouping of 23 B channels and one D channel to produce a 1.544 Mbps composite data rate, which is the standard T1 carrier data rate. In Europe, primary access consists of a grouping of 30 B channels plus one D channel to produce a 2.048 Mbps data rate, which is the T1 carrier transmission rate in Europe.



Other channels In addition to the previously mentioned B and D channels, ISDN standards de®ne a number of additional channels. These channels include the A, C and H series of channels. The A channel is a 56 kbps wideband analog channel. The C channel is a digital channel that is used with the A channel during the transition to ISDN. The C channel operates at 8 or 16 kbps and carries signaling information similar to the manner in which the D channel controls B channels. H channels are also known as broadband ISDN (B-ISDN) and are formed out of multiple B channels. For example, the H0 channel operates at 384 kbps and represents 6 B channels. Other H channels include the H11 channel which operates at 1.536 Mbps, the H12 channel which operates at 1.92 Mbps, and the H4 channel which operates at approximately 135 Mbps. The use of ISDN H channels provides a mechanism to interconnect local and wide area networks as well as to support such applications as full motion video teleconferencing and high-speed packet switching, the latter commonly referred to as frame relay. Both packet switching and frame relay are discussed in Chapter 2.
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Network characteristics Four of the major characteristics of an ISDN network are listed in Table 1.36. These characteristics can also be considered as driving forces for the implementation of the network by communications carriers.



Table 1.36 ISDN characteristics Integrates voice, data and video services Digital end-to-end connection resulting in high transmission quality Improved and expanded services due to B and D channel data rates Greater ef®ciency and productivity resulting from the ability to have several simultaneous calls occur on one line



Due to the digital nature of ISDN, voice, data, and video services can be integrated, alleviating the necessity of end-users obtaining separate facilities for each service. Since the network is designed to provide end-to-end digital transmission, pulses can be easily regenerated throughout the network, resulting in the generation of new pulses to replace distorted pulses. In comparison, analog transmission facilities employ ampli®ers to boost the strength of transmission signals, which also increases any impairments in the signal. As a result of regeneration being superior to ampli®cation, digital transmission has a lower error rate and provides a higher transmission signal quality than an equivalent analog transmission facility. Due to basic access in effect providing three signal paths on a common line, ISDN offers the possibilities of both improvements to existing services and an expansion of services to the end-user. Concerning existing services, current analog telephone line bandwidth limitations normally preclude bidirectional data transmission rates over 33.6 kbps occurring on the switched telephone network. In comparison, under ISDN each B channel can support a 64 kbps transmission rate while the D channel will operate at 16 kbps. In fact, if both B channels and the D channel were in simultaneous operation a data rate of 144 kbps would be obtainable on a basic access ISDN circuit, which would extend current analog circuit data rates by a factor of 4. Since each basic access channel in effect consists of three multiplexed channels, different operations can occur simultaneously without requiring an end-user to acquire separate multiplexing equipment. Thus, an end-user could receive a call from one person, transmit data to a computer and have a utility company read their electric meter at a particular point in time. Here, the ability to conduct simultaneous operations on one ISDN line should result in both greater ef®ciency and productivity. Ef®ciency should increase since one line can now support several simultaneous operations, while the productivity of the end-user can increase due to the ability to receive telephone calls and then conduct a conversation while transmitting data.
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Terminal equipment and network interfaces One of the key elements of ISDN is a small set of compatible multipurpose user± network interfaces that were developed to support a wide range of applications. These network interfaces are based upon the concept of a series of reference points for different user terminal arrangements which is then used to de®ne these interfaces. Figure 1.91 illustrates the relationship between ISDN reference points and network interfaces.



Figure 1.91 ISDN reference points and network interfaces. TE1 (Terminal Equipment 1) type devices comply with the ISDN network interface. TE2 (Terminal Equipment 2) type devices do not have an ISDN interface and must be connected through a TA (Terminal Adapter) functional grouping. NT2 (Network Termination 2) includes switching and concentration equipment which performs functions equivalent to layers 1 through 3 of the OSI Reference Model. NT1 (Network Termination 1) includes functions equivalent to layer 1 of the OSI Reference Model. A terminal adapter with a built-in NT1 can be directly connected to the U interface, eliminating the need for a separate NT1. (Reprinted with permission from Data Communications Management, # 1987 Auerbach Publishers, New York, NY.)



The ISDN reference con®guration consists of functional groupings and reference points at which physical interfaces may exist. The functional groupings are sets of functions that may be required at an interface, while reference points are employed to divide the functional groups into distinct entities. The TE (terminal equipment) functional grouping is comprised of TE1 and TE2 type equipment. Examples of TE equipment include digital telephones, conventional data terminals, and integrated voice/data workstations.



TE1 TE1 type equipment complies with the ISDN user±network interface and permits such equipment to be directly connected to an ISDN `S' type interface which supports multiple B and D channels. TE1 equipment connects to ISDN via a twisted-pair four-wire circuit. Transmission is full-duplex and occurs at 192 kbps for basic access and at 1.544 or 2.048 Mbps for primary access.
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TE2 TE2 type equipment are devices with non-ISDN interfaces, such as RS-232 or the ITU X or V-series interfaces. This type of equipment must be connected through a TA (terminal adapter) functional grouping, which in effect converts a non-ISDN interface (R) into an ISDN Sending interface (S), performing both a physical interface conversion and protocol conversion to permit a TE2 terminal to operate on ISDN.



Terminal adapters Due to the large base of non-ISDN equipment currently in operation, the terminal adapter can be expected to play an important role as the use of this digital network expands. The terminal adapter (TA) performs a series of functions to convert nonISDN equipment for use on the ISDN network. First, it must adapt the data rate of the non-ISDN device to either a 64 kbps B channel or a 16 kbps D channel operating rate. Next, it must perform the conversion of data from the non-ISDN device to a format acceptable to ISDN. For example, a non-ISDN device, such as an intelligent modem, might have its AT commands converted into ISDN Dchannel signaling information. Other functions performed by TAs include the conversion of electrical, mechanical, functional, and procedural characteristics of non-ISDN equipment interfaces to those required by ISDN and the mapping of network layer data to enable a signaling terminal to be `understood' by ISDN equipment. Since a basic access channel operates at a multiple of most non-ISDN equipment rates, most terminal adapters include a multiple number of R interface ports. This allows, for example, an asynchronous modem connected to a personal computer, a facsimile machine, and a telephone to be connected to a basic access line via the R interface. In fact, most commercially available terminal adapters have three or four R interface ports. Rate adaption Rate adaption is the process during which the data rate of slow-speed devices is increased to the 64 kbps synchronous data rate of an ISDN B channel. During the rate adaption process, the data stream produced by a non-ISDN device is padded with dummy bits by the terminal adapter and clocked at a 64 kbps data rate. In 1984, the CCITT approved its rate adaption standard known as the V.110 recommendation. Originally, this recommendation was strictly for synchronously operated devices and was modi®ed in 1988 to support asynchronous devices. The framing speci®ed by the V.110 recommendation is complex, with each 80-bit frame containing a 17-bit frame alignment pattern, while the actual rate adaption process can involve between one and three steps, with the actual number of steps dependent upon the operating rate of the terminal and its operating mode. Asynchronous devices require a three-stage process, while synchronous terminals operating below 64 kbps require a two-stage process as indicated in Figure 1.92.
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Figure 1.92



V.110 rate adaption



As indicated in Figure 1.92, asynchronous devices require a three-stage rate adaption process. In the ®rst stage, extra stop bits are appended to each character to make the operating rate a multiple of 600 bps. The second stage of the V.110 rate adaption process services both asynchronous and synchronous data. In this stage, bits are replicated to create an 80-bit frame operating at an intermediate data rate of 8, 16 or 32 kbps. In the third stage, a process called bit positioning occurs in which one, two or four bits are added for each bit to bring the data rate up to 64 kbps. In addition to de®ning a complex rate adaption process, V.110 does not completely de®ne ¯ow control, fails to de®ne a mechanism for error detection on its 80-bit frame, and is often dif®cult for the procedure de®ned by the recommendation to detect and adjust to a change in the data rate of a non-ISDN device. Due to these problems, a second rate adaption standard, which was originated in the United States by the ANSI T1E1 standards committee, has gained widespread acceptance. Known as V.120, this standard is based upon HDLC which makes ¯ow control, error detection and correction, and other functions very easy to perform although they are either not included in or dif®cult to perform under the V.110 recommendation. The V.120 rate adaption is based upon the use of the LAPD protocol, with ¯ag stuf®ng used to adapt the data rate to 64 kbps. Here the term `¯ag stuf®ng' refers to the addition of a suf®cient number of ¯ag (01111110) bytes to bring the operating rate to 64 kbps. Today, V.120 is primarily used in the United States, while V.110 is primarily used in Europe and Japan. Both procedures provide support for V.24 and V.35 R interface. Three additional rate adaption schemes that warrant mention include AT&T's Digital Multiplexed Interface (DMI), the ITU X.32 Recommendation, and Northern Telecom's T-Link. DMI represents AT&T's computer to PBX interface and is supported by their large 5ESS central of®ce switches. In actuality there are three types of DMI rate adaption methods. DMI-1 supports 56 kbps data service and is compatible with the V.110 Recommendation at that data rate. DMI2 supports rate adaption from devices operating below 20 kbps, such as regular RS232 interfaces. DMI-3 is based on the ITU LAP-D protocol and is similar to the V.120 rate adaption scheme.
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V.110



V.120



X.31



ISDN Beaver service B-channel multiplexing Error detection Error correction Flow control HDLC-based Multiple destinations Rate adaption method Type of DTE/DCE at R-interface



Circuit Q.931 None None Unidirectional No No Multistep Asynchronous and synchronous



Circuit LinkID CRC and V.41 Retransmission Yes Yes No Brit stuf®ng Asynchronous, HDLC, transparent



Circuit/packet Channel number CRC and V. 41 Retransmission Yes Yes Yes Bit stuf®ng X.25 synchronous



The X.31 Recommendation governs the rate adaption of packet mode X.25 equipment to an ISDN channel. Under the X.31 Recommendation call control procedures between X.25 and Q.931 are de®ned, enabling X.25 signaling to be converted to ISDN's and vice versa. The Northern Telecom T-Link rate adaption scheme is a circuit-mode terminal adapter protocol used in that vendor's ISDN terminal products. T-Link adapts the user data rate to an ISDN 64 kbps channel for transmission through Northern Telecom DMS-100 central of®ce switches. Until 1991 differences in rate adaption methods and ISDN line provisioning made the installation and con®guration of an ISDN circuit a most challenging process. In 1991 Bellcore de®ned a National ISDN-1 standard which de®nes the method by which ISDN capable devices signal their status, such as busy, available, or no answer to carrier switches. This was a signi®cant step in enabling different rate adaption methods to correctly pass required signaling information, for example to AT&T 5ESS and Northern Telecom DMS-100 switches. A second signi®cant event occurred a few years later with the development of a standard set of ISDN ordering codes. This enables telephone company installers to easily con®gure their ISDN line to work with user equipment manufactured to operate in a prede®ned manner. Table 1.37 provides a comparison of the nine features between the V.110, V.120, and X.31 standardized rate adaption Recommendations.



NT1 The NT1 (network termination 1) functional group is the ISDN digital interface point and is equivalent to layer 1 of the OSI reference model. Functions of NT1 include the physical and electrical termination of the loop, line monitoring, timing, and bit multiplexing. In Europe, where most communications carriers are government owned monopolies, NT1 and NT2 functions may be combined into a common device, such as a PABX. In such situations, the equipment serves as an NT12 functional group. In comparison, in the United States the communications carrier may provide only the NT1, while third-party equipment would connect to the communications carrier equipment at the T interface.
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NT2 The NT2 (network termination 2) functional group includes devices that perform switching and data concentration functions equivalent to the ®rst three layers of the OSI Reference Model. Typical NT2 equipment can include PABXs, terminal controllers, concentrators, and multiplexers.



Interfaces As previously explained, the R interface is the point of connection between nonISDN equipment and a terminal adapter. Although the R interface can consist of any common DTE interface, most terminal adapters support RS-232 and V.35. The S interface is the standard interface between the TE and NT1 or between the TA and NT1. This is the interface to a 192 kbps, 2B ‡ D, four-wire circuit. The S/T interface can operate up to distances of 1000 m using a pseudo-ternary coding technique. In this coding technique, a binary one is encoded by the transmission of an electrical zero, while binary zeros are encoded by transmitting alternating positive and negative pulses. Since there are three signal states ( ‡ , 0, voltage) used to encode two symbols, the coding method is called pseudo-ternary. An example of this coding technique is illustrated in Figure 1.93.



Figure 1.93



Pseudo-ternary coding example



The T interface is the customer end of an NT1 onto which you connect an NT2. For basic access, the T interface is a 192 kbps four-wire, 2B ‡ D interface. For primary access, the T interface is a 1.544 Mbps, 23B ‡ D, four-wire circuit or a 2.048 Mbps, 30B ‡ D, four-wire circuit. The U interface is the ISDN reference point that occurs between the NT1 and the network and is the ®rst reference point at the customer premises. The coding scheme for information on the U interface is known as 2B1Q which is an acronym for `two binary, one quaternary'. Under this coding scheme every two bits are encoded into one of four distinct states that are known as quats. The top portion of Figure 1.94 illustrates an example of 2B1Q encoding, while the lower portion of that illustration indicates the relationship between each dibit value and its quats code. From the U interface, transmission occurs at 160 kbps to the telephone company central of®ce. Due to the use of 2B1Q coding a maximum transmission distance of 18 000 feet is supported at a data rate of 160 kbps. This data rate represents 144 kbps used for the 2B ‡ D channels and 16 kbps used for synchronization. In
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Figure 1.94



2BIQ coding example
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comparison, from the U interface to the S/T interface the data rate is 192 kbps, with 48 kbps used for synchronization and line balancing.



The future of ISDN Although the use of ISDN has many distinct advantages, especially in the areas of dial Internet access and the use of multiple calls grouped together to obtain suf®cient bandwidth required for videoconferencing, the use of this digital service has signi®cantly fallen below expectations. Among the reasons provided for the slower than expected growth in the use of ISDN are its cost and pending competition in the form of digital subscriber lines (DSLs). Concerning its cost, installation of an ISDN line can easily exceed $300 and usage is typically billed at 5 or 10 cents/minute. When compared to the cost of a conventional analog line that can support bidirectional modem transfer at up to 33.6 kbps without incurring a $3 to $6 per hour usage surcharge, the price/performance ratio associated with the use of ISDN leaves much to be desired. Concerning DSL competition, although in its infancy, several types of digital subscriber lines have been developed that enable transmission rates up to 8 Mbps on the local analog loop between a subscriber and the serving telephone company of®ce. Since DSL represents a modulation technology, it will be covered in detail in Chapter 5. At the time this book revision was prepared, several ®eld trials of DSL technology were being conducted and a few communications carriers and Internet Service Providers were offering commercial services using the technology. Although it is probably premature to predict the ultimate effect of DSL upon ISDN, it should be noted that ISDN represents a circuit switched and packet switched technology that enables calls to be routed. In comparison, DSL technology is limited to providing a high speed point-to-point access from a subscriber to a telephone company central of®ce. Thus, the primary competition between the two will probably occur in the market for obtaining fast Internet access. This is because
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a subscriber requiring only fast Internet access would have previously used ISDN's basic access to group two B channels to obtain a 128 kbps data transfer capability to a single location. In those circumstances the use of DSL technology would provide a substitute that could be competitive depending upon its cost structure.



REVIEW QUESTIONS To facilitate the reference of material in this book to review questions, each question has a three-part number. The ®rst digit references the chapter related to the question. The second part of the number bounded by two decimal points references the section in the chapter upon which the review question is based. The third part of the question number references the question related to a speci®c section. For example, question 1.12.3 is the third question that references the material in Section 12 of Chapter 1. 1.1.1 Discuss the function of each of the major elements of a transmission system. 1.2.1 What is the relationship between each of the three basic types of line connections and the use of that line connection for short or long duration data transmission sessions? 1.3.1 Discuss the relationship of modems and digital service units to digital and analog transmission systems. Why are these devices required and what general functions do they perform? 1.3.2 Name four types of analog facilities offered by communications carriers and discuss the utilization of each facility for the transmission of data between terminal devices and computer systems. 1.3.3 Why is unipolar non-return to zero signaling unsuitable for use on a wide area network? 1.3.4 Why is a signaling technique that does not produce residual dc important on a wide area network? 1.3.5 What is a key advantage associated with the use of bipolar return to zero signaling? 1.3.6 What is the effect of `bit robbing' on the ability to transmit data on a 64 kbps DS0 channel? 1.3.7 What is the function of an analog extension? 1.3.8 Name four types of digital transmission facilities offered by communications carriers and discuss the possible use of each facility by a large organization. 1.4.1 What is the difference between simplex, half-duplex, and full-duplex transmission? 1.4.2 Discuss the relationship between the modes of operation of terminals and computers with respect to the printing and display of characters on a terminal in response to pressing a key on the terminal's keyboard.



166 ______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS 1.4.3 Assume your terminal is placed into a full-duplex mode of operation and you are accessing a similar operating computer. As you press keys on your keyboard, what do you see on your display? 1.5.1 In asynchronous transmission how does a receiving device determine the presence of a start bit? 1.5.2 What is the difference between asynchronous and synchronous transmission with respect to the timing of the data ¯ow? 1.6.1 What is the difference between serial and parallel transmission? Why do most communications systems use serial transmission? 1.7.1 Discuss the difference in terminal requirements with respect to point-to-point and multidrop line usage. 1.8.1 What is a line discipline? Why is it required? 1.9.1 Discuss the use of three network topologies. 1.9.2 Why does a WAN designer normally attempt to structure their network to minimize the distance of circuits connecting geographically separated locations? 1.10.1 Discuss the difference between analog and digital transmission with respect to currently available operating rates. 1.11.1 Why is the Morse code basically unsuitable for transmission by terminal devices? 1.11.2 How does Baudot code, which is a 5-level code, permit the representation of more than 32 unique characters? 1.11.3 What is the bit composition of the ASCII characters A and a? 1.12.1 Assuming even parity checking is employed, what are the parity bits assigned to the ASCII characters A, E, I, O, and U? What are the parity bits if odd parity checking is employed? 1.12.2 What are the major limitations of parity checking? 1.12.3 Assume a ®le on your personal computer contains 3000 lines of data, with an average of 60 characters per line. If you transmit the ®le using 8-bit character transmission and the probability of an error occurring is 1.5 per 100 000 bits; how many characters can be expected to be received in error if the bit errors occur randomly and are singular in occurrence per transmitted character? 1.12.4 Under the XMODEM protocol, what would be the value of the checksum if the data contained in a block consisted of all ASCII X characters? 1.12.5 Discuss the relationship between a transmitted cyclic redundancy check character and an internally generated cyclic redundancy check character with respect to the data integrity of the block containing the transmitted cyclic redundancy check character.



REVIEW QUESTIONS _____________________________________________________________ 167 1.13.1 Discuss the importance of having standards. 1.13.2 Discuss the difference between national, international, and de facto standards. Cite an example of each. 1.13.3 Why would it be in the best interest of a manufacturer to build a product compatible with appropriate standards, such as the RS-232/V.24 standard? 1.13.4 Discuss the applicability of FIPS and ANSI standards with respect to federal agencies and private sector ®rms. 1.13.5 Why can it take up to four years or more for the ITU to adopt a recommendation? 1.13.6 Name two sources of de facto communications standards. 1.13.7 What is a Request For Comment (RFC)? 1.13.8 What is the purpose of layer isolation in the OSI reference model? 1.13.9 What are the functions of nodes and paths in a network? 1.13.10 Discuss the seven OSI layers and the functions performed by each layer. 1.14.1 What is the primary difference between RS-232-C and RS-232-D with respect to interchange circuits and connectors? 1.14.2 What is the difference in connector requirements between RS-232, ITU V.24, V.35 and X.20 standards? 1.14.3 Discuss the relationship between the voltage to represent a binary one in a terminal and the RS-232 signal characteristics that represent a binary one. 1.14.4 What are three methods commonly used to refer to RS-232 circuits? Which method do you feel is most popular in industry? Why? 1.14.5 What is the purpose of the ring indicator signal? Why do some modems require two rings prior to answering a call? 1.14.6 What is the difference between internal and external timing? 1.14.7 What are two key limitations associated with RS-232? Describe how differential signaling associated with RS-449 and RS-530 alleviate a considerable portion of those limitations. 1.14.8 What is balanced signaling? 1.14.9 What is the primary application for using a V.35 interface? 1.14.10 What is the purpose of the RS-366-A interface? 1.14.11 Why is the X.21 interface more costly than an RS-232/V.24 interface?



168 ______________________________ FUNDAMENTAL WIDE AREA NETWORKING CONCEPTS 1.14.12 What is the purpose of the X.21 bis interface? 1.14.13 What are the operating rate differences between the V.35 and HSSI interfaces? 1.14.14 What are the key differences between the use of the HSSI and HIPPI interfaces with respect to transmission distance? 1.14.15 What is a null modem? Why are pins 2 and 3 reversed on that cable? 1.15.1 What is the difference between a terminal protocol and a data link protocol? 1.15.2 What is the purpose of data sequencing in which a large block is broken into smaller blocks for transmission? 1.15.3 De®ne the characteristics of a teletype protocol. 1.15.4 What is the purpose in using one or more null character after a carriage return line feed sequence? 1.15.5 What error detection method is used in the teletype protocol? How are errors corrected when they are detected? 1.15.6 What is echoplex? When echoplex is used who is responsible for examining locally printed characters? 1.15.7 How can a receiver detect the occurrence of an error when the XMODEM protocol is used? 1.15.8 Discuss two limitations of the XMODEM protocol. 1.15.9 What are two advantages of the ZMODEM protocol in comparison to the XMODEM protocol? 1.15.10 What are the major differences between the 2780, 3780 and 3270 protocols? 1.15.11 What is the purpose of bisynchronous protocol transmitting alternating acknowledgements (DLE1 and DLE0)? 1.15.12 Why are alternating DLE0 and DLE1 characters transmitted as positive acknowledgements in bisynchronous transmission? 1.15.13 What procedure is used to prevent a stream of binary date from being misinterpreted as an HDLC ¯ag? Explain the operation of this procedure. 1.15.14 What are the advantages of a bit-oriented protocol in comparison to a characteroriented protocol? 1.15.15 If a secondary station responds to the poll of a primary station by settin N(R) equal to ®ve in its response, what does this signify to the primary station?



REVIEW QUESTIONS _____________________________________________________________ 169 1.15.16 How does the DDCMP protocol provide data transparency? 1.15.17 Assume the response ®eld of a NAK message in a DDCMP protocol has a value of 14 and messages 12, 13, 14, 15 and 16 are outstanding. What does this indicate? 1.15.18 What is the advantage of a selective reject command? 1.16.1 Why can you expect transmission quality on ISDN facilities to be superior to existing analog facilities? 1.16.2 Discuss the data transmission rate differences between a basic access ISDN circuit and that obtainable on the switched telephone network. 1.16.3 What is the actual data transfer rate obtainable on an ISDN basic access line? 1.16.4 What is the purpose of the A bit in an NT frame? 1.16.5 What function does a terminal adapter perform? 1.16.6 What is pseudo-ternary coding? How would the bit sequence 1010 be encoded using this coding technique? 1.16.7 What is rate adaption? 1.16.8 Discuss the difference between the V.110 and V.120 rate adaption standards. 1.16.9 Discuss the use of the R, S, T and U interfaces. 1.16.10 How would the bit sequence 00101001 be encoded using 2B1Q coding? 1.16.11 In what application would digital subscriber line technology appear to compete with ISDN?
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WIDE AREA NETWORKS Building upon our examination of fundamental wide area networking concepts presented in Chapter 1, we will now turn our attention to the operation and utilization of several types of wide area networks. In doing so we will examine circuit switching networks, packet switching networks, the collection of interconnected networks, referred to as the Internet, and two special types of networks. The ®rst special type of network actually represents two proprietary IBM networks ÐSystem Network Architecture (SNA) and Advanced Peer-to-Peer Networking (APPN). Although the direction of networking is towards open systems, IBM's domination of the mainframe market makes it highly probable that a large base of SNA and APPN networks will continue to be used for the foreseeable future. In fact, at the time this book was prepared there were over 50 000 SNA and APPN networks in operation, some connecting over 10 000 terminal devices. The second special type of network we will examine was developed to provide an integrated capability which combines some of the features of circuit switching and packet switching to enable voice, data, video, and images to be transported via a common network infrastructure. That network technology is referred to as Asynchronous Transfer Mode, or ATM. Although we will brie¯y discuss the role of several types of networking devices in this chapter, we will defer a detailed explanation of their operation and utilization to succeeding chapters. Instead, we will primarily focus our attention upon the operation of different types of wide area networks, which will provide us with the ability to better appreciate the role of different networking devices in providing a transmission capability onto a WAN or between LANs and WANs, the latter commonly referred to as internetworking.



2.1 OVERVIEW As its name implies, a wide area network is a network structure which interconnects locations that are geographically dispersed. While a wide area network spans a distance beyond that covered by a local area network, in actuality, it can considerably range in its geographical area of coverage. Some wide area networks can simply interconnect terminal devices and computers located in a few cities within close proximity of one another. Other wide area networks can interconnect
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terminal devices and computers located in cities on different continents. What each of these wide area networks has in common is the use of transmission facilities obtained from communications carriers and the purchase or lease of networking devices to develop a network structure designed to meet the communications requirements of an organization.



Transmission facilities Today, the wide area network designer has a large variety of transmission facilities to use to construct this type of network. You can use analog leased lines, DDS leased lines, fractional T1, and T1 or T3 lines to interconnect sites on a permanent basis. For sites that require transmission periodically or to back up leased lines, you can use the PSTN or a variety of switched digital facilities. By selecting transmission facilities to match the capabilities of different types of communications devices you obtain the ability to design a wide area network to meet the communications requirements of your organization. Thus, in the remainder of this chapter we will turn our attention to obtaining an appreciation for the operation and utilization of different types of wide area networks as well as an overview of different types of equipment used on such networks.



2.2 CIRCUIT SWITCHED NETWORKS The most popular type of network and the one almost all readers use on a daily basis is a circuit switched network. The public switched telephone network in which the number you dial results in telephone company of®ces switching the call between of®ces to establish a connection to the dialed party represents the most commonly used circuit switched network. Circuit switching is not, however, limited to the telephone company. By purchasing appropriate switching equipment, any organization can construct their own internal circuit switched network and, if desired, provide one or more interfaces to the public switched network to allow voice and data transmission to ¯ow between the public network and their private internal network. In a circuit switching system, switching equipment is used to establish a physical path for the duration of a call. The path that is established is temporary and the facilities used to establish the call become available for another call after the conclusion of the ®rst call. This type of connection in which a call is established by switching equipment over a temporary path is known as a switched virtual call. Figure 2.1 illustrates the operation of a generic switch used to establish a circuit switched call. In this illustration, any incoming line can be cross connected to any outgoing line. This switching mechanism results in the establishment of a path between the caller/originator and the called party/destination. Both the incoming and outgoing lines and the switching equipment illustrated in Figure 2.1 are shown in a generic representation. In actuality, both the type of line facilities and the switching equipment used to establish a circuit switched call can vary considerably.
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Figure 2.1 Generic switch operation. In a circuit switching system, an incoming line is cross connected to an outgoing line



The concept of circuit switching was recently applied to local area networks through the development of LAN switches. Through the use of LAN switches, described in detail later in this book, data is switched on a frame-by-frame basis between source and destination, with the cross-connection established on a temporary basis for each frame and then torn down, even when succeeding frames have the same destination. In comparison, in a circuit switching system the crossconnection remains in place until one or both parties terminates the call. The earliest circuit switched network used a twisted-pair wire conductor to route calls from a telephone subscriber to a serving of®ce, the latter commonly referred to as a local or end of®ce. Depending upon the destination of the call it will be routed directly to another subscriber served by that of®ce or into a trunk for transmission to another telephone company of®ce. The ®rst type of routing involves an intraof®ce call, while the second type of routing involves an interof®ce call. In the early days of circuit switching, groups of lines were installed in telephone company of®ces, with each line used to carry one conversation at a time that was switched onto the line. As the number of telephone subscribers proliferated, telephone companies quickly realized that this method of switching individual calls onto individual circuits was not economical. To reduce the number of physical lines required to connect telephone company of®ces to one another, communications carriers implemented a technique called multiplexing. Originally, frequency division multiplexing (FDM) was used exclusively by communications carriers. FDM was gradually replaced in most areas of the world by time division multiplexing that utilizes the T-carrier as a digital transport mechanism. This evolution to TDM equipment and T-carrier facilities was based upon the advantages associated with digital signaling in comparison to analog signaling.



Frequency division multiplexing Employing frequency division multiplexing between carrier central of®ces requires the use of a communications circuit that has a relatively wide bandwidth. This bandwidth is then divided into subchannels by frequency. When a communications carrier uses FDM for the multiplexing of voice conversations onto a common circuit, the 3 kHz passband of each conversation is
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shifted upward in frequency by a ®xed amount of frequency. This frequency shifting places the voice conversation into a prede®ned channel of the FDM multiplexed circuit. At the opposite end of the circuit, another FDM demultiplexes the voice conversations by shifting the frequency spectrum of each conversation downward in frequency by the same amount of frequency in which it was previously shifted upward. As previously mentioned, the primary use of FDM equipment by communications carriers was to enable those carriers to carry a large number of simultaneous voice conversations on a common circuit routed between two carrier of®ces. The actual process for allocating the bands of frequencies to each voice conversation has been standardized by the ITU. ITU FDM recommendations govern the channel assignments of voice multiplexed conversations based upon the use of 12, 60 and 300 derived voice channels.



ITU FDM recommendations The standard group as de®ned by ITU recommendation G.232 occupies the frequency band from 60 to 108 kHz. This group can be considered as the ®rst level of frequency division multiplexing and contains 12 voice channels, with each channel occupying the 300 to 3400 Hz spectrum shifted in frequency.



Figure 2.2 Standard ITU FDM groups. ITU FDM recommendations govern the assignment of 12, 60, and 300 voice channels on wideband analog circuits
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The standard supergroup, as de®ned by ITU recommendation G.241 contains ®ve standard groups, equivalent to 60 voice channels. The standard supergroup can be considered as the second level of frequency division multiplexing and occupies the frequency band from 312 to 552 kHz. The third ITU FDM recommendation, known as the standard mastergroup, can be considered as the top of the FDM hierarchy. The standard mastergroup contains ®ve supergroups. Since each supergroup consists of 60 voice channels, the mastergroup contains a total of 300 voice channels. The standard mastergroup occupies the frequency band from 812 to 2044 kHz. Figure 2.2 illustrates the three standard ITU FDM groups, as well as the relationship between groups. By using one of the three types of groups illustrated in Figure 2.2, telephone companies were able to place up to 12, 60 or 300 simultaneous calls on one circuit routed between of®ces. Although originally used to carry voice conversations, this mechanism for sharing wideband circuits also supports the transmission of data. As FDM, however, is an analog system, the transmission of data required conversion into a modulated signal through the use of modems.



Time division multiplexing In comparison to FDM in which a circuit is subdivided into derived channels by frequency, time division multiplexing (TDM) results in the use of a circuit being shared by time. Since TDM operates upon digital data, its utilization by communications carriers required voice conversations to be digitized prior to being transported on digital circuits routed between telephone company of®ces. Voice digitization was accomplished using a technique known as pulse code modulation (PCM) in which an analog voice conversation is encoded into a 64 kbps digital data stream for transmission on telephone company digital transmission facilities. Once a call was digitized and routed to a distant telephone company of®ce serving the destination or called party, the 64 kbps digital data stream was converted back into an analog voice signal and passed to the called party. Similarly, the voice conversation generated by the called party ¯owed in an analog form via the local loop to the telephone company of®ce serving the subscriber. At that location, the conversation was digitized and was multiplexed using TDM equipment and placed onto a digital trunk linking that of®ce to the of®ce serving the call originator. At that of®ce the call was removed from the trunk by the process known as demultiplexing, converted back into its analog format, and passed to the local subscriber. The key to the successful use of time division multiplexing by telephone companies was the rapid growth in the use of T-carrier transmission facilities.



T-carrier evolution T-carrier facilities were originally developed by telephone companies as a mechanism to relieve heavy loading on interexchange circuits. First employed in the 1960s for intra-carrier communications, T-carrier facilities only became available to the general public within the last 20 years as a commercial offering.



176 __________________________________________________________ WIDE AREA NETWORKS



The ®rst T-carrier was placed into service by American Telephone & Telegraph in 1962 to ease cable congestion problems in urban areas. Known as T1 in North America, this wideband digital carrier facility operates at a 1.544 Mbps signaling rate. The term T1 was originally de®ned by AT&T and referred to 24 64 kbps PCM voice channels carried in a 1.544 Mbps wideband signal. Under the T1 framing format, each group of 24 8-bit bytes representing 24 voice samples has a framing bit added for synchronization. Since PCM sampling occurs 8000 times per second, this resulted in the use of 8000 frame bits. Thus, the T1 operating rate can be expressed as 24 channels  64 kbps/channels ‡ 8000 frame bits/second, resulting in an operating rate of 1.544 Mbps. When AT&T initiated use of its T1 carrier, the company employed digital channel banks which were used to interface the analog telephone network to the T1 digital transmission facility.



Channel banks Channel banks used by telephone companies were originally analog devices. They were designed to provide the ®rst step required in the handling of telephone calls that originated in one central of®ce, but whose termination point was a different central of®ce. The analog channel bank included frequency division multiplexing equipment, permitting it to multiplex, by frequency, a group of voice channels routed to a common intermediate or ®nal destination over a common circuit. This method of multiplexing was previously illustrated in Figure 2.2. The development of pulse code modulation resulted in analog channel banks becoming unsuitable for use with digitized voice. AT&T then developed the Dtype channel bank which actually performs several functions in addition to the time division multiplexing of digital data. The ®rst digital channel bank, known as D1, contained three key elements as illustrated in Figure 2.3. The codec, an abbreviation for coder-decoder, converted analog voice into a 64 kbps PCM encoded digital data stream. The TDM multiplexes 24 PCM encoded voice channels and inserts framing information to permit the TDM in a distant channel bank to be able to synchronize itself to the resulting multiplexed data stream that is transmitted on the T1 span line. The line



Figure 2.3



The D1 channel bank (TDM time division multiplexer, LD line driver)
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driver conditions the transmitted bit stream to the electrical characteristics of the T1 span line, ensuring that the pulse width, pulse height and pulse voltages are correct. In addition, the line driver converts the unipolar digital signal transmitted by the multiplexer into a bipolar signal suitable for transmission on the T1 span line. Due to the operation of the digital channel bank, this equipment can be viewed as a bridge from the analog world to the digital word. To ensure the quality of the resulting multiplexed digital signal, AT&T installed repeaters at intervals of 6000 feet on span lines constructed between central of®ces. Although repeaters are still required on local loops to a subscriber's premises and on copper wire span lines, the introduction of digital radio and ®ber optic transmission has added signi®cant ¯exibility to the construction and routing of T-carrier facilities, since repeaters are not required on those facilities. Improvements made to the encoding method used by the D1 channel bank resulted in the development and installation of the D1D and D2 channel banks. Channel banks currently used include D3, D4 and D5, whose simultaneous voice channel carrying capacity varies from 24 to 96 channels. In addition to serving as the basic networking building block for the PSTN, T1 lines are available for use by organizations from a variety of communications carriers, including AT&T, MCI, Sprint, and others. In Europe, the equivalent T1 carrier, which is known as E1 and CEPT PCM-30, is available in most countries under different names. As an example, in the United Kingdom E1 service is marketed under the name MegaStream.



T1 multiplexer The key to the commercial use of T1 lines was the development and widespread use of T1 multiplexers. The T1 multiplexer can be viewed as a sophisticated channel bank which allows voice, data and video to be carried on a common path between organizational locations. Through the use of T1 multiplexers, organizations have been able to construct their own sophisticated circuit switching networks, with the T1 multiplexer used to switch channels from one high speed circuit to another, establishing a route through an organization's network. The operation and utilization of T1 multiplexers are described in detail in Chapter 6. In addition to the use of high speed lines by both communications carriers and commercial organizations, many organizations constructed circuit switched data networks. Most of these networks are designed around the use of circuit switching time division multiplexers or a device known as a port selector or data PBX. Such networks operate in a manner similar to circuit switched networks that support both voice and data transmission, with the primary difference between the two typically being the use of lower capacity circuits by circuit switched networks restricted to data transmission support. Figure 2.4 illustrates one of the many types of circuit switched network con®gurations you can develop using circuit switching multiplexers. In this example, it was assumed that a company has three distributed computer systems. At each location, a number of personal computer and terminal users require access to each
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Figure 2.4 Circuit switching network using multiplexers (PC personal computer, TDM time division multiplexer)



computer as well as to the other computers in the company. As indicated by the dashed lines showing the establishment of a path from multiplexer 1 via multiplexer 2 to multiplexer 3, each of the TDMs works together to allocate channels as well as to switch channels from one circuit onto another circuit. In the example shown in Figure 2.4, a path was established which connects a personal computer at location 1 via location 2 to the computer at location 3.



Circuit switching characteristics Once a circuit switched path is established, the resources used to establish that path cannot be used to satisfy another requirement. This is true even if transmission occurs very infrequently on the path and is a major limitation of circuit switching. However, once a physical path is set up, the transmission of data experiences a minimal delay as circuit switching is protocol independent. This means that any switches in the network used to establish the initial path do not sample nor act upon the data. Thus, the switches are transparent to the data which enables its ¯ow through the network relatively rapidly. This is extremely important for voice as conversations are very sensitive to any delays. Data can, however, normally tolerate much greater delays than voice, which resulted in the development of packet switching networks.



2.3 LEASED LINE BASED NETWORKS When an organization constructs a circuit switching network, it uses leased lines obtained from one or more communications carriers to construct the infrastructure that connects equipment acquired to perform circuit switching operations.
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Although this represents one use of leased lines, in actuality this type of communications facility can be used to construct a number of other types of networks that can operate over a leased line network. For example, through the use of packet assemblers/disassemblers (PADs) instead of the multiplexers shown in Figure 2.4, you could construct a private packet switching network to directly link organizational locations instead of relying upon the use of a public packet switching network. Similarly, the use of Frame Relay Access Devices (FRADs) would enable your organization to construct a private Frame Relay network. Thus, the use of leased lines provides a considerable degree of ¯exibility that can range from directly connecting two locations that require a considerable amount of communications to developing a complex network structure for supporting a speci®c type of private network operating over leased lines.



Types of leased lines As previously noted in Chapter 1, you can consider the use of several types of analog and digital leased lines. The primary types of analog leased lines include the voice grade 3000 Hz bandwidth circuit over which you can transmit data at up to 33.6 kbps, and several types of analog wideband circuits that operate at and above 40.8 kbps. Due to the near-complete digitization of the backbone communications carrier network in the United States, it is now often easier and sometimes less expensive to obtain an equivalent digital circuit. Digital leased lines commonly available can be obtained that operate from the 2.4 kbps rate of the lowest speed of Dataphone Digital Service through the T3 carrier that represents a grouping of 28 T1 lines and provides an operating rate of approximately 45 Mbps. In between, you can select from a mixture of fractional T1 (FT1) and fractional T3 (FT3) offerings that enable you to match your organization's data transmission requirements to a speci®c leased line operating rate. For large organizations, some communications carriers now support Synchronous Optical Network (SONET) connections, permitting operating rates from approximately 52 Mbps to 2.4 Gbps.



Utilization examples In addition to using leased lines to create an infrastructure for running a private packet switching or Frame Relay network, leased lines are commonly used on a point-to-point basis to connect geographically separated locations. Two of the more common uses of leased lines are for use with multiplexers and routers. Through the use of multiplexers a group of terminal devices, to include personal computers, can obtain access to a common location, such as a mainframe located at a company headquarters or regional of®ce. Through the use of a router, two or more geographically separated LANs can be interconnected, providing workstations connected to each network with the ability to communicate with one or more devices connected to the distant network. In this section we will obtain an overview of the use of time division multiplexers and routers, while detailed
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information concerning their operation and utilization will be covered in subsequent chapters in this book.



Multiplexer utilization One common use of leased lines for creating a network infrastructure is based upon different types of time division and statistical multiplexers whose operating characteristics are detailed in Chapter 6. Suppose your organization has a group of terminal devices located throughout a geographical area, such as within different buildings in a city and its suburban area, while your mainframe computer is located in a different city. By installing a group of business lines connected to a telephone company rotary and installing automatic answering modems on each line, you can provide dial access to a multiplexer as illustrated in Figure 2.5. Then, the leased line would provide the connection facility to link the remote location to the location where the mainframe resides. In this example, the rotary serves as an automatic line searching facility. That is, if the ®rst line in the rotary group is in use, the rotary automatically transfers the call to the ®rst available line in the group.



Figure 2.5 Multiple access to a common location via multiplexing (M modem, TDM time division multiplexer, T/PC terminal or personal computer)



Each terminal or personal computer at location 1 can access the computer at location 2 via a local telephone call to the rotary connected to the TDM. Since the communications facility interconnects two distant geographically separated locations, the network con®guration illustrated in Figure 2.5 can be considered as a wide area network. Now let us assume that your organization has expanded its operations to a third location. At that location your organization plans to have a number of order entry clerks that will require continuous access to a database residing on the mainframe computer. In addition, several sales personnel will be travelling to different customer locations within the suburban area and would like to access either a local minicomputer to be installed at the new location or the corporate computer located at location 2. After an analysis of this new requirement and expected transmission activity and applicable tariffs, the network designer might propose an equipment con®guration for location 3 similar to that illustrated in Figure 2.6. In this example
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Figure 2.6 Switching at a remote location (M modem, T/PC terminal or personal computer, TDM time division multiplexer, DSU data service unit). Through the use of a data PBX or post selector a common set of communications facilities can be shared. In this example the rotary and dial-in lines can provide common access to a minicomputer or to a TDM



the data PBX, which is also known as a port selector and whose operating characteristics are described in Chapter 6, allows travelling sales personnel to dial one common rotary number. Upon access to the data PBX they obtain the ability to route their connection directly into the minicomputer at location 3 or into a port on a TDM which will multiplex data traf®c from that location to the mainframe computer. To provide continuous access to the mainframe for data entry clerks, the network designer determined that a control unit whose operation is described in Chapter 6 should be installed at location 3. Through the use of a control unit at that location terminals or personal computers can be directly cabled to that device which allows a clustered group of terminal devices to share access to the mainframe on a poll and select basis. Since both the control unit and a portion of the lines from the data PBX must be routed to the mainframe, a TDM was installed to share the use of a high-speed transmission facility from the new location to the location where the mainframe is installed. In the network con®guration illustrated in Figure 2.6, it is assumed that because of the transmission requirements of the control unit as well as the maximum number of interactive dial-in users that could be routed to the TDM, the TDM would require an operating rate beyond that obtainable with an analog transmission facility. Thus, a DSU is illustrated in this example which enables transmission at 56 kbps over a DDS circuit. Although the two prior examples represent a small selection of the many ways in which leased lines interconnecting different types of transmission devices can be used to construct wide area networks, they illustrate the basic concept of connecting devices and transmission facilities to develop networks, which is the rationale for this book. Of course, the apparent simplicity of linking equipment and facilities in actuality is a time consuming and tedious task which requires a detailed understanding of the operational characteristics of different types of communications equipment and their networking constraints and limitations. Thus, subsequent chapters in this book are devoted to providing a detailed understanding of how different types of communications products operate, why they can be used to satisfy the communications requirements of organizations, and when they should be considered.
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Router utilization Routers were initially developed as a mechanism to interconnect local area networks, enabling data originated on one network to ¯ow onto a different network. Since their initial development routers have become much more sophisticated networking devices, enabling local and geographically separated LANs to be connected, as well as for mainframe and minicomputer network protocols to be transported along with LAN traf®c. In many organizations the router has replaced the use of multiplexers, especially when mainframe-based networks were replaced by LAN-based client-server operations. In other organizations routers supplement the use of multiplexers, being either used on a stand-alone basis to interconnect geographically separated LANs, or integrated into a multiplexer-based network to provide inter-LAN communications via an existing network infrastructure. Regardless of the manner in which they are used, they are primarily used with leased lines to form a router-based network, or are integrated with multiplexers that primarily use leased lines to create a multiplexing-based infrastructure. Figure 2.7 illustrates the use of a pair of routers to interconnect two geographically separated LANs. In this example each router has one serial and one LAN port. The LAN port enables the router to become a participant on the LAN while the serial port enables router-to-router communications to occur over leased lines. The actual routing of packets from one network to another is based upon the use of network addresses. In Chapter 3 we will examine the functions of routers with respect to their use for internetworking LANs and WANs, while in Chapter 6 we will focus our attention upon LAN concentration and transmission devices to include a detailed description of router operations and routing protocols.



Figure 2.7 Using routers to interconnect LANs via a WAN. Routers transfer information between LANs via the use of network addresses assigned to LANs



As previously mentioned, routers use their serial ports to communicate with one another via wide area network transmission facilities. This means that the serial port represents just one more device to many high speed multiplexers, enabling a degree of LAN to LAN communications to be integrated by, for example, T1 multiplexers supporting inter-company PBX calls via the use of a pair of multiplexers. Figure 2.8 illustrates the use of a pair of T1 multiplexers to support LAN-
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Figure 2.8 Using T1 multiplexers to transmit digitized voice and data over a T1 circuit. Although voice and data can ¯ow over a T1 circuit, the multiplexers place digitized voice and data packets into speci®c time slots so they remain separated by time



to-LAN communications by means of routers interfaced to the multiplexers, and PBX to PBX communications via PBXs interfaced to the multiplexers. Although both voice and data will ¯ow over the T1 circuit shown in Figure 2.8, the actual integration occurs by the multiplexing of time slots so that voice and data actually remain separated by time. This integration of voice and data should not be confused with the use of ATM which represents a network designed to provide an integrated transmission facility for voice, data, video, and images. ATM is described in detail in the last section in this chapter.



2.4 PACKET SWITCHING NETWORKS One of the major limitations associated with circuit switching is the permanent assignment of a path for the exclusive use of a communications session during the duration of that session. This means that, regardless of whether a full circuit or a channel within a circuit is used to establish a path, that circuit or channel cannot be used to support other activities until the session in progress is completed. Recognizing this limitation, packet switching was developed as a technique to enable the sharing of transmission facilities among many users. Although multiplexing is also a mechanism which allows the sharing of transmission facilities, the two techniques are considerably different.



Multiplexing as opposed to packet switching In multiplexing, bandwidth (FDM) or time (TDM) is used to establish occupancy slots into which individual data sources are assigned the use of those slots. Thereafter, information in the form of voice or data uses the reserved slot for the duration of the voice call or data transmission session. In packet switching, specialized equipment divides data into de®ned segments that have addressing,
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sequencing and error control information added. The resulting unit of data is called a packet and may represent a user message or a very small portion of a user message. The ¯ow of packets between nodes in a packet network is intermixed with respect to the originated and desintation of packets. That is, traf®c in the form of packets from many users can share large portions of the transmission facilities used to form a packet network. Thus, packet network use is normally more economical than transmission over the public switched telephone network for long distance transmission.



Packet network construction A packet network constructed through the use of equipment that assembles and disassembles packets, equipment that routes packets, and transmission facilities used to route packets from the originator to the destination device. Some types of DTEs can create their own packets, while other types of DTEs require the conversation of their protocol into packets through the use of a packet assembler/ disassembler (PAD) described later in this section and in much more detail in Chapter 6. Equipment that routes packets through the network are called packet switches. Packet switches examine the destination of packets as they ¯ow through the network and transfer the packets onto trunks interconnecting switches based upon the packet destination and network activity. The transmission facilities used to interconnect packet switches are leased lines since the network must be available 24 hours per day. Although a few packet networks continue to use analog leased lines to interconnect their switches, most packet networks now use high speed digital transmission facilities, such as 56 kbps DDS, fractional T1 and T1 lines, as well as T3 and fractional T3 transmission facilities, due to the growth in the use of packet networks.



ITU packet network recommendations Most packet networks are illustrated by a drawing that resembles a cloud. A number of ITU recommendations govern the transmission of data both onto a packet network and between packet networks, as illustrated in Figure 2.9. In this illustration, two separate packet networks are shown, with a mainframe computer connected to each network. ITU Recommendation X.25 controls the access from a packet mode DTE, such as a terminal device or computer system capable of forming packets and the DCE at a packet node. ITU Recommendation X.28 controls the interface between nonpacket mode devices that cannot form packets and a PAD. ITU Recommendation X.29 speci®es the interface between the PAD and the host computer. ITU Recommendation X.3 speci®es the parameter settings on the PAD and X.75 speci®es the interface between packet networks. Note that in Figure 2.9 there are two methods by which non-packet mode devices can be connected to an X.25 packet network. In packet network 1, the non-packet mode DTE communicates with a PAD located at the packet node, with terminal devices normally dialing the
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Figure 2.9 ITU packet network recommendations



number of a modem connected to a port on the PAD. In packet network 2, the PAD is located with the non-packet mode devices. This allows a permanent connection from the PAD to the packet node as well as provides the capability to service multiple terminals on one line routed to the packet node.



The PDN and value-added networks The term `public data network' (PDN) is used to reference a commercially available packet switching network. In the United States, British Telecom's BT Tymnet and Sprint's SprintNet (formerly known as Telenet) are examples of PDNs. Outside the United States, PDNs are usually administered by government agencies, although divestiture has occurred overseas similar to the breakup of AT&T in the United States that has resulted in British Telecom's PSS and other PDNs now belonging to private companies. In addition to public PDNs organizations can create their own private PDN. This is accomplished by purchasing appropriate packet switching equipment and leasing transmission facilities which results in the establishment of a packet switching network for the exclusive use of an organization. Another term commonly used to reference packet switching network is `value± added'. Networks that provide such operational facilities as reverse charging (collect calls), alternate destination routing, and closed user groups are known
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as value-added networks due to the extra value they provide. Since almost all packet switching networks now support one or more optional facilities, the term `value-added network' is essentially synonymous with the term `packet switching network'.



Packet network architecture There are two major categories of packet networks, with each category based upon the method by which packets are routed through the network: datagram and virtual circuit based networks.



Datagram packet networks In a datagram network, each packet is transmitted independently of other packets, with packet switches routing each packet based upon such factors as the traf®c currently carried on circuits linking network switches, the error rate on those circuits, as well as whether or not speci®c circuits are available for use. Figure 2.10 illustrates an example of the packet ¯ow through a datagram packet network. In this example it was assumed that two devices creating packets have their data ¯ow routed through a packet network consisting of four packet switches, with two computers connected to the network. Let us further assume that the packets labeled A, B, C and D are routed to computer A, while the packets labeled W, X, Y and Z are routed to computer B. As packets are routed through a datagram packet network, each switch examines the packet destination address (computer A or B) and routes the packet based upon criteria similar to that previously discussed, which results in the selection of an optimum route at a given time. Since packets can traverse different paths, packets can be received at a destination switch out of sequence. Thus, destination switches must be capable of having suf®cient memory to store packets until they can be sequenced into their appropriate order prior to their delivery to their ultimate destination. This resequencing would occur at packet switches 3 and 4 in Figure 2.10, when data ¯ows towards the computers with the result that, although packets



Figure 2.10 Datagram packet network data ¯ow. In a datagram packet network packets are routed based upon the activity and availability of circuits connecting packet switches
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from each source routed to a common destination took different paths, they were reassembled into their original order at their destination nodes. Although datagram packet networks permit transmission paths to be dynamically altered to correspond to network conditions and activity, they require a substantial amount of packet switch processing overhead. This is because each switch must know the state of circuits to other switches to implement appropriate routing algorithms. While most packet switching networks were originally based upon datagram technology, a majority of those networks were converted to the use of virtual circuit packet switching.



Virtual circuit packet networks In a virtual circuit packet network, a ®xed path is established from the data originator to the recipient at the time a call is established. Thereafter, all packets ¯ow over the same path, although the packets from two or more devices can share the use of circuits between packet switches that form a speci®c virtual circuit. Figure 2.11 illustrates the data ¯ow through a virtual circuit packet network. Note that although a route will be established based upon network activity, once established the route remains ®xed for the duration of the call. Thus, packets will ¯ow in sequence through each switch which reduces both the amount of processing required to be performed at each switch and delays associated with waiting for out of sequence packets to arrive at a destination node prior to being able to pass an ordered sequence of packets to their destination.



Figure 2.11 Virtual circuit packet network data ¯ow. In a virtual circuit packet network packets are routed in sequence over a ®xed path established at the time a call occurs



Packet formation Although many devices have the ability to directly create packets, most devices rely upon the use of packet assembler/disassemblers (PADs). PADs are essentially protocol conversion devices that accept data from data terminal equipment (DTE) supporting one protocol and converting the data into packets based upon the ITU X.25 protocol.
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The most common type of PAD converts an asynchronous teletype protocol into an X.25 data ¯ow. Other common protocols supported by PADs include the IBM 2780 and 3780 bisynchronous protocols, IBM's SDLC protocol, and various protocols from other computer manufacturers that resemble those IBM protocols. PADs are manufactured on adapter boards designed for insertion into the system unit of a personal computer as well as standalone devices. Concerning the latter, some PADs perform a one-to-one conversion and as such are single input port devices. Other PADs may contain many ports and support different protocols on each port. Figure 2.12 illustrates a multi-protocol, multiport PAD. The reader is referred to Chapter 6 for speci®c information concerning the operation and utilization of PADs.



Figure 2.12 Multi-protocol multi-port PAD



X.25 The transmission from a packet mode DTE or from a PAD to a packet switch node is based upon the ITU X.25 recommendation. The X.25 recommendation de®nes the interface between a terminal device and a packet network, including the physical, data link, and network layers which correspond to the ®rst three layer of the OSI Reference Model previously described in Chapter 1. The physical layer is de®ned by the X.21 and X.21 bis recommendations, the latter essentially RS-232. The X.25 data link layer consists of frames that are transported via the use of the HDLC protocol. The network layer of X.25 consists of packets which are carried within the information ®eld of frames transported by the HDLC protocol. Figure 2.13 illustrates the structure of an X.25 frame. Layer 3 which is the packet level de®nes the procedures for establishing and clearing calls between users, describes packet formats, and de®nes the procedures for such functions as ¯ow control, packet transfer and error control.



Packet format and content Every packet transmitted on an X.25 packet network contains a three-octet header which is illustrated in Figure 2.14.
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Figure 2.13



Figure 2.14



X.25 frame structure



X.25 data packet format



X.25 packet switching networks use both virtual circuits and logical channels to allow many users to share the facilities of the network. As previously explained, a virtual circuit is a path established through the network for the duration of the call, similar to a direct physical circuit. The logical channel is a method which enables the multiplexing of a single subscriber access line to the packet network among several simultaneous virtual calls. For example, a PAD serving several terminal devices and connected to a packet network via a single access line would assign each terminal connected to the PAD to a different logical channel number. Thus, the logical channel number (LCN) identi®es each packet as belonging to a particular logical connection. The LCN is signi®cant only at the interface between the subscriber and the local packet node. At the packet node, the LCNs are mapped to network paths and an independent set of LCNs are used between the destination packet node and the addressed device. The third byte in the packet header is the packet type identi®er. Currently, 20 packet types are de®ned in X.25. divided into six functional groups as indicated in Table 2.1.
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8 7 6 5 4 3 2 1



Call setup and clearing Incoming call Call connected Clear indication DCE clear con®rmation



Call request Call accepted Clear request DTE clear con®rmation



0 0 0 0



0 0 0 0



0 0 0 0



0 0 1 1



1 1 0 0



0 1 0 1



1 1 1 1



1 1 1 1



DTE data DTE interrupt DTE interrupt con®rmation



XXXXXXXX 0 0 1 0 0 0 1 0 0 0 1 0 0 1 1 1



DTE RR (Mod 8) DTE RR (Mod 128) DTE RNR (Mod 8) DTE RNR (Mod 128) DTE reject (Mod 8) DTE reject (Mod 128) Reset request DTE reset con®rmation



X 0 X 0 X 0 0 0



Restart request DTE restart con®rmation



1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1



Data and interrupt DCE data DCE interrupt DCE interrupt con®rmation Flow control and reset DCE DCE DCE DCE



RR (Mod 8) RR (Mod 128) RNR (Mod 8) RNR (Mod 128)



Reset indication DCE reset con®rmation



X 0 X 0 X 0 0 0



X 0 X 0 X 0 0 0



0 0 0 0 0 0 1 1



0 0 0 0 1 1 1 1



0 0 1 1 0 0 0 1



0 0 0 0 0 0 1 1



1 1 1 1 1 1 1 1



Restart Restart indication DCE restart con®rmation Diagnostic Diagnostic



1 1 1 1 0 0 0 1



Registration Registration request Registration con®rmation



1 1 1 1 0 0 1 1 1 1 1 1 0 1 1 1



Call establishment A virtual call through a packet network is initiated by the transfer of a call request packet to the network. The call request packet identi®es the LCN selected by the call initiator as well as the address of the calling and called parties. This packet may also include any optional facilities desired as well as optionally contain call user data. After the call request is routed through the packet network to the destination node, a local LCN is selected and the destination node then transmits an incoming call packet to the called party. If the called party is available to accept the call it responds to the incoming call packet by transmitting a call-accepted packet to the network using the LCN that identi®ed the incoming call. The network then responds to the call-accepted packet by transmitting a call-connected packet to the calling party on the LCN assigned to the initial call request. This action results in the establishment of a virtual call which allows data packets to be exchanged between users.
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Once a virtual call is established, the logical channel enters the data transfer phase. At this time, data packets consisting of the three-octet header ®eld and the user data ®eld carry the user information. The packet type identi®er ®eld (third octet) includes send (P(S)) and receiver (P(R)) sequence numbers that are used to track and acknowledge packets in a manner similar to the N(R) and N(S) ®eld in the HDLC frame described in Chapter 1. The More-Data (M) bit when set to a 1 noti®es the network that the next packet to be transmitted is a logical continuation of the data in the current packet. The actual length of the user data ®eld depends upon the packet network. Most networks support a default maximum user data ®eld of 128 octets. Other maxima supported by most networks include 32, 64, 256, 512, 1024, 2048 and 4096 octets. Once a called DTE receives the ®rst data packet, it can authorize additional transmission by returning a receiver ready (RR) packet or it can delay transmission by returning a receiver not ready (RNR) packet. Finally, when the calling DTE has completed its session, it transmits a Clear Request packet which is con®rmed by the called DTE. At that time the virtual circuit is broken. Figure 2.15 illustrates the major packet ¯ow used to establish a virtual connection, pass data, and break the virtual connection.



Flow control Once data begins to ¯ow through a packet network, delays can occur due to network congestion or transmission error. Either situation can result in the inability of the packet network to accept the current rate of information transfer through the network. Thus, a mechanism is required to regulate the ¯ow of information. This mechanism is called ¯ow control and is effected by the use of the receiver ready (RR) and receiver not ready (RNR) packets. The RR packet is used to indicate that the sending station is ready to receive packets. In addition, the RR packet carriers a receive sequence number (P(R)) which acknowledges packets previously received by the sending station. Conversely, RNR packets are transmitted by the packet network or receiving station to halt the ¯ow of incoming data packets. RNR packets indicate that the sender should stop transmitting data as soon as possible.



Advantages of PDNs The design of packet networks results in the allocation of capacity only when stations have packets to transmit. Almost all interactive transmission includes pauses, and because idle time on a circuit is essentially being wasted, packetizing and interleaving packets makes the most ef®cient use of a circuit. Thus, the more packets that can be carried on a circuit, the lower the cost per packet.



Technological advances The growth in the use of ®ber optic transmission facilities resulted in a signi®cant lowering of the error rate experienced on long distance transmission. The advance
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Figure 2.15 Packet network session activity



in communications transmission facilities in turn has called into question the necessity of using conventional packet switching methods that support layers 1 to 3 of the OSI reference model and resulted in the development of a series of new technologies called fast packet switching, frame relay, and cell relay with the latter providing the foundation for Asynchronous Transfer Mode (ATM). Prior to discussing these newer technologies, let us focus our attention upon the delays associated with conventional packet switching and the relevance of those delays in an era where the majority of trunks (leased lines) that interconnect packet nodes are now ®ber optic cables.



Packet network delay problems In a conventional packet switching network, each of the trunks linking the nodes in the network support layers 1 to 3 of the OSI model. This means that packets are
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error checked (a layer 2 function) at each node. Although this was a necessity to ensure data integrity when trunks were primarily analog leased lines with a relatively high error rate, the use of ®ber optic cable for transmission between nodes reduced errors by several orders of magnitude. This means that most error checking within packet nodes only delays transmission through the network and is not actually bene®cial for data integrity. In addition, the growth in intelligent terminal devices based upon microprocessors used in personal computers and workstations allows the integrity of data to be checked at each end of the link. Thus, error checking at each node can be considered as technically obsolete for many applications. Flow control (layer 2 and layer 3) is greatly diminished when ®ber optic cable is used, however, it is still applicable due to the processing delays encountered as packets are error checked at each node. Thus, the elimination of error checking at each node would substantially reduce the use of ¯ow control in a packet network.



Fast packet switching Recognizing the previously described packet switching problems, AT&T's Bell Laboratories began experimenting with a technique during the 1980s to reduce the processing overhead in each packet node which would allow a packet to be forwarded with lower delay. AT&T's technique was based upon the use of very large scale integration (VLSI) hardware, with the technique referred to as fast packet switching. AT&T's fast packet switching eliminated error checking at each node so the node could begin forwarding the packet as soon as its destination was decoded. To prevent a link error which could cause a packet to be routed to an unintended destination, a CRC was placed after the routing information. If a CRC error is detected, the packet node would simply drop the packet. If a transmission error occurred that affected other data in the packet, the node would not detect the error but would simply route the packet rapidly towards its destination. In this technique, it is assumed that the recipient will ask for a retransmission of missing or errored packets. Since all modern protocols have error detection and correction capability, as well as a timeout feature which results in a request for retransmission if a unit of data is not received within a prede®ned period of time, neither dropping packets nor carrying errored packets to their destination adversely affects modern equipment. In fact, by eliminating error detection processing at nodes, the ¯ow of data through the network is substantially increased. In general, the term `fast packet' refers to the transmission of packets in which packet processing is streamlined to provide a much higher throughput than obtainable on an X.25-based network. From the pioneering effort of AT&T, two new technologies have emerged that were standardized in the early 1990s-frame relay and cell relay, the latter now more commonly referred to as Asynchronous Transfer Mode or ATM. Although considerable growth in the use of frame relay occurred during the mid- to late 1990s for linking LANs, which diminished the role of conventional packet switching, the latter remains a viable technology for
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many types of data transfer. Perhaps one of the most popular uses of X.25 networks is for the transfer of credit card veri®cation information, since such information consists of a relatively small number of digits, and a delay of a few seconds to verify the transaction is acceptable in comparison to the time required to print a supermarket or gas station receipt. Since tens of millions of these transactions occur every day, the use of X.25 network sessions will probably continue to exceed the popular use of frame relay to interconnect LANs for remote queries of databases, ®le transfers and email exchanges between geographically separated LANs.



Frame relay Frame relay is a data link protocol at the ISO layer 2 level which de®nes how frames of data are assembled and rapidly routed through a packet network. Frame relay is standardized by the ANSI T1S1 committee and by the ITU I.122 and Q.922 recommendations and represents the ®rst packet mode interface to ISDN networks.



Comparison to X.25 Frame relay is very similar to X.25 packet switching; however, there are some distinct differences between the two transmission methods. Similar to X.25 packet switching, a frame relay network represents both a public transmission facility operated by communications carriers as well as a private network facility organizations can construct over a leased line infrastructure. Frame relay, like X.25, permits multiple communications sessions to share a single physical connection. To accomplish this, frame relay, like X.25 packet switching, constructs multiple virtual circuits across a common physical connection between a Frame Relay Access Device (FRAD) and a frame relay network entry node. Here the FRAD can be viewed as performing a function similar to an X.25 PAD; however, instead of translation from a protocol other than X.25 to X.25, the FRAD provides a translation into the frame relay transmission protocol. Although there are many similarities between X.25 packet switching and frame relay, there are also some distinct differences. Since those differences relate to the design goal of frame relay and its basic operation, let's turn our attention to those areas. The design goal of frame relay assumes that the data will be transferred, in its correct order, error free. This design goal relies on the higher layers in the protocol stack to determine whether or not transmission errors occurred and, if so, to initiate a correction via retransmission. Another design goal of frame relay is to provide users with a guaranteed amount of transmission bandwidth referred to as a Committed Information Rate (CIR), while letting users obtain the ability to burst their transmission above the CIR to the maximum rate of the connection without guaranteeing that the excess above the CIR will arrive at its destination. This means that frame relay has the ability to discard frames, and the upper layers of the protocol stack become responsible for retransmission when frames are dropped.
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X.25



Frame relay



Performs packet sequencing Performs error checking Performs ¯ow control



Yes yes yes



no no no, drops frames when congestion occurs



Network access



300 bps±64 kbps



56 kbps±2.048 Mbps, with T3 access being introduced



Switch delay



10±40 ms



2±6 ms



One-way delay



200±500 ms



40±150 ms



This also means that, by providing users with the ability to burst to high transmission rates, the physical access to a frame relay network can be much higher than access to an X.25 network. Since a frame relay network does not have to perform packet sequencing nor error checking, the ¯ow of data through a network is considerably faster than through an X.25 network. Similarly, a frame relay switch will have a lower delay or latency, and the ability to process more packets or frames per unit time. Table 2.2 provides a general comparison between X.25 and frame relay network performance and operation. In examining the entries in Table 2.2, the difference in one-way delay between frame relay and X.25 networks resulted in a new application for frame relay that would be impossible to perform effectively on older X.25 networks. This application is the transmission of voice, which is very susceptible to network delays. Although we will discuss voice over frame relay later in this section, we will defer a detailed examination of how FRADs enable voice to be transported until we discuss the operation of this networking device later in this book.



Utilization Frame relay represents a high speed internetworking technology well suited for connecting geographically separated LANs and mainframes on an any-to-any connectivity basis via the mesh structure of public frame relay providers. Figure 2.16 illustrates an example of how a public or private frame relay network could be used to interconnect three LANs and two mainframe computers. Note that a frame relay compliant router and front end processor requires only one connection to the network to obtain the ability to communicate with multiple destinations. To accomplish this, private virtual circuits (PVCs) must be established for each location that requires access to another location. For example, if the front-end processor connected to the S/390 mainframe requires the ability to communicate with each LAN, then three PVCs must be established.
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Figure 2.16 Frame relay transport application



In addition to reducing the port interface to one, frame relay can considerably reduce the cost of equipment required to interconnect geographically separated locations. This is because both router and front-end processor ports are relatively expensive. Thus, a few PVCs that a communications carrier may bill at $20 per month might eliminate a $3000 port upgrade.



Operation Under frame relay, a 2,3 or 4 byte header is added to layer 2 information as illustrated in Figure 2.17. The data link connection identi®er (DLCI) allows a packet network to route each frame through nodes along a virtual path established for a frame relay connection. The DLCI does not specify a destination address. Instead, it speci®es a connection resulting from the establishment of a virtual circuit. Once the virtual circuit is cleared, the DLCI previously used can be reused on another virtual circuit established between two different subscribers. At each node, the switch supporting frame relay monitors the utilization of its buffers. If a prede®ned threshold is reached which indicates that congestion could occur if the data ¯ow is not adjusted, this situation is indicated to the end-user devices in both directions. In the forward direction, the Forward Explicit Congestion Noti®cation (FECN) bit in the frame header is set. In the reverse direction, the switch sets the Backward Explicit Congestion Noti®cation (BECN) bit in all frames transmitted in the opposite direction. When the devices at each end of the network receive a congestion noti®cation, they are expected to reduce their information transfer rate until the congestion noti®cation is cleared, in essence performing ¯ow control. If the level of congestion should increase to a second threshold due to a slow response to FECN or BECN noti®cations, the frame handler at the packet node discards frames among all users in an equitable manner by the use of the discard eligibility (DE) bit. This bit when set by customerprovided equipment or the network identi®es frames from users that can be
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Figure 2.17



Frame relay construction and frame format



discarded if the network becomes overloaded. Thus, the DE bit enables user equipment to temporarily send more frames than it is allowed to send. The packet network will forward those frames if it has the capacity to do so; however, it will discard those frames ®rst if the network becomes overloaded. The CRC in the frame trailer is used to detect bit errors in the header and information ®elds. Unlike X.25 in which a node will delay transmission and request the originating node to retransmit the previously sent packet, a frame relaying
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network simply discards the errored frame. This places the burden of error recovery upon the end-user devices. The CIR Frame relay network service providers offer subscribers a Committed Information Rate (CIR). The CIR denotes the minimum data transfer rate a subscriber is guaranteed upon the establishment of a permanent virtual circuit routed through their network. It is important to note that the CIR is not an instantaneous measurement of transmission but an average rate over time. For example, consider the use of a T1 line operating at 1.544 Mbps used to provide access to a frame relay service. If the CIR is 256 kbps, this does not mean that the user cannot transmit more than 256 kbps. What it means is that the user will not transmit more than 256 K bits in one second or 512 K bits in two seconds. Although the distinction may appear trivial, it is extremely important and deserves a degree of elaboration as CIRs can be assigned to each PVC and used to provide equitable access to the total bandwidth of a connection to a frame relay network. To illustrate the use of CIRs, assume you are using a frame relay network to support inter-LAN and mainframe-to-mainframe communications. Let's further assume that you connect to a public frame relay network using a 512 kbps fractional T1 line and have the carrier provision each PVC so that the mainframe-tomainframe communication on one PVC has a CIR of 128 kbps and LAN-to-LAN communication on another PVC has a CIR of 384 kbps. This method of provisioning assigns a greater portion of the bandwidth to LAN-to-LAN communications; however, since that type of communication is bursty in nature it could shrink to 128 kbps, 56 kbps, or even 0 bps when a mainframe-to-mainframe communications session is in progress. Thus, enabling another PVC to transmit at a rate above its CIR has a degree of merit, especially when the other PVCs are operating below their CIRs. Therefore, the mainframe-to-mainframe session can burst its transmission above its CIR when the LAN-to-LAN session falls below its CIR; however, excess transmission above the mainframe-to-mainframe CIR is not guaranteed. Calculating the CIR The CIR is computed based upon a measurement interval(Tc ) and Committed Burst size (Bc ). The measurement interval represents the period of time over which information transfer rates are computed and can vary from one frame relay service provider to another. The committed burst size (Bc ) represents the maximum number of bits the network guarantees to deliver during the measurement interval (Tc ). Thus, the CIR can be computed by dividing the committed burst size by the measurement interval, such that: CIR ˆ Bc =Tc Carriers that use a small Tc value minimize the ability of users to burst transmission. In comparison, frame relay providers that use a relatively large value
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for Tc may be more suitable for users as they enable a higher degree of bandwidth aggregation over time by supporting longer bursts. Concerning transmission bursts, a third parameter known as the excess burst size (Be ) is used by frame relay service providers to specify the maximum number of bits above the CIR that the network will attempt to deliver during the measurement interval, but for which delivery is not guaranteed. Figure 2.18 illustrates the relationship between Tc , Bc and Be . Note that Bc ‡ Be represents the maximum amount of information that can be transmitted during the time interval Tc . If a user transmits more than Bc ‡ Be bits during the interval Tc , the network will immediately discard the excess frames. Many frame relay service providers set Be as the difference between Bc and the interface access speed to the network. Thus, this setting then results in the avoidance of frame discards at the entry node to the network, and results in (Bc ‡ Be )/Tc becoming equal to the access speed.



Figure 2.18



Committed Information Rate (CIR) parameters



In examining Figure 2.18, note that the actual information rate can very over measurement interval. As long as there is a suf®cient amount of data to transmit, the actual information rate can never fall below the CIR and can burst above it to a maximum of Bc ‡ Be .



Cost The cost associated with the use of a frame relay service can vary between access providers based upon the structure of their pricing for access port use, the CIR selected, and the number of PVCs. Most providers charge an increasing frame relay access port fee based upon the operating rate of the connection to the service provider. Similarly, the higher the CIR the higher the fee for providing a greater guarantee of available bandwidth. The last major frame relay provider fee is a surcharge for establishing PVCs. Typically the service provider will add a monthly charge for each PVC established through their network.
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In addition to direct frame relay provider charges, you will also incur a local access charge that may be billed by the provider or a local communications carrier. The local access charge is a monthly charge for the circuit that connects your location to the nearest Point of Presence (POP) where the circuit becomes connected to the frame relay provider's network access port. In spite of a considerable number of metrics upon which frame relay charges are based, its use may result in considerable savings in comparison to the cost associated with a private leased line based network. This potential cost saving results from the fact that similar to an X.25 network, a public frame relay network enables network resources to be shared among many users. This in turn provides greater transmission ef®ciencies and allows providers to set rates that can be 20± 50% less than the cost associated with a private leased line network. Of course, if your organization has a substantial communications requirement between two locations and does not require the use of a mesh structure network topology, it is quite possible that a leased line will prove to be more economical. The only way to tell is to determine your transmission requirements and obtain price quotations for different transmission services.



Voice over frame relay Although not originally designed as a digitized voice transport mechanism, advances in voice digitization technology and the incorporation of prioritization techniques into vendor products resulted in many organizations turning to frame relay as a transmission scheme to support their voice, data, and fax requirements. To do so usually requires a separate device capable of presenting a voice or fax digitized data stream to a FRAD since most FRADs are limited to supporting data protocols. This conversion device commonly attaches to a PBX to accept an analog voice or fax or a digitized voice signal and compresses and digitizes the signal, generating a data ¯ow in a protocol the FRAD supports. Concerning voice digitization, PCM produces a 64 kbps digital data stream which is more susceptible to delays through a frame relay network when carried in a large number of timedependent frames than a lower digitization rate carried in a lesser number of frames. Thus, many equipment developers now offer compression methods that can result in a voice conversation being carried by an 8 kbps to 16 kbps data stream. In addition to stand-alone converters that provide an interface to FRADS, some vendors now market multifunctional FRADS that perform analog to digital conversion and compression. Included in many products is a silence detection process which further enhances voice compression and a frame sizing algorithm which limits the length of digitized voice, fax, and data frames delivered to the network. This frame limiting algorithm minimizes end-to-end delay through the frame relay network being used and ensures that voice packets which are time sensitive are not unacceptable delayed behind fax and data packets that can tolerate a relatively lengthy delay. Figure 2.19 illustrates the use of a multifunctional FRAD to fragment and prioritize the ¯ow of voice, data, and fax packets into a frame relay network. After a frame is created based upon a maximum length associated with the data it
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Figure 2.19 Using a multifunctional FRAD to support voice, data, and fax



transports, it is sent into a priority queue (labeled Q in Figure 2.19). Since voice has the least tolerance for delay, frames carrying digitized voice would be placed at the top of the queue while more delay-tolerant fax and data carrying frames would be placed in lower priority areas in the queue. In 1997 the Frame Relay Forum completed an Implementor's Agreement document for Voice Over Frame Relay. This document de®nes agreed digitization, prioritization, fragmentation, and other methods required for vendors to build equipment that will be able to inter-operate with one another, and should contribute to a further growth in the use of frame relay as a voice transport mechanism.



2.5 THE INTERNET The Internet, with a capital `I', is a term used to reference a network of interconnected networks. The evolution of the Internet is based upon research performed by the US Department of Defense Advanced Research Projects Agency (ARPA). During the 1960s ARPA constructed an experimental packet network which formed the basis for the network that is now globally known as the Internet. In this section we will focus our attention upon the Internet. Since the Internet represents an interconnection of LANs and WANs operated by private and public organizations whose common thread is the use of the TCP/IP protocol suite, our primary focus in this section will be upon obtaining an appreciation of the function of protocols and applications supported by that protocol suite. Since the only
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protocol suite allowed to transport traf®c on the Internet is TCP/IP, our examination of the Internet will be performed by focusing our attention upon TCP/IP to include its applications and protocols.



TCP/IP TCP/IP represents a collection of network protocols that provide services at the Network and Transport layers of the ISO's OSI Reference Model. Originally developed from work performed by the US Department of Defense Advanced Research Projects Agency Network (ARPANet), TCP/IP is also commonly referred to as the DOD protocols or the Internet protocol suite.



Protocol development In actuality, a reference to the TCP/IP protocol suite includes applications that use the TCP/IP protocol stack as a transport mechanism. Such applications range in scope from a remote terminal access program known as Telnet to a ®le transfer program appropriately referred to as ftp, as well as the Web browser transport mechanism referred to as the HyperText Transport Protocol. (HTTP). The effort behind the development of the TCP/IP protocol suite has its roots in the establishment of ARPANet. The research performed by ARPANet resulted in the development of three speci®c protocols for the transmission of informationÐ the Transmission Control Protocol (TCP), the Internet Protocol (IP), and the User Datagram Protocol (UDP). Both TCP and UDP represent transport layer protocols. TCP provides end-to-end reliable transmission, while UDP represents a connectionless layer-4 transport protocol. Thus, UDP operates on a best-effort basis and depends upon higher layers of the protocol stack for error detection and correction and other functions associated with end-to-end reliable transmission. TCP includes such functions as ¯ow control, error control, and the exchange of status information, and is based upon a connection being established between source and destination prior to the exchange of information occurring. Thus, TCP provides an orderly and error-free mechanism for the exchange of information. At the network layer, the IP protocol was developed as a mechanism to route messages between networks. To accomplish this task, IP was developed as a connectionless mode network layer protocol and includes the capability to segment or fragment and reassemble messages that must be routed between networks that support different packet sizes than the size supported by the source and/or destination networks.



The TCP/IP structure TCP/ IP represents one of the earliest developed layered communications protocols, grouping functions into de®ned network layers. Figure 2.20 illustrates the relationship of the TCP/IP protocol suite and the services they provide with
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Figure 2.20 TCP/IP protocols and services



respect to the OSI Reference Model. In examining Figure 2.20 note that only seven of literally hundreds of TCP/IP application services are shown. Since TCP/IP preceded the development of the OSI Reference Model, its developers grouped what are now session, presentation, and application layers that correspond to layer 7 of the OSI Reference Model into one higher layer. Thus, TCP/IP applications, when compared to the OSI Reference Model, are normally illustrated as corresponding to the upper three layers of that model. Continuing our examination of Figure 2.20, note that the subdivision of the transport layer indicates which applications are carried via TCP and which are transported by UDP. Thus, FTP, Telnet, HTTP, and SMTP represent applications transported by TCP. Although many people equate Web browsing with TCP/IP, that application is but one of many commonly supported by that protocol suite. In fact, many Web browsers support plug-in modules to provide ®le transfer, remote terminal access, and support for other applications, while other vendors market stand-alone TCP/ IP applications as part of an application suite. Figures 2.21 and 2.22 illustrate the use of the FTP and TN3270 applications from the NetManage Chameleon TCP/IP application suite. Figure 2.21 illustrates FTP access to a Windows NT FTP server with the ®le ACCESS. LOG being prepared for copying from the server to the local computer where it will be stored using the same name. File Transfer Protocol (FTP) is a standard method for transferring ®les over the Internet. Figure 2.22 illustrates the use of the NetManager
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Figure 2.21 Using a client FTP program to download an access log from a Wndows NT FTP server



TN3270 program which is a Telnet derivative developed to provide remote terminal access to IBM mainframes. In this example the TN3270 program was used to enable a PC to obtain a connection as if it was a 3270 terminal device to an IBM Of®ceVision application running on a S/390 mainframe which provides electronic mail, calendars, and even access to the Internet. Returning to our examination of Figure 2.20, note that TCP/IP can be transported at the Data Link Layer by a number of popular LANs, to include Ethernet, Fast Ethernet, Token-Ring, and FDDI frames. Due to the considerable effort expended in the development of LAN adapter cards to support the bus structures used in Apple MacIntosh, IBM PCs and compatible computers, DEC Alphas and SUN Microsystem's workstations, and even IBM mainframes, the development of software based protocol stacks to facilitate the transmission of TCP/IP on LANs provides the capability to interconnect LAN-based computers to one another, whether they are on the same network and require only the transmission of frames on a common cable, or on networks separated thousands of miles from one another. Thus, TCP/IP represents both a local and a wide area network transmission capability. In the remainder of this section I will review IP and TCP packet headers as well as discuss the use of several related network and transport layer protocols and higher level protocols implemented over TCP and its related protocol suite.
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Figure 2.22 Using a TN3270 client program to enable a PC to access an IBM mainframe as if it was a 3270 terminal



Datagrams versus virtual circuits In examining Figure 2.20 you will note that the Internet Protocol (IP) provides a common Layer 3 transport for TCP and UDP. TCP is a connection oriented protocol which requires the acknowledgment of the existence of the connection and for packets transmitted once the connection is established. In comparison, UDP, a mnemonic for User Datagram Protocol, is a connectionless mode service that provides a parallel service to TCP. Here datagram is a term used to identify the basic unit of information that represents a portion of message and which is transported across a TCP/IP network. A datagram can be transported via either an acknowledged connection-oriented service or an unacknowledged connectionless service, where each information element is addressed to its destination and its transmission is at the mercy of network nodes. IP represents an unacknowledged connectionless service. However, although it is an unreliable transmission method you should view the term in the context that delivery is not guaranteed instead of having second thoughts concerning its use. As a non-guaranteed delivery mechanism IP is susceptible to queuing delays and other problems that can result in the loss of data. However, higher layers in the protocol suite, such as TCP, can provide error detection and correction which results in the retransmission of IP datagrams.
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Similar to an X.25 network, on a TCP/IP network datagrams are routed via the best path available to the destination as the datagram is placed onto the network. An alternative to datagram transmission is the use of a virtual circuit, where network nodes establish a ®xed path when a connection is initiated and subsequent data exchanges occur on that path. TCP implements transmission via the use of a virtual circuit, while IP provides a datagram oriented gateway transmission service between networks. The routing of datagrams through a network can occur over different paths, with some datagrams arriving out of sequence from the order in which they were transmitted. In addition, as datagrams ¯ow between networks they encounter physical limitations imposed upon the amount of data that can be transported based upon the transport mechanism used to move data on the network. For example, the Information ®eld in an Ethernet frame is limited to 1500 bytes while a 4 Mbps Token-Ring can transport 4500 bytes in its Information ®eld. Thus, as datagrams ¯ow between networks, they may have to be fragmented into two or more datagrams to be transported through different networks to their ultimate destination. For example, consider the transfer of a 20 000 byte ®le from a ®le server connected to a Token-Ring network to a workstation connected to an Ethernet LAN via a pair of routers providing a connection between the two local area networks. The 4 Mbps Token-Ring network supports a maximum Information ®eld of 4500 bytes in each frame transmitted on that network, while the maximum size of the Information ®eld in an Ethernet frame is 1500 bytes. In addition, depending upon the protocol used on the wide area network connection between routers, the WAN protocol's Information ®eld could be limited to 512 or 1024 bytes. Thus, the IP protocol must break up the ®le transfer into a series of datagrams whose size is acceptable for transmission between networks. As an alternative, IP can transmit data using a small maximum datagram size, commonly 576 bytes, to prevent fragmentation. If fragmentation is necessary, the source host can transmit using the maximum datagram size available on its network. When the datagram arrives at the router, IP operating on that communications device will then fragment each datagram into a series of smaller datagrams. Upon receipt at the destination, each datagram must then be put back into its correct sequence so that the ®le can be correctly reformed, a responsibility of IP residing on the destination host. Figure 2.23 illustrates the routing of two datagrams from workstation 1 on a Token-Ring network to server 2 connected to an Ethernet LAN. As the routing of datagrams is a connectionless service, no call setup is required, which enhances transmission ef®ciency. In comparison, when TCP is used, it provides a connection-oriented service regardless of the lower layer delivery system (e.g. IP). TCP requires the establishment of a virtual circuit in which a temporary path is developed between source and destination. This path is ®xed and the ¯ow of datagrams is restricted to the established path. When the User Datagram Protocol (UDP), a different layer 4 protocol in the TCP/IP protocol suite, is used in place of TCP, the ¯ow of data at the Transport layer continues to be connectionless and results in the transport of datagrams over available paths rather than a ®xed path resulting from the establishment of a virtual circuit. The actual division of a message into datagrams is the responsibility of the layer 4 protocol, either TCP or UDP, while fragmentation is the responsibility of IP. In
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Figure 2.23



Routing of datagrams can occur over different paths



Figure 2.24



Forming a LAN frame



addition, when the TCP protocol is used, that protocol is responsible for reassembling datagrams at their destination as well as for requesting the retransmission of lost datagrams. In comparison, IP is responsible for routing of individual datagrams from source to destination. When UDP is used as the layer 4 protocol, there is no provision for the retransmission of lost or garbled datgrams. As previously noted by our discussion of IP, this is not necessarily a bad situation as applications that use UDP then become responsible for managing communications. Figure 2.24 illustrates the relationship of an IP datagram, UDP datagram, and TCP segment to a LAN frame. The headers shown in Figure 2.24 represent a group of bytes added to the beginning of a datagram to allow a degree of control



208 __________________________________________________________ WIDE AREA NETWORKS



over the datagram. For example, the TCP header will contain information that allows this layer 4 protocol to track the sequence of the delivery of datagrams so they can be placed into their correct order if they arrive out of sequence. To obtain an appreciation for the schematic illustrated in Figure 2.24, let's assume a computer on one LAN issues a request to download a ®le that resides on a different network separated from the ®rst by a few hundred miles. The TCP/IP protocol stack operating on the distant computer divides the ®le into datagrams. Since the application is a ®le transfer, TCP is the layer 4 protocol used. The actual routing of datagrams is the responsibility of IP and the IP header will contain source and destination addresses used by devices referred to as routers to route each datagram from one LAN to another via a wide area network transmission facility. Since the distant computer resides on a LAN, each datagram is encapsulated in a LAN frame for transport to a router which then transmits the contents of the layer 2 frame based upon the IP source address contained in the frame. Prior to focusing our attention upon TCP and IP, let's brie¯y discuss the role of ICMP and ARP, two additional network layer protocols in the TCP/IP suite.



ICMP and ARP The Internet Control Message Protocol (ICMP) provides a mechanism for communicating control message and error reports. Both gateways and hosts use ICMP to transmit problem reports about datagrams back to the datagram originator. In addition, ICMP includes an echo request/reply that can be used to determine if a destination is reachable and, if so, is responding. The Address Resolution Protocol (ARP) maps the high level IP address con®gured via software to a low level physical hardware address, typically the network interface card's (NIC) ROM address. The high level IP address is currently 32 bits in length and commonly represented by four decimal numbers, ranging from 0 to 255 per number, separated from one another by decimals. Thus, another term used to reference an IP address is dotted decimal address. The physical hardware address represents the MAC address. Thus, ARP provides an IP to MAC address resolution which enables an IP packet to be transported in a LAN frame to its appropriate MAC address. Later in this section we will examine IP addresses in detail.



The TCP header The Transmission Control Protocol (TCP) represents a layer 4 connectionoriented reliable protocol. TCP provides a virtual circuit connection mode service for applications that require connection setup and error detection and automatic retransmission. In addition, TCP is structured to support multiple application programs on one host to communicate concurrently with processes on other hosts, as well as for a host to de-multiplex and service incoming traf®c among different applications or processes running on the host.
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Figure 2.25 TCP protocol header



Each unit of data carried by TCP is referred to as a segment. Segments are created by TCP subdividing the stream of data passed down by application layer protocols that use its services, with each segment identi®ed by the use of a sequence number. This segment identi®cation process enables a receiver, if required, to reassemble data segments into their correct order. Figure 2.25 illustrates the format of the TCP protocol header. To obtain an appreciation for the functionality and capability of TCP, let's examine the ®elds in its header.



Source and destination port ®elds The source and destination ports are each 16 bits in length and identify a process or service at the host receiver. The source port ®eld entry is optional and when not used is padded with zeros. Both source and destination port values up to 256 are commonly referred to as `well-known ports' as they typically identify an application layer protocol or process. Table 2.3 lists the well-known port numbers associated with eight popular TCP/IP application layer protocols. Note that some protocols, such as FTP, use two port addresses or logical connections. In the case of FTP, one address (21) is used for the transmission of commands and responses and functions as a control path. In comparison, the second port address (20) is used for the actual ®le transfer.
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Acronyn



Description



Domain Name Protocol File Transfer Protocol



DOMAIN FTP



Finger Protocol



FINGER



HyperText Transmission Protocol



HTTP



Post Of®ce Protocol



POP



Simple Mail Transfer Protocol



SNMP



TELENET Protocol



Telnet



De®nes the DNS Supports ®le transfers between hosts Provides information about a speci®ed user Transmits information between a Web browser and a Web server Enables host users to access mail from a mail server Provides for the exchange of network management information Provides remote terminal access to a host



Well-known port 53 20, 21 79 80



110 161, 162 23



Sequence ®eld The sequence number is used to identify the data segment transported. The acknowledgement number interpretation depends upon the setting of the ACK control ¯ag which is not directly shown in Figure 2.25. If the ACK control ¯ag bit position is set, the acknowledgement ®eld will contain the next sequence number the sender expects to receive. Otherwise the ®eld is ignored.



Control ®eld ¯ags There are six control ®eld ¯ags that are used to establish, maintain and terminate connections. Those ¯ags include URG (urgent), SYN, ACK, RST (reset), PSH (push), and FIN (®nish). Setting URG = 1 indicates to the receiver that urgent data is arriving. The SYN ¯ag is set to 1 as a connection request and thus serves to establish a connection. As previously discussed, the ACK ¯ag when set indicates that the acknowledgement ¯ag is relevant. The RST ¯ag set means the connection should be reset, while the PSH ¯ag tells the receiver to immediately deliver the data in the segment. Finally, the setting of the FIN ¯ag indicates that the sender is done and the connection should be terminated.
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Window ®eld The window ®eld is used to convey the number of bytes the sender can accept and functions as a ¯ow control mechanism. This 16-bit ®eld indicates the number of octets, beginning with the one in the acknowledgement ®eld that the originator of the segment can control. Since TCP is a full-duplex protocol, each host can use the window ®eld to control the quantity of data that can be sent to the computer. This enables the recipient, in effect, to control its destiny. For example, if a receiving host becomes overloaded with processing or for some other reason the device is unable to receive large chunks of data, it can use the window ®eld as a ¯ow control mechanism to reduce the size of data chunks sent to it. At the end of our review of TCP header ®elds we will examine a TCP transmission sequence to note the interrelated role of the sequence, acknowledgement and window ®elds.



Checksum ®eld The checksum provides error detection for the TCP header and data carried in the segment. Thus, this ®eld provides the mechanism for the detection of errors in each segment.



Urgent pointer ®eld The urgent pointer ®eld is used in conjunction with the URG ¯ag as a mechanism to identify the position of urgent data within a TCP segment. When the URG ¯ag is set the value in the urgent pointer ®eld represents the last byte of urgent data. When an application uses TCP, TCP breaks the stream of data provided by the application into segments and adds an appropriate TCP header. Next, an IP header is pre®xed to the TCP header to transport the segment via the network layer. As data arrives at its destination network it is converted into a data link layer transport mechanism. For example, on Token-Ring network TCP data would be transported within Token-Ring frames.



TCP transmission sequence example To illustrate the interrelationship between the sequence, acknowledgement and window ®elds, let's examine the transmission of a sequence of TCP segments between two hosts. Figure 2.26 illustrates through the use of a time chart the transmission of a sequence of TCP segments. At the top of Figure 2.26 it was assumed that a window size of 16 segments is in use. Although TCP supports full-duplex transmission, for simplicity of illustration we will use a half-duplex model in the time chart. Assuming the host computer with the address ftp.fbi.gov (Internet addressing will be described later in this section) is transmitting a program or performing a similar lengthy ®le transfer operation, the ®rst series of segments will have sequence



212 __________________________________________________________ WIDE AREA NETWORKS



Figure 2.26



A TCP transmission sequence



numbers 64 through 79, assuming sequence number 63 was just acknowledged. The ACK value of 28 acknowledges that segments through number 27 were received by the host whose address is ftp.opm.gov and that host computer next expects to receive segment 28. Assuming segments 64 through 79 arrive error-free, the host with the address ftp. opm.gov returns an ACK value of 80 to indicate the next segment it expects to receive. At this point in time let's assume the host with the address ftp.opm.gov is running out of buffer space and halves the window size to 8. Thus, the host with the address ftp.opm.gov sets the window ®eld value in the TCP header it transmits to 8. Upon receipt of the TCP segment the host with the address ftp.fbi.gov reduces the number of segments it will transmit to eight and uses an initial SEQ value of 80, increasing that value by 1 each time it transmits a new segment until eight new
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segments are transmitted. Assuming all eight segments were received error-free, the host with the address ftp.opm.gov returns an ACK value of 88 which acknowledges the receipt of segments with sequence ®eld numbers through 87. Next, host ftp.fbi.gov transmits to host ftp.opm.gov another sequence of eight segments using sequence ®eld values of 88 to 95. However, let's assume a transmission impairment occurs that results in the segments being incorrectly received or perhaps not even received at all at their intended destination. If host ftp.opm.gov does not receive anything it does not transmit anything back to host ftp. fbi.gov. Instead of waiting forever for a response, the TCP/IP protocol stack includes an internal timer which clicks down to zero while host ftp.fbi.gov waits for a response. When that vlaue is reached, the timer expires and the transmitting station retransmits its sequence of eight segments. On the second time around the sequence of eight segments are shown acknowledged at the bottom of Figure 2.26. If the impairment continued the transmitting station would attempt a prede®ned number of retransmissions after which it would terminate the session if no response was received. The altering of window ®eld values provides a `sliding window' that can be used to control the ¯ow of information. That is, by adjusting the value of the window ®eld a receiving host can inform a transmitting station whether or not an adjustment in the number of segments transmitted is required. In doing so there are two special window ®eld values that can be used to further control the ¯ow of information. A window ®eld value of 0 means a host shut down communications, while a value of 1 requires an acknowledgment for each unit of data transmitted, limiting transmission to a segment by segment basis.



The UDP header The User Datagram Protocol (UDP) is the second layer 4 transport service supported by the TCP/IP protocol suite. UDP is a connectionless service which means that the higher layer application is responsible for the reliable delivery of the transported message. Figure 2.27 illustrates the composition of the UDP header.



Figure 2.27 The UDP header



214 __________________________________________________________ WIDE AREA NETWORKS



Source and destination port ®elds The source and destination port ®elds are each 16 bits in length and as previously described for TCP identify the port number of the sending and receiving process, respectively. Here each port number process identi®es as application running at the corresponding IP address in the IP header pre®xed for the UDP header. The use of a port number provides a mechanism for identifying network services as they denote communications points where particular services can be accessed. For example, a value of 161 in a port ®eld is used in UDP to identify SNMP.



Length ®eld The length ®eld indicates the length of the UDP packets in octets to include the header and user data. The checksum, which is a one's complement arithmetic sum, is computed over a pseudo-header and the entire UDP packet. The pseudo-header is created by the conceptual pre®x of 12 octets to the header previously illustrated in Figure 2.27. The ®rst 8 octets are used by source and destination IP addresses obtained from the IP packet. This is followed by a zero-®lled octet and an octet which identi®es the protocol. The last two octets in the pseudo-header denote the length of the UDP packet. By computing the UDP checksum over the pseudoheader and user data a degree of additional data integrity is obtained.



The IP header As previously mentioned, IP provides a datagram-oriented gateway service for transmission between subnetworks. This provides a mechanism for hosts to access other hosts on a best-effort basis but does not enhance reliability as it relies on upper layer protocols for error detection and correction. As a Layer 3 protocol IP is responsible for the routing and delivery of datagrams. To accomplish this task IP performs number of communications functions to include addressing, status information, management and the fragmentation and reassembly of datagrams when necessary. Figure 2.28 illustrates the IP header format while Table 2.4 provides a brief description of the ®elds in the IP header.



Version ®eld The four-bit version ®eld identi®es the version of the IP protocol used to create the datagram. The current version of the IP protocol is 4 and is encoded as 0100 in binary. The next generation IP protocol is version 6, which is encoded as 0110 in binary. In our discussion of IP we will primarily focus on IPv4 in this section; however, we will also examine the key features of IPv6 which represent the next generation of Internet addressing.
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Figure 2.28 IP header format



Header length and total length ®elds The header length ®eld follows the version ®eld and is also four bits in length. This ®eld indicates the length of the header in 32-bit words. In comparison, the total length ®eld indicates the total length of the datagram to include its header and higher layer information. The use of 16 bits for the total length ®eld enables an IP datagram to be up to 216 1 or 65 535 octets in length.



Type of service ®eld The type of service ®eld identi®es how the datagram is handled. Three of the eight bits in this ®eld are used to denote the precedence or level of importance assigned by the originator. Thus, this ®eld provides a priority mechanism for routing IP datagrams.
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Description



Version



The version of the IP protocol used to create the datagram Header length in 32-bit words Speci®es how the datagram should be handled: 0 1 2 3 4 5 6 7



Header length Type of service



Precedence used



Total length Identi®cation Flags



Fragment offset Time to live Protocol Header checksum Source IP address Destination IP address IP options



D



T



R Un-



Precedence indicates importance of the datagram D when set requests low delay T when set requests high throughput R when set requests high reliability Speci®es the total length to include header and data Used with source address to identify fragments belonging to speci®c datagrams Middle bit when set disables possible fragmentation Low-order bit speci®es whether the fragment contains data from the middle of the original datagram or the end Speci®es the offset in the original datagram of data being carried in a fragment Speci®es the time in seconds a datagram is allowed to remain in the Internet Speci®es the higher level protocol used to create the message carried in the data ®eld Protects the integrity of the header The 32-bit IP address of the datagram's sender The 32-bit IP address of the datagram's intended recipient Primarily used for network testing or debugging: 0 1 2 3 4 5 6 7 Copy Option class



Option number



Copy bit set tells gateways that the option should be copied into all fragments; when set to 0 the option is copied into the ®rst fragment The meaning of the class ®eld is as follows: 0 Datagram or network control 1 Reserved for future use 2 Debugging 3 Reserved for future use The option number de®nes a speci®c option within a class
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Identi®cation and fragment offset ®elds The identi®cation ®eld enables each datagram or fragmented datagram to be identi®ed. If a datagram was previously fragmented, the fragment offset ®eld speci®es the offset in the original datagram of the data being carried. In effect, this ®eld indicates where the fragment belongs in the complete message. The actual value in this ®eld is an integer which corresponds to a unit of 8 octets, providing an offset in 64-bit units.



Time to live ®eld The time to live (TTL) ®eld speci®es the maximum time that a datagram can live. Since an exact time is dif®cult to measure, almost all routers decrement this ®eld by 1 as datagram ¯ows between networks, with the datagram being descarded when the ®eld value reaches zero. Thus, this ®eld more accurately represents a hop count ®eld. You can consider this ®eld to represent a fail-safe mechanism as it prevents misaddressed datagrams from continuously ¯owing on the Internet.



Flags ®eld The ¯ags ®eld contains two bits that indicate how fragmentation occurs while a third bit is currently unassigned. The setting of one bit can be viewed as a direct fragment control mechanism, as a value of 0 indicates the datagram can be fragmented, while a value of 1 denotes don't fragment. The second bit is set to 0 to indicate that a fragment in a datagram is the last fragment and set to value of 1 to indicate more fragments follow the current protocol.



Protocol ®eld The protocol ®eld speci®es the higher level protocol used to create the message carried in the datagram. For example, a value of decimal 6 would indicate TCP, while a value of decimal 17 would indicate UDP.



Source and destination address ®elds The source and destination address ®elds are both 32 bits in length. Each address represents both a network and host computer on the network. Routing of datagrams on the Internet as well as between networks that use a TCP/IP protocol stack is presently based upon the use of 32-bit IP addresses. If you previously used ftp, Telnet, a Web browser, or another TCP/IP application you probably used near-English mnemonics, such as ftp.fbi.gov. This type of addressing is referred to as a domain name and is translated by the Internet domain name service (DNS) into an appropriate IP address. Although DNS
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names are much easier to remember and use, routing is based upon IP addressing with the DNS providing the mechanism required to translate DNS names into IP addresses. Since IP addresses form the basis for network addressing as well as the use of DNS, we will ®rst focus our attention upon that topic prior to examining the role of the DNS.



IP addressing The IP addressing scheme uses a 32-bit address which is divided into an assigned network number and host number. The latter can be further segmented into a subnet number and host number. Through subnetting you can construct multiple networks while localizing the traf®c of hosts to speci®c subnets, a technique I will shortly illustrate. IP addressing numbers are assigned by the InterNIC network information center and fall into one of ®ve unique network classes, known as Class A through Class E. Figure 2.29 illustrates the IP address formats for Class A, B and C networks. Class D addresses are reserved for multicast groups, while Class E addresses are reserved for further use. In examining Figure 2.29, note that the ®rst bit in the IP address distinguishes a Class A address from Class B and C addresses. Thereafter, examining the composition of the second bit position enables a Class B address to be distinguished from a Class C address. An IP 32-bit address is expressed as four decimal numbers, with each number ranging in value from 0 to 255 and separated from another number by a dot (decimal point). This explains why an IP address is commonly referred to as a dotted decimal address.



Figure 2.29 IP address formats
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Class A In examining Figure 2.29, note that a Class A address has three bytes available for identifying hosts on one network or on subnets which provides support for more hosts than other address classes. Thus, Class A addresses are only assigned to large organizations or countries. Since the ®rst bit in a Class A address must be zero, the ®rst byte ranges in value from 1 to 127 instead of to 255. Through the use of 7 bits for the network portion and 24 bits for the host portion of the address, 128 networks can be de®ned with approximately 16.78 million hosts capable of being addressed on each Class A network.



Class B A Class B address uses two bytes for the network identi®er and two for the host or subnet identi®er. This permits up to 65 536 (216 ) hosts and/or subnets to be assigned; however, since the ®rst two bits of the network portion of the address are used to identify a Class B address, the network portion is reduced to a width of 14 bits. Thus, up to 16 384 (214 ) class B networks can be assigned. Due to the manner by which Class B network addresses are subdivided into network and host portions, such addresses are normally assigned to relatively large organization with tens of thousands of employees.



Class C In a Class C address three octets are used to identify the network, leaving one octet to identify hosts and/or subnets. The use of 21 bits for a network address enables approximately 2 million distinct networks to be supported by the Class C address class. Since one octet permits only 256 hosts or subnets to be identi®ed, many small organizations with a requirement to provide more than 256 hosts with access to the Internet must obtain multiple Class C addresses.



Host restrictions In actuality the host portion of an IP address has two restrictions which reduces the number of hosts that can be assigned to a network. First, the host portion cannot be set to all zero bits as an all-zeros host number is used to identify a base network or subnetwork number. Secondly, an all-ones host number represents the broadcast address for a network or subnetwork. Thus, the maximum number of hosts on a network must be reduced by two. For a Class C network a maximum of 254 hosts can then be con®gured for operation.



Subnetting Through the use of subnetting you can use a single IP address as a mechanism for connecting multiple physical networks. To accomplish subnetting you logically divide the host portion of an IP address into a network address and a host address.
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Figure 2.30 Class B subnetting



Figure 2.31 A Class B network address location with two physical networks using subnet addressing. IP datagrams with the destination address X.Y.Z.Z, where Z can be any decimal value, represent a Class B network address that can consist of 256 subnets, with 256 hosts on each subnet



Figure 2.30 illustrates an example of the IP subnet addressing format for a Class B address. In this example all traf®c routed to the address XY, where X and Y represent the value of the ®rst two Class B address octets, ¯ows to a common location connected to the Internet, typically a router. The router in turn connects two or more Class B subnets, each with a distinct address formed by the third decimal digit which represents the subnet identi®er. Figure 2.31 illustrates a Class B network address location with two physical networks using subnet addressing.



Subnet masks The implementation of a subnet addressing scheme is accomplished by the partitioning of the host identi®er portion of an IP address. To accomplish this a 32-
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bit subnet mask must be created for each network, with bits set to `1' in the subnet mask to indicate the network portion of the IP address, while bits are set to `0' to indicate the host identi®er portion. Thus, the Class B subnet address format illustrated in the lower portion of Figure 2.30 would require the following 32-bit subnet mask: 11111111



11111111



00000000 00000000



The prior mask would then be entered as 255.255.0.0 in dotted decimal representation into a router con®guration screen as well as in software con®guration screens on TCP/IP program stacks operating on each subnet. Concerning the latter, you must then con®gure each station to indicate its subnet and host identi®er so that each station obtains a full four-digit dotted decimal address. Although the above example used octet boundaries for creating the subnet mask, this is not an addressing requirement. For example, you could assign the following mask to a network: 11111111



11111111



00001110 00001100



The only submask restriction is to assign 1's to at least all the network identi®er positions, resulting in the ability to extend masking into the host identi®er ®eld if you desire to arrange the speci®c assignment of addresses to computers. However, doing so can make it more dif®cult to verify the correct assignment of addresses in routers and workstations. For this reason it is highly recommended that you should implement subnet masking on integral octet boundaries.



Domain Name Service Addressing on a TCP/IP network occurs through the use of four decimal numbers ranging from 0 to 255, which are separated from one another by a dot. This dotted decimal notation represents a 32-bit address which consists of an assigned network number and a host number as previously described during our examination of IP addressing. Since numeric addresses are dif®cult to work with, TCP/IP also supports a naming convention based upon English words or mnemonics that are easier both to work with and to remember. The translation of English words or mnemonics to 32-bit IP addresses is performed by a Domain Name Server. Each network normally has at least one Domain Name Server, and communications established between such servers on TCP/IP networks connected to the Internet are referred to as a Domain Name Service (DNS). The Domain Name Service is the naming protocol used in the TCP/IP protocol suite which enables IP routing to occur indirectly through the use of names instead of IP addresses. To accomplish this, DNS provides a domain name to IP address translation service. A domain is a subdivision of a wide area network. When applied to the Internet (the collection of networks interconnected to one another), there are six top-level and seven pending domain names which were speci®ed by the Internet Network
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Internet top-level domain names



Domain name



Assignment



Existing .COM .EDU .GOV .MIL .NET .ORG



Commercial organization Educational organization Government agency Department of Defense Networking organization Not-for-pro®t organization



Pending .®rm .store .web .arts .rec .info .nom



Business/commercial ®rms Goods for purchase World Wide Web related activities Culture/entertainment organizations Recreation/entertainment organizations Information/services Individual/personal nomenclature



Information Center (InterNIC) at the time this book was prepared. These top level domains are listed in Table 2.5. Under each top level domain the InterNIC will register subdomains which are assigned an IP network address. An organization receiving an IP network address can further subdivide their domain into two or more subdomains. In addition, instead of using dotted decimal notation to describe the location of each host, they can assign names to hosts as long as they follow certain rules and install a name server which provides IP address translation between named hosts and their IP addresses. To illustrate the operation of a name server consider the network domain illustrated in Figure 2.32. In this example we will assume that a well-known government agency has a local area network with several computers that will be connected to the Internet. Each host address will contain the speci®c name of the host plus the names of all of the subdomains and domains to which it belongs. Thus, the computer `WARRANTS' would have the of®cial address: warrants:telnet:fbi:gov Similarly, the computer `COPS' would have the address cops:ftp:fbi:gov In examining the domain naming structure illustrated in Figure 2.32 note that computers were placed in subdomains using common Internet application names, such as telnet and ftp. This is a common technique organizations use to make it easier for network users both within and outside the organization to remember mnemonics that represent speci®c hosts on their network.
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Figure 2.32



A domain-naming hierarchy



Since modern operating systems can support multiple applications, another common method of structuring domain names is based upon the use of the following format: application:organization:top



level domain



Here applications can range from ftp and telnet servers to gopher and World Wide Web (WWW) servers. The organization can represent any registered entity, from Apple to IBM to Microsoft, while the top-level domain would be one of the domain names previously listed in the left-hand column of Table 2.5. Although domain names provide a mechanism for identifying objects connected to wide area networks, hosts in a domain require network addresses to transfer information. Thus another host functioning as a name server is required to provide a name to address translation service.



Name server The name server plays an important role in TCP/IP networks. In addition to providing a name-to-IP address translation service it must recognize that an address is outside its administrative zone of authority. For example, assume a host located on the domain illustrated in Figure 2.32 will use the address fred.microwear.com to transmit a message. The name server must recognize that that address does not reside in its domain and must forward the address to another name server for translation into an appropriate IP address. Since most domains are connected to the Internet via an Internet service provider, the name server on the domain illustrated in Figure 2.32 would have a pointer to the name server of the Internet Service Provider and forward the query to that name server. The Internet Service Provider's name server will either have an entry in its table in cache memory or forward the query to another higher level name server. Eventually a
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name server will be reached that has administrative authority over the domain containing the host name to resorve and will return an IP address through a reversed hierarchy to provide the originating name server with a response to its query. Most name servers cache the results of previous name queries which can considerably reduce off-domain or Internet DNS queries. In the event that a response is not received, possibly due to an incorrect name of the entry of a name no longer used, the local name server will generate a `failure to resolve' message after a period of time that will be displayed on the requesting host's display.



TCP/IP con®guration The con®guration of a station on a TCP/IP network normally requires the speci®cation of four IP addresses as well as the station's host and domain names. To illustrate the con®guration of a TCP/IP station, Figures 2.33 through 2.35 show the screen settings on a Microsoft Windows NT workstation used to con®gure the station as a participant on a TCP/IP network. Figure 2.33 illustrates the Windows NT 4.0 Network Protocols tab with TCP/ IP Protocol selected. Note that in the Network Protocols box the entry NWLink IPX/SPX Compatible Transport is shown. Windows NT has the ability to operate multiple protocol stacks to include NWLink which is Microsoft's implementation of the Novell IPX and SPX protocols. This capability enables you to use a Windows NT computer to access a Novell network.



Figure 2.33 Using the Windows NT 4.0 Network protocols tab to select the use of the TCP/IP protocol
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Figure 2.34 The Windows NT TCP/IP Properties display with entries for the IP address of the network interface, subnet mask, and default gateway



Clicking on the button labeled OK in Figure 2.33 results in the display of another box, labeled Microsoft TCP/IP Properties. Figure 2.34 illustrates the TCP/IP Properties dialog box with three address entries shown. These indicate the IP address of the interface assigned to the selected adapter card, the subnet mask and the IP address of the default gateway. Note that a computer can have multiple adapter cards, thus IP addresses are actually assigned to network interfaces. Also note that the term gateway dates from the time when such devices routed packets to other networks if their address was not on the local network. Thus, a more modern term for gateway is router . After con®guring the entries shown in Figure 2.34, you will require a few more entries. These include the address of the name server used to translate nearEnglish mnemonics into IP addresses as well as the name of your computer and domain. To con®gure the address of the name server you would ®rst click on the tab labeled DNS in Figure 2.34. This action will result in the display of the DNS dialog box which is shown in Figure 2.35. The Windows NT DNS dialog box enables you to specify your host computer name and your domain name. These entries are optional; however, if you do not include them and your local DNS uses this con®guration information, other TCP/ IP users on either your network or a distant network will not be able to access your computer by entering your computer's near-English address name which in Figure 2.35 would be ftp.xyz.gov. Instead, users would have to know your numeric IP address. The DNS entry area in Figure 2.35 allows you to specify up to four name servers in the order they should be searched. Many organizations operate two name servers, so the ability to enter four should suf®ce for most organizations.



226 __________________________________________________________ WIDE AREA NETWORKS



Figure 2.35 Using the Windows NT DNS Con®guration dialox box to specify the station's name and domain name as well as two name server addresses



IPv6 In concluding this section on the Internet we will turn our attention to IPv6, the so-called next generation Internet protocol. Although the actual implementation of IPv6 is still a few years away, compliant equipment began to reach the marketplace during 1997 and Internet Service Providers can be expected to support this technology in the near future. Due to this, it is important to obtain an appreciation for the major characteristics of IPv6 and the migration issues involved in its use.



Evolution The tremendous growth in the number of Internet users resulted in the recognition that the 32-bit address space of IPv4 had a limited life and required replacement. Although this recognition occurred during the late 1980s, it wasn't until the early 1990s that action began to take place. At a meeting of the Internet Society in Kobe, Japan, in June 1992 there were three proposals for a new IP. By December 1992 the number of IP replacement proposals reached seven and the Internet Engineering Steering Group (IESG) organized a directorate appropriately named IPng to review the new IP proposals and publish its recommendation. That recommendation was published in July 1994 at the Toronto IETF meeting and is documented in RFC 1752, The Recommendation for the IP Next Generation Protocol, published in January 1995. This new IP is version 6 of the Internet Protocol as the number 5
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could not be used due to its prior allocation to an experimental protocol developed real-time data in parallel with IP. Thus, IPng is now known as IPv6 instead of IPv5.



Overview IPv6 directly attacks the pending IP addressing problem by the use of a 128-bit address which replaces the 32-bit addresses of IPv4. This results in an increase of address space by a factor of 296 . In addition to expanding the number of distinct IP addresses, the members of the IPng directorate simpli®ed the IP header while providing a mechanism to improve the support of a variety of options to include those that may only be recognized as necessary to be developed many years from now, added the ability to label packets belonging to a particular type of traf®c for which the originator requests special handling, and added a header extension capability which facilitates the support of encryption and authentication as well as a routing header whose use can be expected to enhance network performance. Concerning network performance, one of the expected bene®ts of IPv6 over IPv4 is in the area of router performance. In IPv4 source routes are encoded in an optional header ®eld whose contents must be checked by all routers, even if they do not represent a speci®c relay point in the source route. In comparison, under IPv6 routers are only required to examine the contents of the routing header if they recognize one of their own addresses in the destination ®eld of the IPv6 main header. This method of operation required to support IPv6 should cut down on router CPU cycles, enabling a higher packet per second (PPS) processing rate to be obtained under normal operating conditions. The best way to become familiar with IPv6 is by examining its header format. An appreciation of the simplicity of the IPv6 header and its ability to support a variety of options can be obtained by comparing that header to its predecessor, IPv4. Figure 2.36 illustrates the basic IPv6 header which consists of eight ®elds. This should be compared with the IPv4 header shown in Figure 2.28 from which it can be seen that six IPv4 ®elds have been eliminated. Perhaps less obviously, three ®elds have been renamed and two new ®elds incorporated into the IPv6 header.



Figure 2.36 The IPv6 header. The only ®eld that retains both its meaning and its position in IPv6 and IPv4 is the ®rst, the version number (Ver)
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The only ®eld in the IPv6 header to retain both its meaning and its position is the version number (Ver). This 4-bit ®eld is set to a value of 4 (0100 in binary) to identify an IPv4 packet and 6 (0110) to identify an IPv6 packet. Although the IPv6 header does not contain any optional elements, it allows separate extension headers to be placed between the IP header and the transport layer header. For example, authentication and security encapsulation are performed using extension headers and identi®ed by the 8-bit Next Header ®eld which identi®es the type of header immediately following the IPv6 header. Since each extension header other than the TCP header carries the header type of the following header, it becomes possible to create a `daisy chain' of headers. Currently, there are six extension headers de®ned in the IPv6 speci®cation. These headers are listed in Table 2.6 in their recommended processing order when used in a daisy chain. Table 2.6 IPv6 extension headers Extension header



Description



Hop-by-hop options



Passes information, such as for management or debugging, to routers



Destination options



Carries information concerning one or more options to be performed by a receiver and action to be taken if the receiver does not recognize the option



Routing



Indicates a list of intermediate addresses through which a packet is relayed



Fragment



Contains information that enables a receiver to reassemble fragments



Authentication



Permits authentication of source addresses and enables a receiver to note that the contents of a packet were not altered during transmission



Encrypted security payload



Provides data con®dentiality



Figure 2.37 illustrates three examples of the daisy chaining of IPv6 headers. The ®rst example shows the use of an IPv6 header without an extension header. In this example, the Next Header ®eld in the IPv6 header would indicate that the TCP header directly follows. In the second example, the IPv6 Next Header ®eld indicates that the Routing extension header follows. The Next Header ®eld in the Routing header then indicates that the TCP header follows the Routing header. In the third example, the Next header ®eld in the Routing header indicates that the Authentication header follows. Then, the Next Header ®eld in the Authentication header indicates that the TCP header follows. Since the use of the Next Header ®eld under IPv6 provides a mechanism to denote whether or not extension headers follow the main header, there is no need for the Header Length ®eld (IHL) which was used in IPv4. Similarly, the ability to use extension headers eliminated the necessity to retain the IPv4 variable length options ®eld.
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Figure 2.37 Creating a Daisy chain of headers. Through the chaining of headers speci®c information is easily added to packets to satisfy particular transmission requirements



Returning to a comparison of IPv6 and IPv4 headers, the Total Length ®eld of IPv4 was replaced by the Payload Length ®eld of IPv6. The two are similar but not equal, since the payload length represents the length of the data carried after the header while the Total Length ®eld includes the length of the header. Although the IPv4 Time to Live ®eld was expressed as a number of seconds, in actuality its value is decreased by 1 as a packet ¯ows through a router due to the dif®culty associated with determining waiting times as a packet ¯ows through a network. Recognizing the reality of using router hops as a method for decrementation, the Time to Live ®eld was replaced by a Hop Limit ®eld in IPv6. Two new ®elds in the IPv6 header that were not included in IPv4 are Priority (Prio) and Flow Label. The 4-bit Priority ®eld permits the originator to identify the priority of its packets. The 16 possible values of this ®eld are divided into two ranges. Values 0 through 7 are used to denote the priority of traf®c for which the originator is providing congestion control, while values 8 through 15 denote the priority of traf®c that cannot back off in response to congestion. The latter represents real-time packets containing video, audio and similar data that is transmitted at a constant rate. The 24-bit Flow Label ®eld enables the identi®cation of packets that require special handling and are routed from the same source to the same destination. This special handling can be conveyed by a control protocol, or by data within the ¯ow's packets, such as the hop-by-hop header extension option. Through the use of the Priority and Flow Label headers, hosts can identify packets that require special handling by routers as well as the general method by which the packets should be processed with respect to other packets.



Addressing There are three types of 128-bit IPv6 addressesÐunicast, multicast, and anycast. A unicast address identi®es a single interface. A multicast address identi®es a
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group of interfaces. Thus, a packet transmitted to a unicast address is sent to a speci®c location while a packet sent to a multicast address are delivered to each member of the multicast group. The third type of IPv6 address, anycast, identi®es a set of interfaces similar to multicast address; however, instead of being delivered to all members of the group, packets sent to an anycast address are delivered to only one interfaceÐthe nearest member of the anycast group. Through the use of an anycast address a host does not have to know the speci®c address of a router since a group of routers could be assigned membership in an anycast group. Then, the host can be con®gured to use an anycast group address as its gateway address. This address would not require modi®cation if at a later date the network was restructured to include rearranging the location of routers. This is because packets would continue to be sent to the nearest member of the anycast group. Based upon the use of anycast addresses, some of the recon®guration problems associated with network restructuring now commonly experienced under IPv4 may be minimized under IPv6. The format pre®x IPv6 allocates address space similar to the manner by which IPv4 addresses are grouped into classes based upon the composition of the ®rst few bits of the address. This method of address space allocation is accomplished by a variable length ®eld of unique bits denoted by the term Format Pre®x. Table 2.7 lists the initial allocation of IPv6 address space to include the allocation assignment, binary pre®x, and the fraction of the 128-bit address space assigned to the noted allocation. Address notations and examples Under the IPv6 design 128-bit addresses are written as eight 16-bit integers separated by colons. Each integer is represented by four hex digits, resulting in a reasonable expectation that you will have to enter 32 hex digits to specify an IP address. To facilitate the entry of 128-bit addresses, you can skip leading zeros in each hexadecimal integer sequence as well as use a double colon (: :) inside an address as a mechanism to replace a set of consecutive null 16-bit numbers. Both features can be expected to be used frequently during the initial stage of IPv6 deployment since only a portion of all 128 bits of the address need to used. This will more than likely result in addresses containing many zeros, enabling the ability to skip leading zeros in each hexadecimal component and use double colons to replace consecutive null numbers to facilitate the IP con®guration process. For example, during what will probably be a lengthy transition period as the Internet moves from IPv4 to IPv6, IPv4-compatible IPv6 addresses will consist of a 32-bit IPv4 address in the low-ordered 32 bits of the IPv6 address space. Thus, such addresses transported in an IPv6 format will be pre®xed with 96 zeros. To illustrate the compaction of IPv6 addresses, consider the following 128-bit address created for illustrative purpose only: 504A : 0000 : 0000 : 0000 : 00FC : ABCD : 3A1F : 4D3A
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Binary pre®x



Fraction of address space



Reserved Unassigned Reserved for NSAP allocation Reserved for IPX allocation Unassigned Unassigned Unassigned Unassigned Provider-based unicast address Unassigned Reserved for geographically based unicast address Unassigned Unassigned Unassigned Unassigned Unassigned Unassigned Unassigned Link-local use address Site-local use address Multicast address



0000 0000 0000 0000 0000 0000 0001 001 010 011



1/256 1/256 1/128 1/128 1/128 1/32 1/16 1/8



100 101 110 1110 1111 1111 1111 1111 1111 1111 1111



0000 0001 001 010 011 1



1/8



0 10 110 1110 0 1110 10 1110 11 1111



1/8 1/8 1/8 1/16 1/32 1/64 1/128 1/512 1/1024 1/1024 1/256



Since IPv6 enables leading zeros in each hexadecimal component to be skipped, you could enter the preceding address in a reduced form as follows: 504A : 0 : 0 : 0 : FC : ABCD : 3A1F : 4D3A You can further simplify the above reduced form through the use of the IPv6 double-colon convention to eliminate one set of consecutive null 16-bit numbers. Thus, the reduced form shown above can be further reduced as follows: 504A :: FC : ABCD : 3A1F : 4D3A Note that the further reduced IPv6 address containing the double-colon convention now consists of ®ve speci®ed 16-bit integers. Since each IPv6 address consists of eight 16-bit numbers, the double-colon represents eight munus ®ve, or three, integers whose values are zero. This explains why it is a relatively simple process to expand a reduce address as well as why only one double-colon can be used within an IPv6 address Now that we have an appreciation for the types of IPv6 addresses and how they can be noted, let's turn our attention to a few IPv6 addresses. The ®rst address we will look at is the IPv6 provider-based unicast address. This represents the ®rst group of IPv6 addresses that will be allocated. Figure 2.38 illustrates the format of a provider-based address. As you would expect from an examination of Table 2.7, the bit sequence 010 must be used as the address pre®x for a provider-based address.



232 __________________________________________________________ WIDE AREA NETWORKS



Figure 2.38 IPv6 provider-based unicast address format. The IPv6 provider-based unicast address is expected to be the ®rst group of IPv6 addresses to be allocated



The Registry ID ®eld identi®es the Internet registry responsible for assigning the address, such as the InterNIC in North America, RIPE in Europe, and APNIC in Asia. The Provider ID ®eld identi®es the Internet Service Provider. This ®eld is 16 bits in length and is followed by a reserved ®eld of eight bits that could be used as an extension to the service provider. The 24-bit Subscriber ID identi®es a unique user and the assignment of this portion of the provider-based address is the responsibility of the Internet Service Provider. Similar to the Provider ID ®eld, the Subscriber ID ®eld is followed by a reserved ®eld eight bits in length that will initially be set to zero. This reserved ®eld may be used as an extension to the Subscriber ID ®eld. The remaining 64 bits in the provider-based address will be used in a manner similar to IPv4 Class A through C addresses in that they will identify a network and host. In actuality, since the ISP is identi®ed by the Provider ID ®eld, the Intrasubscriber ®eld can be used by a network administrator who is a customer of the ISP to subdivide their assigned block of addresses into subnet and station-ID ®elds. The subnet portion would be used to identify different networks operated by the organization, while the Station ID ®eld would identify stations on each network. One of the more interesting aspects of IPv6 is the manner by which private networks will eventually be able to be connected to the Internet without requiring massive con®guration changes as under IPv4. For example, under RFC 1918 the IETF reserved three blocks of addresses for networks that are not connected to the Internet. Although the intention of RFC 1918 is quite admirable, when an organization decides it's time to connect to the Internet they must obtain an appropriate group of addresses and then recon®gure IP addresses for each network device. Under IPv6 this address reassignment problem is handled far more gracefully due to the ability of allocate link-local use and site-local use addresses. Here the term link references a communications facility such as a frame relay or ATM network, a point-to-point leased line or a connection to an Ethernet, TokenRing, or FDDI network. Thus, a link address represents an isolated device or transmission facility that has no router connection and is not currently connected to the Internet, while a link-local address provides a mechanism for connecting the network or device to the Internet without requiring a new address and an address recon®guration. This capability is illustrated in the top portion of Figure 2.39 which illustrates the general format of a link-local address. Here the unique address ®eld for connecting the link could represent a LAN MAC address. Since the pre®x is 10 bits in length, the remainder of the address is 118 bits in length. Then, if the link-local address is used to connect an Ethernet network, the MAC address would be 48 bits in length. This would result in a link-local address having the 80-bit pre®x FE80 :: followed by the 48-bit Ethernet MAC address. Thus, the use of a link-local address enables Ethernet, Token-Ring, and FDDI networks to be connected to the Internet without requiring the recon®guration of network addresses.
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Figure 2.39 Link-local and site-local addresses facilitate connecting private networks



The lower portion of Figure 2.39 illustrates the format of a site-local address under IPv6. This address would be assigned to a site that has routers but is not currently connected to the Internet via an ISP. When it's time to connect the site to the Internet, the router would be con®gured with a new pre®x that would in effect generate a provider-based address through the inclusion of Registry ID, Provider ID, and Subscriber ID ®elds. Since no portion of the site-assigned part of the address would require changing, the connection of the site to the Internet is more gracefully accomplished under IPv6 than under IPv4. Now that we have an appreciation for a few of the new types of addresses supported under IPv6, let's turn our attention to migration issues associated with moving to IPv6.



Migration issues Recognizing reality, there will be no magic data for the `mother of all cutovers' from IPv4 to IPv6. Instead, you can expect a gradual and incremental upgrade process to occur an you obtain new IPv6-compliant equipment for use. However, there is no cause for alarm for organizations that are happy with their current block of IP addresses and prefer the status quo. Such users will probably be able to continue using IPv4 for many years or until their existing equipment is gradually replaced by IPv6-compliant products and they elect to migrate. Thus, let's turn our attention to the two basic methods or migrating to IPv6 and how the migration process provides backward compatibility with IPv4. Migration methods There are two methods you can consider for migrating to IPv6Ðdual stacks and tunneling. Under the dual stack method each IP node becomes capable of supporting both IPv4 and IPv6 and is referred to as an IPv6/IPv4 node. Since the IPv6/IPv4 node can transmit and receive both IPv4 and IPv6 packets, it becomes capable of operating with both IPv4 and IPv6 nodes. Figure 2.40 illustrates a node operating a dual IPv6 and IPv4 stack. Here the IPv6/IPv4 node would be con®gured with a 32-bit address per interface to support IPv4 functions and 128bit address per interface to support IPv6 functions.
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Figure 2.40 Through the use of a dual stack an IPv6/IPv4 node can communicate with both IPv4 only and IPv6 only nodes



The use of dual stack on a host provides a mechanism to gradually migrate a network to IPv6 on a host-by-host basis. In comparison, the use of a dual stack on a router could allow an organization to directly connect to an ISP that migrates to IPv6 as well as supports the graceful migration of hosts on the network by establishing dual stacks on those hosts. During the migration process, you will more than likely have to change your router's con®guration information, update access control lists, and upgrade your Domain Naming System (DNS) to support larger IPv6 addresses. Although most IPv4 routing protocols can be used to route IPv6, the software upgrade may require additional RAM since routing tables are larger and dual stacks also require more memory. If you'are considering implementing dual stacks on hosts, you should check how memory is used and its effect on existing applications. Otherwise, it's quite possible that you may be unable to run your favorite application due to the manner by which dual stacks are implemented. The second method for migrating to IPv6 is through tunneling. Tunneling is required because IPv6 is not backward compatible with IPv4 and IPv4-compatible devices cannot directly operate upon IPv6 packets. Thus, the movement of IPv6 packets via an IPv4 infrastructure requires tunneling which enables IPv6 packets to be transported via an IPv4 network, in effect encapsulating the IPv6 packet in an IPv4 packet. Since the Internet, as well as virtually all private IP-based networks, are currently based on an IPv4 infrastructure, tunneling enables IPv6 hosts and nodes to communicate with one another across what one day we will probably refer to as legacy IP networks. Through the use of dual stacks you can obtain the ability to gradually migrate nodes on your network to IPv6. In comparison, tunneling enables those nodes to communicate with similar nodes across IPv4 networks. There are four tunnel con®gurations that can be established between routers and hostsÐrouter to router, host to router, host to host, and router to host. A router-to-router tunnel enables IPv6/IPv4 routers separated by an IPv4 network to tunnel IPv6 packets between themselves. If you upgrade a node to IPv6 on an IPv4 network, you would use a host-to-router tunnel to reach the router. Here the IPv6/IPv4 host would tunnel packets to the IPv6/IPv4 router. The hostto-host hunnel occurs when two IPv6/IPv4 hosts operating on an IPv4 network need to communicate with one another. The fourth tunnel con®guration occurs when an IPv6/IPv4 router needs to communicate with an IPv6/IPv4 host via an IPv4 network. Then, the router encapsulates IPv6 packets in IPv4 packets and sends them to the IPv6/IPv4 host.
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Although tunneling enables IPv6 and IPv4 to coexist across an IPv4 infrastructure, the additional header adds to network traf®c and could be the proverbial straw that breaks the camel's back of heavily utilized network connection. Thus, some traf®c monitoring and quick computation may be in order to determine if a WAN connection needs an upgrade to support the tunneling effort.



2.6 SNA AND APPN To satisfy the requirements of customers for remote computing capability, mainframe computer manufacturers developed a variety of network architectures. Such architectures de®ne the interrelationship of a particular vendor's hardware and software products necessary to permit communications to ¯ow through a network to the manufacturer's mainframe computer. IBM's System Network Architecture (SNA) is a very complex and sophisticated network architecture which de®nes the rules, procedures and structure of communications from the input±output statements of an application program to the screen display on a user's personal computer or terminal. SNA consists of protocols, formats and operational sequences which govern the ¯ow of information within a data communications network linking IBM mainframe computers, minicomputers, terminal controllers, communications controllers, personal computers and terminals. Since approximately 70% of the mainframe computer market belongs to IBM and plug-compatible systems manufactured by Amdahl and other vendors, SNA can be expected to remain as a connectivity platform for the foresseable future. This means that a large majority of the connections of local area networks to mainframe computers will require the use of gateways that support SNA operations. As we will shortly note when examining SNA, it is a mainframe-centric, hierarchical structured networking architecture. While appropriate for most computer communications requirements of the 1980s, the growth in distributed processing and peer-to-peer communications represented a signi®cant problem for network managers and LAN administrators that require access to mainframes in an SNA environment as well as the ability to support peer-to-peer communications. Recognizing this problem, IBM signi®cantly revised SNA in the form of developing a new network architecture know as Advanced Peer-to-Peer Networking (APPN). After becoming familiar with SNA, we will then turn our attention to APPN in this section.



SNA concepts An SNA network consists of one or more domains, where a domain refers to all of the logical and physical components that are connected to and controlled by one common point in the network. This common point of control is called the system services control point, which is commonly known by its abbreviation as the SSCP. There are three types of network addressable unit in an SNA networkÐSSCPs, physical units and logical units.
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SSCP The SSCP resides in the communications access method operating in an IBM mainframe computer, such as Virtual Telecommunications Access Method (VTAM), operating in a System/360, System/370, System/390, 4300 series or 308X computer, or in the system control program of an IBM minicomputer, such as System/3x or AS/400. The SSCP contains the network's address tables, routing tables and translation tables which it uses to establish connections between nodes in the network as well as to control the ¯ow of information in an SNA network. Figure 2.41 illustrates single and multiple domain SNA networks.



Figure 2.41 Single and multiple domain SNA networks



Network nodes Each network domain will include one or more nodes, with an SNA network node consisting of a grouping of networking components which provides it with a unique characteristic. Examples of SNA nodes include cluster controllers, communications controllers and terminal devices, with the address of each device in the network providing its unique characteristic in comparison to a similar device contained in the network.



The physical unit Each node in an SNA network contains a physical unit (PU) which controls the other resources contained in the node. The PU is not a physical device as its name appears to suggest, but rather a set of SNA components which provide service used
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to control terminals, controllers, processors and data links in the network. Those services include initializing nodes and managing the data ¯ow between devices to include formatting and synchronizing data. In programmable devices, such as mainframe computers and communications controllers, the PU is normally implemented in software. In less intelligent devices, such as cluster controllers and terminals, the PU is typically implemented in read- only memory. In an SNA network each PU operates under the control of an SSCP. The PU can be considered to function as an entry point between the network and one or more logical units.



The logical unit The third type of network-addressable unit in an SNA network is the logical unit, known by its abbreviation as the LU which represents a software module located in a devices memory. The LU is the interface or point of access between the enduser and an SNA network. Through the LU an end-user gains access to network resources and transmits and receives data over the network. Each PU can have one or more LUs, with each LU having a distinct address.



Multiple session capability As an example of the communications capability of SNA, consider an end-user with an IBM PC and an SDLC communications adapter who establishes a connection to an IBM mainframe computer. The IBM PC is PU, with its display and printer considered to be LUs. After communications is established the PC user could direct a ®le to his or her printer by establishing an LU-to-LU session between the mainframe and printer while using the PC as an interactive terminal running an application program as a second LU-to-LU session. Thus, the transfer of data between PUs can represent a series of multiplexed LU-to-LU sessions, enabling multiple activities to occur concurrently.



SNA network structure The structure of an SNA network can be considered to represent a hierarchy in which each device controls a speci®c part of the network and operates under the control of a device at the next higher level. The highest level in an SNA network is represented by a host or mainframe computer which executes a software module known as a communications access method. At the next lower level are one or more communications controllers, IBM's term for a front-end processor. Each communications controller executes a Network Control Program (NCP) which de®nes the operation of devices connected to the controllers, their PUs and LUs, operating rate, data code, and other communications-related functions such as the maximum packet size that can be transmitted. Connected to communications controllers are cluster controllers, IBM's term for a control unit. Thus, the third level in a SNA network can be considered to be represented by cluster controllers.
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The cluster controllers support the attachment of terminals and printers which represent the lowest hierarchy of an SNA network. Figure 2.42 illustrates the SNA hierarchy and the Network Addressable Units (NAUs) associated with each hardware component used to construct an SNA network. Note that NAUs include lines connecting mainframes to communications controllers to cluster controllers, and cluster controllers to terminals and printers. In addition, NAUs also de®ne application programs that reside in the mainframe. Thus, NAUs provide the mechanism for terminals to access speci®c programs via routing through hardware and transmission facilities that are explicitly identi®ed.



Figure 2.42 SNA hierarchical network structure. The structure of an SNA network is built upon a hierarchy of equipment, with mainframes connected to communications controllers and communications controllers connected to cluster controllers
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Types of physical units Table 2.8 lists ®ve types of physical units in an SNA network and their corresponding node type. In addition, this table contains representative examples of hardware devices that can operate as a speci®c type of PU. As indicated in Table 2.8 the different types of PUs form a hierarchy of hardware classi®cations. At the lowest level, PU type 1 is a single terminal. PU type 2 is a cluster controller which is used to connect many SNA devices onto a common communications circuit. PU type 4 is a communications controller which is also known as a front-end processor. This device provides communications support for up to several hundred line terminations, where individual lines in turn can be connected to cluster controllers. At the top of the hardware hierarchy, PU type 5 is a mainframe computer. Table 2.8 SNA PU summary PU type PU PU PU PU PU



type type type type type



5 4 3 2 1



Node



Representative hardware



Mainframe Communications controller Not currently de®ned Cluster controller Terminal



S/390, 43XX, 308X 3705, 3725, 3720, 3745 N/A 3274, 3276, 3174 3180, PC with SNA adapter



The communications controller is also commonly referred to as a front-end processor. This device relieves the mainframe of most communications processing functions by performing such activities as sampling attached communications lines for data, buffering the data and passing it to the mainframe as well as performing error detection and correction procedures. The cluster controller functions similar to a multiplexer or data concentrator by enabling a mixture of up to 64 terminals and low-speed printers to share a common communications line routed to a communications controller or directly to the mainframe computer.



Multiple domains Figure 2.43 illustrates a two-domain SNA network. By establishing a physical connection between the communications controller in each domain and coding appropriate software for operation on each controller, cross-domain data ¯ow becomes possible. When cross-domain data ¯ow is established terminal devices connected to one mainframe gain the capability to access applications operating on the other mainframe computer. SNA was originally implemented as a networking architecture in which users establish sessions with application programs that operate on a mainframe computer within the network. Once a session is established a network control program (NCP) operating on an IBM communications controller, which in turn is connected to the IBM mainframe, would control the information ¯ow between the user and the
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Figure 2.43



Two-domain SNA network



applications program. With the growth in personal computing many users no longer required access to a mainframe to obtain connectivity to another personal computer connected to the network. Thus, IBM modi®ed SNA to permit peer-topeer communications capability in which two devices on the network with appropriate hardware and software could communicate with one another without requiring access through a mainframe computer. In doing so, IBM introduced a PU2.1 node in 1987 in recognition of the growing requirement of its customers for a peer-to-peer networking capability. Unfortunately, it wasn't until the early 1990s that APPN became available and provided this networking capability, enabling communications between PU2.1 nodes without mainframe intervention through the use of LU6.2 sessions described later in this section.
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SNA layers SNA was developed as a connection-oriented communications service in 1974, predating the OSI Reference Model. A second version of SNA developed by IBM to include program-to-program communications capability differs from its original incarnation at the higher layers and more closery resembles the OSI Reference Model. Figure 2.44 provides a comparison between the current version of SNA and the ISO Reference Model which we will use for a discussion of SNA layers.



Figure 2.44



A comparison of SNA with the ISO Reference Model



Physical and data link layers Similar to the OSI physical layer, SNA's physical control layer is concerned with the electrical, mechanical and procedural characteristics of the physical media and interfaces to the physical media. SNA's data link control layer is also quite similar to OSI's data link layer. Protocols de®ned by SNA include SDLC, System/370 channel, Token-Ring and X.25; however, only SDLC is used on a communications link in which master or primary stations communicate with secondary or slave stations. Some implementations of SNA using special software modules can also support Bisynchronous (BSC) communications, an IBM pre-SNA protocol still widely used as well as asynchronous communications.



Path control layer Two of the major functions of the path control layer are routing and ¯ow control. Concerning routing, since there can be many data links connected to a nose, path control is responsible for insuring that data is correctly passed through intermediate nodes as it ¯ows from source to destination. At the beginning of an SNA session
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both sending and receiving nodes as well as all nodes between those nodes cooperate to select the most ef®cient route for the session. Since this route is only established for the duration of the session it is known as a virtual route. To increase the ef®ciency of transmission in an SNA network the path control layer at each node through which the virtual route is established has the ability to divide long messages into shorter segments for transmission by the data link layer. Similarly, path control may block short messages into larger data blocks for transmission by the data link layer. This enables the ef®ciency of SNA's transmission facility to be independent of the length of messages ¯owing on the network.



Transmission control layer The SNA transmission control layer provides a reliable end-to-end connection service, similar to the OSI Reference Model transport layer. Other transmission control layer functions include session level pacing as well as encryption and decryption of data when so requested by a session. Here, pacing insures that a transmitting device does not send more data than a receiving device can accept during a given period of time. Pacing can be viewed as similar to the ¯ow control of data in a network. However, unlike ¯ow control which is essentially uncontrolled, NAUs negotiate and control pacing. To accomplish this the two NAUs at session end points negotiate the largest number of messages, known as a pacing group, that a sending NAU can transmit prior to receiving a pacing response from a receiving NAU. Here the pacing response enables the transmitting NAU to resume transmission. Session level pacing occurs in two stages along a session's route in an SNA network. One stage of pacing is between the mainframe NAU and the communications controller, while the second stage occurs between the communications controller and an attached terminal NAU .



Data ¯ow control services The data ¯ow control services layer handles the order of communications wihin a session for error control and ¯ow control. Here the order of communications is set by the layer controlling the transmission mode. Transmission modes available include full-duplex which permits each device to transmit any time, half-duplex ¯ip-¯op where devices can only transmit alternately and half-duplex contention, where one device is considered a master device and the slave cannot transmit until the master completes its transmission.



Presentation services layer The SNA presentation services layer is responsible for the translation of data from one format to another. The layer also performs the connection and disconnection of sessions as well as updating the network con®guration and performing network management functions. At this layer, the network addressable unit (NAU) services



2.6 SNA AND APPN _______________________________________________________________ 243



manager is responsible for formatting of data from an application to match the display or printer that is communicating with the application. Other functions performed at this layer include the compression and decompression of data to increase the ef®ciency of transmission on an SNA network.



Transaction service layer The highest layer in SNA is the transaction services layer. This layer is responsible for application programs that implement distributed processing and management services, such as distributed data bases and document interchange as well as the control of LU-to-LU session limits.



SNA developments The most signi®cant development to SNA prior to the formal introduction of APPN can be considered to be the addition of new LU and PU subtypes to support what is known as Advanced Peer-to-Peer Communications (APPC) which represents the communications protocol of an APPN network. Previously, LU types used to de®ne an LU-to-LU session were restricted to application-to-device and program-to-program sessions. LU1 through LU4 and LU7 are application-todevice sessions as indicated in Table 2.9, where LU4 and LU6 are program-toprogram sessions.



Table 2.9 SNA LU session types LU type



Session type



LU1 LU2 LU3 LU4



Host application and a remote batch terminal Host application and a 3270 display terminal Host application and a 3270 printer Host application and SNA word processor or between two terminals via mainframe Between applications programs typically residing on different mainframe computers Peer-to-peer Host application and a 5250 terminal



LU6 LU6.2 LU7



The addition to LU6.2 which operates in conjunction with PU 2.1 to support LU6.2 connections permits devices supporting this new LU to transfer data to any other device also supporting this LU without ®rst sending the data through a mainframe computer. As new software products are introduced to support LU6.2 a more dynamic ¯ow of data through SNA networks will occur, with many data links to mainframes that were previously heavily utilized or saturated gaining capacity as sessions between devices permit data ¯ow to bypass the mainframe.
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SNA sessions All communications in SNA occur within sessions between NAUs. Here a session can be de®ned and a logical connection established between two NAUs over a speci®c route for a speci®c period of time, with the connection and disconnection of a session controlled by the SSCP. SNA de®nes four types of sessions; SSCP-toPU, SSCP-to-LU, SSCP-to-SSCP and LU-to-LU. The ®rst two types of sessions are used to request or exchange diagnostic and status information. The third type of session enables SSCPs in the same or different domains to exchange information. The LU-to-LU session can be considered as the core type of SNA session since all end-user communications take place over LU-to-LU sessions.



LU-to-LU sessions In an LU-to-LU session one logical unit known as the Primary LU (PLU) becomes responsible for error recovery. The other LU, which normally has less processing power, becomes the secondary LU (SLU). An LU-to-LU session is initiated by the transmission of a message from the PLU to the SLU. That message is known as a bind and contains information stored in the communications access method (known as VTAM) tables on the mainframe which identi®es the type of hardware devices with respect to screen size, printer type, etc., con®gured in the VTAM table. This information enables a session to occur with supported hardware. Otherwise, the SLU will reject the bind and the session will not start.



Addressing We previously discussed the concept of a domain which consists of an SSCP and the network resources it controls. Within a domain there exists a set of smaller network units that are known as subareas. In SNA terminology each host is a subarea as well as each communications controller and its peripheral nodes. The identi®cation of an NAU in an SNA network consists of a subarea address and an element address within a subarea, having the format subarea:element. Here the subarea can be considered as being similar to an area code, as it identi®es a portion of the network. Figure 2.45 illustrates the relationship between a domain and three subareas residing in that particular domain. In SNA a subarea address is eight bits in length, while the element address within a subarea is also eight bits in length. This limits the number of subareas within a domain to 255 and also restricts the number of PUs and LUs within a subarea to 255. Each subarea address is shared by an SSCP and all of its LUs and PUs and represents a unique address within a domain. In comparison, element addresses are only unique within a subarea and can be duplicated. A third component of SNA addressing is a character-coded network name that is assigned to each component. Each name must be unique within a domain, and SSCPs maintain tables which map names to addresses. One of the key problems resulting from this addressing scheme
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Figure 2.45 Relationship between a domain and its subareas. A subarea is a host or a communications controller and its peripheral nodes



is that unlike IP network addresses that are unique, SNA uses network names that can be duplicated by different organizations and makes SNA a `non-routable' protocol, unlike TCP/IP which is a routable protcol. The routing of packets between SNA subarea nodes occurs through the use of a sequence of message units created at different layers in the protocol stack. An application on an SNA node generates a Request Header (RH) which pre®xes user data to form a Basic Transmission Unit (BTU) as shown at the top of Figure 2.46. At the path control layer, a Transmission Header (TH) is added as a pre®x to the BTU to form a Basic Information Unit (BIU). The TH contains source and destination addresses that represent the sender and receiver of the packet, with subarea nodes examining the destination address within the TH of the BIU to make forwarding decisions. Once a packet arrives at its destination subarea, routing must occur between the subarea and peripheral nodes in the destination subarea. That routing is based upon the Data Link Header (DLH) added to the BIU to form a Basic Link Unit (BLU), shown at the bottom of Figure 2.46. Now that we have a basic understanding of SNA, let's turn our attention to APPN.
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Figure 2.46 SNA routing based upon the headers in different message units



Advanced Peer-to-Peer Networking (APPN) Although SNA represents one of the most successful networking strategies developed by a vendor, its centralized structure based upon mainframe-centered computing became dated in an evoloving era of client-server distributive computing. Recognizing the requirements of organizations to obtain peer-to-peer transmission capability instead of routing data through mainframes, IBM developed its Advanced Peer-to-Peer Networking (APPN) architecture during 1992 as a mechanism for computers ranging from PCs to mainframes to communicate as peers across local and wide area networks. The actual ability of programs on different computers to communicate with one another is obtained from special software known as Advanced Program-to-Program Communication (APPC) which represents a more marketable name for LU6.2 software. Since APPC enables the operation of APPN, we will ®rst focus our attention upon APPC prior to examining the architecture associated with APPN.



APPC concepts APPC represents a software interface between programs requiring communications with other programs and the network to which computers running those programs are connected. APPC represetns an open communications protocol that is available on a range of platforms to include PCs, mainframes, Macintosh, and UNIX-based systems as well as IBM 3174 control units and its 6611 Nways router series. In its most basic structure, APPC can be considered to represent a stack existing above a network adapter but below the application using the adaptor. Figure 2.47 illustrates the general relationship of APPC to the software stack on two computers communicating with one another on a peer-to-peer basis. In this example, program A on computer 1 is shown communicating with program B on computer 2.
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Figure 2.47 APPC software provides an interface between application programs and the network used



Under APPC terminology communication between two programs is referred to as a conversation which occurs according to a set of rules de®ned by the APPC protocol. Those rules specify how a conversation is established, how data is transmitted, and how the conversation is broken or deallocated. Similar to most modern programming concepts, APPC supports a series of verbs that provide an application programming interface (API) between transaction programs and APPC software residing on a host. For example, the APPC verb ALLOCATE is used to initiate a conversation with another transaction program, the verb SEND_DATA enables the program to initiate the data transfer to its partner program, and the verb DEALLOCATE would be used to inform APPC to terminate the conversation previously established. Now that we have a general appreciation for the software that enables program-to-program communications, let's turn our attention to the architecture of APPN.



APPN architecture APPN is a platform-independent network architecture which consists of three types of computers: low-entry networking (LEN) nodes, end nodes (ENs), and network nodes (NNs). Similar to SNA, APPN applications use network resources via logical unit (LU) software. LUs reside on each type of APPN node and application-to-application sessions occur between LUs, which in the case of APPN are LU6.2 LUs. APPN nodes can support a nearly unlimited number of LUs in comparison to the 255 SNA supports. In addition, APPN LUs can support multiple users, signi®cantly inceasing its ¯exibility over SNA. When an application program on one host requires communications with an application on another host, the ®rst host tells its local LU to ®nd a partner LU. The location of the partner LU is accomplished by a process in which several types of searches occur through an APPN network. Since those searches depend upon knowledge of the characteristics of the three types of APPN nodes, let's ®rst turn our attention to the features and functions of those nodes.
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LEN nodes Low-entry networking (LEN) nodes data from the early 1980s when they were introduced as SNA Type 2.1 nodes. LEN nodes can be considered to represent the most basic subset of APPN functionality and have the ability to communicate with applications on other LEN nodes, end nodes, or network nodes. APPN includes a distributed directory mechanism which enables routes to be dynamically established through an APPN network. However, unlike IP networks that use 32-bit addresses, APPN uses alphanumeric names. LEN nodes are manually con®gured with a limited set of LUs. Thus, to use APPN directory services a LEN node requires the assistance of an adjacent APPN node, where adjacency is obtained through a LAN connection or a direct point-topoint link. End nodes End nodes (ENs) can be viewed as a more sophisticated type of LEN. In addition to supporting all of the functions of LEN nodes, end nodes know how to use APPN services, such as its directory services. To learn how to use such services, an end node identi®es itself to the network when it is initially brought up. This identi®cation process is accomplished by the end node registering its LUs with a network node server. Here the NN represents the third type of APPN node and is discussed in the next section. In comparison, LEN nodes do not perform this activity. Network nodes Network nodes (NNs) are the third component of an APPN network. NNs provide all of the functions associated with end nodes as well as routing and partner LU location services. Concerning routing, NNs work together to route information between such nodes, in effect providing a backbone transmission capability. The partner LU location service depends upon network node searches when the partner is not registered by the NN serving the requestor. In such situations, the NN server will broadcast a search request to adjacent network nodes, requesting the location of the partner LU. This broadcasting will continue until the partner LU is located and a path or route is returned. Since broadcast searches are bandwidth intensive, NNs place directory entries they locate into cache memory which serves to limit broadcasts being propagated through an APPN network.



Operation To illustrate the operation of an APPN network, let's examine a small network in which two end nodes are connected by a network node. Figure 2.48 illustrates an example of this network structure. When the links between EN1 and NN1 and EN2 and NN1 are activated, the computers on each link automatically inform each other of their capabilities to include whether they are an end node or a network node, and ENs will register their capabilities with NNs. Thus, the NN will know the location and capability of
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Figure 2.48



An APPN network consisting of two end nodes and a network node



both EN1 and EN2. When an application of EN1 needs to locate an LU in the network, such as LUX, it sends a request to its network node server, in this case NN1. Since NN1 is the server for EN1, both nodes establish a pair of controlpoint sessions to exchange APPN control information and EN1 registers its APPC LUs with NN1. Similarly, EN2 and NN1 establish a pair of control-point sessions when the link between those two nodes is brought up. Thus, NN1 knows how to get to EN1 and EN2 and which LUs are located at each node. When EN1 asks NN1 to ®nd LUX and determine a path through the network, NN1 checks its cache memory and notes that the only path available is EN1 to NN1 to EN2. NN1 passes this path information back to EN1 which enables the application operating on EN1 to establish an APPN session to LUX and initiate the exchange of information. Now that we have an appreciation for basic APPN routing, let's examine a more complex example in which originating and destination LUs reside on end nodes separated from one another by multiple NNs. Figure 2.49 illustrates this more complex APPN network, consisting of four end nodes and three network nodes grouped together in a topology which allows multiple path routing between certain nodes. Let's assume an APPN application on EN1 wants to initiate a conversation with an application on EN4. EN1 ®rst requests NN1 to locate EN4 and determine which path through the network should be used. Since NN1 is not EN4's network node server, it will initally have no knowledge of EN4's location. Thus, NN1 will transmit a request to each adjacent network node in its quest to locate EN4. Since NN2 is the only network node adjacent to NN1, it passes the request to its adjacent nodes. Based upon the con®guration shown in Figure 2.49, there is only one adjacent network node, NN3. Although EN4 is connected to both NN2 and NN3, an end node can have only one network node server. Thus, if we assume NN3 is the server for EN4, then NN2 has no knowledge of EN4 and does not respond on its behalf. Next, upon locating EN4, NN3 queries EN4 to determine its existing communications links. Upon receipt of information from EN4 that has links to both NN2 and NN3, NN2 passes the information about EN4 to NN2 which passes the information back to NN1. NN1 uses the information received to determine which route to EN4 is best, selects an appropriate route, and passes the selected route back to EN1, allowing that end node to establish an APPC session to EN4.
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Figure 2.49 A more complex APPN network with multiple paths to some nodes



Route selection Under APPN, routing is based upon network nodes maintaining a `route addition resistance' value set up by network administrators and `class of service' of data to be routed. Class-of-service routing enables different types of data to be routed via paths optimized for batch, interactive, batch-secure and interactive-secure. APPN uses eight values that are de®ned for each network link that are used in conjunction with the class of service to select an appropriate route. Value de®ned for each link include propagation delay, cost per byte, cost for connect time, effective capacity, and security. Using values de®ned for the links, a batch session might be routed on a path with high capacity and low cost, while an interactive session would probably be placed on a terrestrial link instead of a satellite link to minimize propagation delay. APPN can be considered to represent a considerable enhancement to SNA as it provides ef®cient routing services that bypass the requirement of SNA date to ¯ow in a hierarchical manner. However, APPN is similar to SNA in the fact that such networks do not have true network addresses, making pure routing between different networks dif®cult. In addition, the structure of APPN is similar to SNA with respect to its basic network layer operations which are illustrated in Figure 2.50. In examining Figure 2.50 note that APPN's network layer can be considered to represent APPC which converts LU service requests into frames for transport at the data link layer. Although SNA was originally limited to LLC Type 2 (LLC2) and SDLC transmission via a variety of physical layer interfaces, a number of conversion devices have been developed which extend both SNA and APPN transmission to frame relay. In addition, other products enable SNA and APPN data to be transported under a different network layer, a technique referred to as
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Figure 2.50 The general structure of APPN



encapsulation or tunneling. In Chapter 5 when we examine LAN internetworking devices we will turn our attention to several gateway solutions, such as techniques to encapsulate SNA and APPN such that they can be routed over an IP network, a technique referred to as Data Link Switching (DLSw).



2.7 ATM In concluding this chapter covering the fundamentals of wide area networks, we will focus our attention upon an emerging technology which represents a mechanism to transport voice, data, video, and images between private and public networks. This emerging technology is known as Asynchronous Transfer Mode, or ATM, and offers the ability to remove the barriers between local and wide area networks, providing a seamless interconnection for LAN internetworking between geographically separated areas. Although ATM represents a ubiquitous networking technology that can be used for both local and wide area networking, in this section we will primarily focus our attention upon its technology and use in a wide area networking environment. When we cover the fundamentals of local area networks in Chapter 3, we will then turn our attention to the operation of ATM in a LAN environment.



Overview ATM represents a joining of packet switching and multiplexing technology to provide a transport facility for the movement of voice, data, video, and images over a common network infrastructure. Packet switching enables the use of network resources only when it becomes necessary to transmit information, while multiplexing enables communications from multiple sources to share the use of the ATM infrastructure by time. However, unlike conventional packet switching that divides messages into variable-length segments, ATM breaks all messages into ®xed-length 53-byte cells. Through the use of ®xed length cells, switching and multiplexing functions become more ef®cient. In addition, as we will shortly note, the use of relatively short cells makes it possible to transport a mixture of voice, video, data and image messages on a common infrastructure without the delay associated with
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transporting one type of message adversely affecting the receipt of cells containing another type of message.



Cell size The ATM packet is relatively short, containing a 48-byte information ®eld and a 5-byte header. This ®xed-length packet, which is illustrated in Figure 2.51, is called a cell and the umbrella technology for the movement of cells is referred to as cell relay. ATM represents a speci®c type of cell relay service which is de®ned under broadband ISDN (BISDN) standards.



Figure 2.51 The ATM cell. The ATM cell is of ®xed length, consisting of a 48-byte information ®eld and a ®ve-byte header



Bene®ts The selection of a relatively short 53-byte ATM cell was based upon the necessity to minimize the effect of data transportation upon voice. For example, under frame relay or X.25 packet switching, both of which support variable-length information ®elds, a user could generate a burst of data which expands the frame length to a maximum value many times its minimum length. In doing so one user can effectively preclude other users from gaining access to the network until the ®rst frame is completed. While this is a good design principle when all frames carry data, when digitized voice is transported the results can become awkward at the receiver. To illustrate this, assume your conversation is digitized and transported on a conventional packet switching network. As you say `HELLO', `HE' might be digitized and transported by a frame. Just prior to the letters `LLO' leaving your mouth, assume a computer transmitted a burst of traf®c that was transported by a long frame. Then, the digitization of `LLO' would be stored temporarily until a succeeding frame could transport the data. At the receiver time gaps would appear, making the conversation sound awkward whenever bursts of data occurred. ATM is designed to eliminate this problem as cells are relatively short, resulting in cells transporting voice being able to arrive on a regular basis. Another important advantage associated with the use of ®xed-length cells concerns the design of switching equipment. This design enables processing to occur through the use of ®rmware instead of requiring more expensive software if variable-length cells were supported. In addition to its relatively short cell length facilitating the integration of voice and data, ATM provides three additional bene®ts in the areas of scalabilitiy, transparency, and traf®c classi®cation.
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Scalability ATM cells can be transported on LANs and WANs at a variety of operating rates. This enables different hardware, such as LAN and WAN switches, to support a common cell format, a feature lacking with other communications technologies. Today, an ATM cell generated on a 25 Mpbs LAN can be transported from the LAN via a T1 line at 1.544 Mbps to a central of®ce where it might be switched onto a 2.4 Gbps SONET network for transmission on the communications carrier infrastructure, the message being maintained in the same series of 53-byte cells, with only the operating rate scaled for a particular transport mechanism. Transparency The ATM cell is application transparent, enabling it to transport voice, data, images, and video. For this reason ATM enables networks to be constructed to support and type of application or application mix instead of requiring organizations to establish separate networks for different applications. Traf®c classi®cation When ATM was initially planned, it was recongnized that the ability to intermix voice, data, video, and images on a common network infrastructure would require the grouping of traf®c into classes based upon the type of service they require. Once this was accomplished, a mechanism could be developed to handle traf®c based upon its class of service. That mechanism, which we will cover later in this section, is known as the ATM Adaptation Layer (AAL) which is responsible for mapping information based upon its class of service into ATM cells. This mapping function includes the segmentation of data into cells for transport over the ATM infrastructure as well as the reassembly of cells received via the ATM infrastructure into their original data structure. Four classes of traf®c are de®ned by ATM. Each traf®c class is de®ned through the use of three key attributesÐthe timing relationship between the source and destination, the variability of the bit rate, and its connection mode. The timing relationship between the source and destination determines whether or not the receiver must be able to receive the originated data stream at the same rate at which it was originated. For example, a voice conversation which is digitized using PCM into a 64 kbps data stream must be `read' by the receiving device at that rate to be correctly interpreted. In comparison, the transfer of a data ®le at 1.544 Mbps could be correctly received by a receiver operating at 64 kbps, although the reception of the ®le would take longer to occur than if the receiver operated at the same rate as the transmitter. The second attribute, bit rate, de®nes whether the application requires a constant bit rate or can be supported via a variable bit rate. PCM-encoded voice would require a constant bit rate, while a variable bit rate would be suitable for the transfer of a ®le. The third attribute, connection mode, determines whether the higher layer protocol above the ATM stack requires a connection to the distant location to be
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acknowledged prior to communications occurring. The connection mode can be connection-oriented or connectionless. Connection-oriented means a connection must be established prior to actual data transfer occurring, while connectionless refers to transmission occurring on a `best effort' basis, with an acknowledgment ¯owing back only after transmission was initiated. Examples of connectionoriented applications include the public switched telephone network and such data transfer protocols as IBM's SNA and the X.25 packet transfer protocol. Examples of connectionless applications include the Ethernet LAN data link porotocol and TCP/IP that can operate on both LANs and WANs. Table 2.10 indicates the relationship between four ATM classes of service de®ned by the ITU-T, their three key attributes, and the ATM Adaptation Layer (AAL) associated with the class of service.



Table 2.10 ATM classes of service Class



Timing relationship



Bit rate



Connection mode



A



Required



Constant



B



Required



Variable



C



Not required



Variable



D



Not required



Variable



Connectionoriented Connectionoriented Connectionoriented Connectionless



ATM Adaptation Layer AAL 1 AAL 2 AAL3/4 and AAL5 AAL3/4 and AAL5



Classes A and B require a timing relationship between source and destination. Thus, they are both suitable for voice and video applications that cannot tolerate variable delays. In comparison, Classes C and D do not require a timing relationship. As such, they are oriented to supporting data transmission applications, with Class D supporting via simulation a connectionless communications mode of transmission which is commonly used on LANs. Originally, ®ve types of AALs were to be de®ned; however, AAL 3 and AAL 4 had a suf®cient degree of commonality that enabled them to be merged. Later in this section when we examine the ATM protocol stack we will also examine each AAL. By associating such metrics as cell transmit delay, cell loss ratio, and cell delay variation to a traf®c class, it becomes possible to provide a guaranteed quality of service (QoS) on a demand basis. This enables a traf®c management mechanism to adjust network performance during periods of unexpected congestion to favor one or more classes of service based upon the metrics associated with each class. QoS provides the mechanism whereby constant bit-rate applications, such as voice, obtain priority over variable bit-rate applications. Although ATM enables a mixture of time-sensitive and time-insensitive applications to occur over a common network infrastructure, it is the QoS associated with each application which controls its ability to gain access to network resources.
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The ATM protocol stack Similar to other networking architectures, ATM is a layered protocol. The ATM protocol stack is illustrated in Figure 2.52 and consists of three layersÐthe ATM Adaptation Layer (AAL), the ATM Layer, and the Physical Layer. Both the AAL and Physical Layers are subdivided into two sublayers. Although the ATM protocol stack consists of three layers, as we will shortly note, those layers are essentially equivalent to the ®rst two layers of the ISO Reference Model.



Figure 2.52



The ATM protocol stack



ATM Adaptation Layer (AAL) As illustrated in Figure 2.52, the ATM Adaptation Layer consists of two sublayersÐ a convergence sublayer and a segmentation and reassembly sublayer. The function of the AAL is to adapt higher level data into formats compatible with ATM Layer requirements. To accomplish this task the ATM Adaptation Layer subdivides user information into segments suitable for encapsulation into the 48-byte information ®elds of cells. The actual adaptation process depends upon the type of traf®c to be transmitted, although all traf®c winds up in similar cells. There are ®ve different AALs de®ned, referred to as AAL classes, with the relationship between traf®c classes and AAL classes previously listed in Table 2.10. Although the ATM Adaptation Layer appears to be a network process, it is actually performed by network terminating equipment on the side of the User Network Interface (UNI). Through the inclusion of the AAL, the network does not have to be concerned with different types of traf®c and is structured to facilitate the routing of cells between source and destination based upon information contained in each cell header. Each AAL class represents a standard which de®nes how the data ¯ow associated with a speci®c traf®c class is converted into cells. Although not indicated in Table 2.10, the ®fth AAL actually represents the lack of an adaptation processing standard, resulting in the mapping of a non-classi®ed data stream into a sequence of 48-byte cell payloads. The lack of adaptation processing rules is referred to as AAL 0, the null adaptation layer, and requires source and destination equipment to assume responsibility for information formatting cell sequencing, cell loss and similar functions. An overview of the other AALs follows.
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AAL 1 As indicated in Table 2.10, AAL 1 is associated with Class A traf®c. Included in the AAL 1 process is the use of a timer to ensure that output and input are properly synchronized; however, AAL 1 does not differentiate between actual data and idle bits at the input interface. AAL 2 AAL 2 is associated with Class B traf®c that requires a timing relationship but uses a variable bit rate. Examples of Class B traf®c are some types of video that are variably compressed based on the complexity and rate of change of moving images. At the time of this book revision was prepared AAL 2 was not standardized, requiring Class B services to be provided through either AAL 1 or AAL 3/4. AAL 3/4 At one time it was expected that a distinction would be required between Class C and Class D traf®c, resulting in the planning of AAL 3 for Class C and AAL 4 for Class D traf®c. Later it was recognized that the two adaptation layers could be combined, resulting in AAL 3/4. AAL 3/4 provides a data transport service for both connection-oriented and connectionless data. Information can be transferred in either a message or in a data streaming mode, with several optional delivery methods supported by this adaptation layer. When messages are presented to this layer, AAL 3/4 will perform sequencing to detect lost information. AAL 3/4 can also support the interleaving of multiple messages from the same source, which prevents short high-priority messages from being delayed behind longer messages that have a lower priority. AAL 5 Originally referred to as the Simple and Ef®cient Adaptation Layer (SEAL), AAL 5 provides a similar service to AAL 3/4 but uses less overhead. AAL 5 can support both Class C and Class D traf®c when the originator and destination can provide the ability to detect lost information and the interleaving of multiple messages is not required. When receiving information, the ATM Adaptation Layer performs a reverse process. That is, it takes cells received from the network and reassembles them into a format the higher layers in the protocol stack understand. This process is known as reassembly. Thus, the segmentation and reassembly processes result in the name of the sublayer that performs those processes.



The ATM Layer The ATM Layer provides the interface between the AAL and the Physical Layer. The ATM Layer is responsible for relaying cells both from the AAL to the Physical
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Figure 2.53 The ATM protocol stack within a network. The ATM Adaptation Layer is only required at endpoints within an ATM network



Layer and to the AAL from the Physical Layer. The actual method by which the ATM Layer performs this function depends upon its location within an ATM network. Since an ATM network consists of endpoints and switches, the ATM Layer can reside at either location. Similarly, a Physical Layer is required at both ATM endpoints and ATM switches. Since a switch examines information within an ATM cell to make switching decisions, it does not perform any adaptation functions. Thus, the ATM switch operates at layers 1 and 2, while ATM endpoints operate at layers 1 through 3 of the ATM protocol stack as shown in Figure 2.53. When the ATM Layer resides at an endpoint, it will generate idle or `empty' cells whenever there is no data to send, a function not performed by a switch. Instead, in the switch the ATM Layer is concerned with facilitating switching functions, examining cell header information which enables the switch to determine where each cell should be forwarded to. For both endpoints and switches, the ATM Layer performs a variety of traf®c management functions to include buffering incoming and outgoing cells as well as monitoring the transmission rate and conformance of transmission to service parameters that de®ne a quality of service. At endpoints the ATM Layer also indicates to the AAL whether or not there was congestion during transmission, permitting higher layers to initiate congestion control.



The Physical Layer Although Figures 2.52 and 2.53 illustrate an ATM Physical Layer, a speci®c physical layer is not de®ned within the protocol stack. Instead, ATM uses the interfaces to existing physical layers de®ned in other protocols, which enables organizations to construct ATM networks on different types of physical interfaces which in turn connect to different types of media. Thus, the omission of a formal physical layer speci®cation results in a signi®cant degree of ¯exibility which enhances the capability of ATM to operate on LANs and WANs.



ATM operation As previously discussed, ATM represents a cell-switching technology that can operate at speeds ranging from T1's 1.544 Mbps to the gigabit per second rate of
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SONET. In doing so the lack of a speci®c physical layer de®nition means that ATM can be used on many types of physical layers, which makes it a very versatile technology.



Components A basic ATM network consists of endpoints and one or more switches, with switches used to examine the header in each cell and route cells received on one switch port onto another port towards its destination. The endpoint can be any device that supports the three layers of the ATM protocol stack; however, the most common type of endpoint is represented by network interface cards installed in LAN workstations. ATM network interface cards An ATM network interface card (NIC) is used to connect a LAN based workstation to an ATM LAN switch. The NIC converts data generated by the workstation into cells that are transmitted to the ATM LAN switch and converts cells received from the switch into a data format recognizable by the workstation. ATM switches An ATM switch is a multiport device which forms the basic inrastructure for an ATM network. By interconnecting ATM switches an ATM network can be constructed to span a building, city, country, or the globe. The basic operation of an ATM switch is to route cells from an input port onto an appropriate output port. To accomplish this the switch examines ®elds within each cell header and uses that information in conjunction with table information maintained in the switch to route cells.



Network interfaces ATM supports two types of basic interfaces: User-to-Network Interface (UNI) and Network-to-Node Interface (NNI). User-to-Network Interface The UNI represents the interface between an ATM switch and an ATM endpoint. Since the connection of a private network to a public network is also known as a UNI, the terms Public and Private UNI were used to differentiate between the two types of User-to-Network Interfaces. That is, a Private UNI references the connection between an endpoint and switch on an internal, private ATM network, such as an organizaiton's ATM based LAN. In comparison, a Public UNI would reference the interface between either a customer's endpoint or switch and a public ATM network.
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Network-to-Node-Interface The connection between an endpoint and a switch is similar than the connection between two switches. This results from the fact that switches communicate information concerning the utilization of their facilities as well as pass setup information required to support endpoint network requests. The interface between switches is known as a Network-to-Node or Network-toNetwork Interface (NNI). Similar to the UNI, there are two types of NNIs. A Private NNI describes the switch-to-switch interface on an internal network such as an organization's LAN. In comparison, a Public NNI describes the interface between public ATM switches, such as those used by communications carriers. Figure 2.54 illustrates the four previously described ATM network interfaces.



Figure 2.54 ATM network interfaces



The ATM cell header The structure of the ATM cell is identical in both public and private ATM networks, with Figure 2.55 illustrating the ®elds within the ®ve-byte cell header. As we will soon note, although the cell header ®elds are identical throughout an ATM network, the use of certain ®elds depends upon the interface or the presence or absence of data being transmitted by an endpoint. Generic Flow Control ®eld The Generic Flow Control (GFC) ®eld consists of the ®rst four bits of the ®rst byte of the ATM cell header. This ®eld is used to control the ¯ow of traf®c across
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Figure 2.55 The ATM cell header



the User-to-Network Interface (UNI) and is used only at the UNI. When cells are transmitted between switches, the four bits become an extension of the VPI ®eld, permitting a larger VPI value to be carried in the cell header. Two modes of GFC based ¯ow-control are speci®edÐuncontrolled access and controlled access. When uncontrolled access is speci®ed, all bits in the GFC ®eld are set to zero. In the controlled access mode the ®eld is set when congestion occurs. Virtual Path Identi®er ®elds The Virtual Path Identi®er (VPI) identi®es a path between two locations in an ATM network that provides transportation for a group of virtual channels, where a virtual channel represents a connection between two communicating ATM devices. Thus, a virtual path can be considered to represent a bundle of channels between two endpoints. When an endpoint has no data to transmit, the VPI ®eld is set to all zeros to indicate an idle condition. As previously explained, when transmission occurs between switches, the GFC ®eld is used to support an extended VPI value. Virtual Channel Identi®er ®eld The Virtual Channel Identi®er (VCI) can be considered to represent the second part of the two-level routing hierarchy used by ATM, where a group of virtual channels (VCs) are used to form a virtual path (VP). The virtual channel identi®er identi®es a virtual channel, which, in turn, represents the ¯ow of a single network connection data ¯ow between two ATM endpoints. ATM standards de®nes the virtual channel as a unidirectional connection. Thus, two virtual channels must be established between ATM endpoints to support a bidirectional data ¯ow. Figure 2.56 illustrates the relationship between virtual paths and virtual channels. Here the virtual channel represents a connection between two communicating ATM entities, such as an endpoint to a central of®ce switch, or between two
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Figure 2.56 Relationship between virtual paths and virtual channels



switches. The virtual channel can represent a single ATM link or a concatenation of two or more links, with communications on the channel occurring in cell sequence order at a prede®ned quality of service. In comparison, each virtual path represents a group of VCs transported between two points that can ¯ow over one or more ATM links. Although VCs are associated with a VP, they are neither unbundled nor processed. Thus, the purpose of a virtual path is to provide a mechanism for bundling traf®c routed towards the same destination. This technique enables ATM switches to examine the VPI ®eld within the cell header to make a decision concerning the relaying of the cell instead of having to examine the entire three-byte address formed by the VPI and the VCI. When an endpoint is in an idle condition, the VPI ®eld is set to all zeros. Although the VCI ®eld will also be set to all zeros to indicate the idle condition, other non-zero VCI values are reserved for use with a VPI zero value to indicate certain prede®ned conditions. For example, the VPI ®eld value of zero with a VCI ®eld value of 5 is used to transmit a signaling/connection request. Payload Type Identi®er ®eld The Payload Type Identi®er (PTI) ®eld consists of three bits in the fourth byte of the cell header. This ®eld is used to identify the type of information carried by the cell. Values 0±3 are reserved to identify various types of user data, 4 and 5 denote management information, while 6 and 7 are reserved for future use. Cell Loss Priority ®eld The last bit in the fourth byte of the cell header represents the Cell Loss Priority (CLP) ®eld. This bit is set by the AAL Layer and used by the ATM Layer throughout an ATM network as an indicator of the importance of the cell. If the CLP is set to 1, it indicates the cell can be discarded by a switch experiencing congestion. If the cell should not be discarded because of the necessity to support a predi®ned quality of service (QoS), the AAL Layer will set the CLP bit to 0. The CLP bit can also be set by the ATM Layer if a connection exceeds the quality of service (QoS) level agreed to during the initial communications handshaking process when setup information is exchanged.



262 __________________________________________________________ WIDE AREA NETWORKS



Header Error Check ®eld The last byte in the ATM cell header is the Header Error Check (HEC). The purpose of the HEC is to provide protection for the ®rst four bytes of the cell header against the misdelivery of cells due to errors affecting the addresses within the header. To accomplish this the HEC functions as an error detecting and correcting code. The HEC is capable of detecting all single and certain multiple bit errors as well as correcting single-bit errors. The actual use of this ®eld will depend upon how ATM equipment is designed. If a majority of anticipated errors are expected to be single-bit errors, this ®eld can be used for error correction; however, its use introduces a risk of generating unwanted erroneous traf®c if a mistake is made in the correction process when a number of bits are in error.



ATM connections and cell switching Now that we have a basic understanding of the ATM cell header to include the virtual path and virtual channel identi®ers, we can turn our attention to the methods used to establish connections between endpoints as well as to how connection identi®ers are used for cell switching to route cells to their destination. Connections In comparison to most LANs that are connectionless, ATM is a connectionoriented communications technology. This means that a connection has to be established between two ATM endpoints prior to actual data being transmitted between the endpoints. The ATM connection can be established as a Permanent Virtual Circuit (PVC) or as a Switched Virtual Circuit (SVC). A PVC can be considered as being similar to a leased line, with routing established for long-term use. Once a PVC is established, no further network intervention is required any time a user wishes to transfer data between endpoints connected via a PVC. In comparison, a SVC can be considered as being similar to a telephone call made on the switched telephone network. That is, the SVC requires network intervention to establish the path linking endpoints each time a SVC occurs. Both PVCs and SVCs include the `V' (Virtual) as they represent virtual rather than permanent or dedicated connections. This means that through statistical multiplexing, an endpoint can receive calls from one or more distant endpoints. Cell switching The VPI and VCI ®elds within a cell header can be used individually or collectively by a switch to determine the output port for relaying or transferring a cell. To determine the output port, the ATM switch ®rst reads the incoming VPI, VCI, or both ®elds, with the ®eld read dependent upon the location of the switch in the network. Next, the switch will use the connection identi®er information to perform a table lookup operation. That operation uses the current connection identi®er as a match criteron to determine the output port the cell will be routed
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onto as well as a new connection identi®er to be placed into the cell header. The new connection identi®er is then used for routing between the next pair of switches or from a switch to an endpoint. Types of switches There are two types of ATM switches, the differences being related to the type of header ®elds read for establishing cross-connections through the switch. A switch limited to reading and substituting VPI values is commonly referred to as a VP switch. This switch operates relatively fast. A switch that reads and substitutes both VPI and VCI values is commonly referred to as a Virtual Channel (VC) switch. A VC switch generally has a lower cell operating rate than a VP switch as it must examine additional information in each cell header. You can consider a VP switch as being similar to a central of®ce switch, while a VC switch would be similar to endof®ce switches. Using connection identi®ers To illustrate the use of connection identi®ers in cell switching, consider Figure 2.57, which illustrates a three-switch ATM network with four endpoints. When switch 1 receives a cell on port 2 with VPI = 0, VCI = 10, it uses the VPI and VCI values to perform a table lookup, assigning VPI = 1, VCI = 12 for the cell header and switching the cell onto port 1. Similarly, when switch 1 receives a cell on port 3 with VPI = 0, VCI = 18 its table lookup operation results in the assignment of VPI = 1, VCI = 15 to the cell's header and the forwarding of the cell onto port 1. If we assume switch 2 is a VP switch, it reads and modi®es only the VPI, thus, the VCIs are shown exiting the switch with the same values they had upon entering the switch. At switch 3, the VPC is broken down, with virtual channels assigned to route cells to endpoints C and D that were carried in a common virtual path from switch 1 to switch 3.



Figure 2.57



Cell switching example
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The assignment of VPI and VCI values is an arbitrary process which considers those already in use, with the lookup tables being created when a connection is established through the network. That connection results from an ATM endpoint requesting a connection setput via the User-to-Network Interface through the use of a signaling protocol which contains an address within the cell. That address can be in one of three formats. One known as E.164 is the same as that used in public telephone networks, while the other two address formats include domain identi®ers that allow address ®elds to be assigned by different organizations. The actual signaling method is based upon the signaling protocol used in ISDN and enables a quality of service to be negotiated and agreed to during the connection setup process. The quality of service is based upon metrics assigned to different traf®c classes, permitting an endpoint to establish several virtual connections where each connection transports different types of data with different performance characteristics assigned to each connection. ATM is a complex evolving technology which provides the potential to integrate voice, data, video, and images across LANs and WANs. Although it is still in a state of infancy, several communications carriers have gone on record to commit the expenditure of a considerable amount of money to implement the technology into their infrastructure for WAN operations. A similar commitment is not possible with respect to LANs as each organization is the ultimate controller of their destiny. Like all technologies, ATM will compete based upon price and performance. Since such high speed technologies as Fast Ethernet offer 100 Mbps operations at a fraction of the current cost of ATM equipment, the adaptation of ATM on LANs may become more of a gradual evolutionary process than a technological revolution.



REVIEW QUESTIONS 2.1.1 De®ne the term `wide area network'. 2.1.2 Describe four types of wide area network transmission facilities. 2.2.1 What is the most commonly used circuit switched network? 2.2.2 De®ne the term `switched virtual call'. 2.2.3 What is the key difference between LAN and WAN circuit switching? 2.2.4 Describe how a communications carrier would employ FDM between two carrier of®ces. 2.2.5 How many voice conversations can an ITU FDM standard mastergroup transport? 2.2.6 What is the actual data transmission capability of a T1 circuit that operates at 1.544 Mbps? 2.2.7 Describe the functions performed by the three key components of a digital channel bank.



REVIEW QUESTIONS ______________________________________________________________ 265 2.2.8 What is the data rate generated by the Pulse Code Modulation process used to construct a digitized voice signal? 2.2.9 Describe the functions of the three primary components of a channel bank. 2.2.10 Discuss the difference between transmitting voice and data with respect to the delay each can tolerate when ¯owing through a network. 2.3.1 Describe three types of private networks that can be constructed through the use of leased lines. 2.3.2 List two types of analog and four types of digital leased lines you can consider when constructing a private network. 2.3.3 What is the key difference between multiplexing and routing? 2.3.4 What are the functions of a router's LAN and serial ports? 2.4.1 What was the rationale for the development of packet swithcing networks? 2.4.2 What is the primary function of a packet switch? 2.4.3 What is the difference between ITU Recommendations X.25, X.28, X.29, and X.3? 2.4.4 Describe two methods by which a non-packet mode device can be connected to an X.25 network. 2.4.5 What is the difference between a datagram packet network and a virtual circuit based network with respect to packet ¯ow? 2.4.6 What is the primary function of PAD? 2.4.7 What are some of the functions performed by layer 3 operations on an X.25 packet network? 2.4.8 How are logical channel numbers used in an X.25 packet network? 2.4.9 Describe the potential use of receiver ready (RR) and receiver not ready (RNR) packets. 2.4.10 Compare X.25 to frame relay by discussing the role of ¯ow control and error checking for each network. 2.4.11 What is the difference between a PAD and a FRAD? 2.4.12 What is a Committed Information Rate (CIR)? 2.4.13 Under what conditions will a frame relay network discard frames? 2.4.14 What is the purpose of a frame relay data link connection identi®er (DLCI)? What is the equivalent DLCI on an X.25 network?



266 __________________________________________________________ WIDE AREA NETWORKS 2.4.15 Assume congestion occurred on a frame relay network. What two bits in the frame relay header would be set when frames ¯ow through a switch experiencing congestion? 2.4.16 How does a frame relay network handle errored frames? 2.4.17 What is the relationship between the CIR, the measurement interval (Tc ) and the committed burst size (Bc ) on a frame relay network? 2.4.18 What value does the sum of the committed burst size (Bc ) and excess burst size (Be ) represent? 2.4.19 When voice is transported over a frame relay network, why is it important to place frames transporting voice in a FRADs queue ahead of frames transporting data? 2.5.1 What is the only protocol suite supported on the Internet? 2.5.2 What are two key differences between TCP and UDP? 2.5.3 Is TCP/IP a WAN, a LAN, or a combined WAN and LAN protocol? 2.5.4 What is the primary purpose of data fragmentation? 2.5.5 What layers in the TCP/IP protocol suite are responsible for the division of a message into datagrams and message fragmentation? 2.5.6 What is the purpose of the Address Resolution Protocol (ARP)? 2.5.7 How would you identify TCP segments containing a ®le transfer and a Telnet session ¯owing on the same transmission path? 2.5.8 What ®eld in the TCP header provides a ¯ow control mechanism? 2.5.9 Explain how the altering of a TCP windows ®eld value can be used to control the ¯ow of information. 2.5.10 Explain the relationship between port addresses contained in the TCP or UDP header and IP address with respect to the transmission and delivery of different application data between two computers. 2.5.11 How is a datagram prevented from wandering the Internet forever? 2.5.12 How does an IP datagram indicate the higher layer protocol used to create a message carried in the datagram? 2.5.13 Discuss the relationship between the number of network identi®ers that can be de®ned on Class A, Class B, and Class C addresses. 2.5.14 Explain why a maximum of 254 devices can be assigned addresses on a Class C network even though the host portion of a Class C address is 8 bits in length. 2.5.15 What device is responsible for providing a translation between a device's nearEnglish domain name and its IP address?



REVIEW QUESTIONS ______________________________________________________________ 267 2.5.16 Create an example of a domain name based address for an ftp server operated by a commercial organization called Microware. 2.5.17 What are the three types of IPvc6 addresses? 2.5.18 Reduce the IPv6 address



301C : 0000 : 0000 : 0000 : 000A : FFBA : 000E : 1234



through the use of leading zero suppression and a double colon. 2.5.19 Describe two methods that can be used to migrate to IPv6. 2.6.1 Discuss the role of the SSCP, PU and LU in an SNA network. 2.6.2 Describe how an IBM PC or compatible computer connected to an SNA network can provide a simultaneous interactive display and printing capability. 2.6.3 What is a domain? 2.6.4 What is the function of an IBM communications controller? 2.6.5 What does peer-to-peer communications mean? 2.6.6 What is the function of pacing? 2.6.7 Describe the function of APPN end nodes, network nodes, and low-entry networking nodes. 2.6.8 Discuss the importance of APPN's `class of service' route selection. 2.7.1 Discuss two bene®ts obtained from the use of the relatively short ®xed sized cell used in ATM. 2.7.2 When referring to ATM, what does the term `scalability' reference? 2.7.3 What feature enables ATM to adjust network performance during unexpected congestion? 2.7.4 What is the function of the ATM Adaptation Layer? 2.7.5 Why is the ATM Adaptation Layer not required at an ATM switch? 2.7.6 What is the function of the ATM Layer? 2.7.7 Where in the ATM network are idle or empty cells generated? 2.7.8 What is the advantage associated with the absence of a speci®c Physical Layer being de®ned in the ATM protocol stack? 2.7.9 What are some of the functions of an ATM network interface card?



268 __________________________________________________________ WIDE AREA NETWORKS 2.7.10 What are the two key functions performed by a LAN switch that has an ATM NIC? 2.7.11 Discuss the differences between a LAN switch and an ATM switch. 2.7.12 Discuss the difference between the User-to-Network Interface and the Network-toNode Interface. 2.7.13 What is the purpose of a virtual path? 2.7.14 What is the purpose of the Cell Loss Priority ®eld in the ATM cell header? 2.7.15 What is the purpose of the Header Error Check ®eld in the ATM cell header? 2.7.16 What are the two types of connections supported by ATM? 2.7.17 What is the difference between a VP switch and a VC switch with respect to their operating rate?
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LOCAL AREA NETWORKS To obtain an appreciation for the role of different networking devices we must have a ®rm understanding of the operational characteristics of both wide area and local area networks. Since the ®rst two chapters in this book were oriented towards wide area network concepts and different types of WANs, we will now turn our attention to local area networks. In doing so we will ®rst brie¯y examine the origins and major bene®ts derived from the utilization of local area networks and their relationship to typical network applications. In doing so we will compare and contrast LANs and WANs to obtain a better understanding of the similarities and differences between the two types of networks. Next, we will look at the major areas of local area network technology and the effect these areas have upon the ef®ciency and operational capability of such networks. Here, our examination will focus upon network topology, transmission media and the major access methods employed in LANs. Using the previous material as a base, we will then focus our attention upon the operation of several types of local area networks.



3.1 OVERVIEW This chapter, in conjunction with the ®rst two chapters in this book and along with Chapter 4, provides the foundation for Chapter 5 which is focused upon the detailed operation and utilization of internetworking devices. Those devices connect LANs together, both directly when they are located in close proximity to one another, and indirectly via a wide area network when they are located in different geographical areas. Thus, obtaining an understanding of WANs and LANs provides the foundation for discussing LAN internetworking devices presented in Chapter 5. In that chapter we will examine the use of bridges, routes, switches, and gateways. Since an explanation of some of the functions and methods of utilization of those internetworking devices requires the knowledge of digital networking equipment and techniques presented in Chapter 4, the chapter covering internetworking devices follows that chapter. Although several types of Ethernet and Token-Ring LANs are covered in this chapter, ATM may be conspicuous by its absence. ATM represents both a LAN and a WAN technology, and an overview of ATM with respect to its use on a wide
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area network was provided in Chapter 2. Since the use of ATM directly to the desktop is similar for both LANs and WANs, its coverage in this chapter would duplicate information previously presented in Chapter 2. However, since the use of ATM as a LAN backbone requires a process referred to as LAN Emulation (LANE), we will examine that process in Chapter 5 when we cover LAN internetworking devices.



Origin The origin of local area networks can be traced, in part, to IBM terminal equipment introduced in 1974. At that time, IBM introduced a series of terminal devices designed for use in transaction-processing applications for banking and retailing. What was unique about those terminals was their method of connection; a common cable that formed a loop provided a communications path within a localized geographical area. Unfortunately, limitations in the data transfer rate, incompatibility between individual IBM loop systems, and other problems precluded the widespread adoption of this method of networking. The economics of mediasharing and the ability to provide common access to a centralized resource were, however, key advantages, and they resulted in IBM and other vendors investigating the use of different techniques to provide a localized communications capability between different devices. In 1977, Datapoint Corporation began selling its Attached Resource Computer Network (Arcnet), considered by most people to be the ®rst commercial local area networking product. Since then, hundreds of companies have developed local area networking products, and the installed base of terminal devices connected to such networks has increased exponentially. They now number in the tens of millions.



Comparison to WANs Local area networks can be distinguished from wide area networks by geographic area of coverage, data transmission and error rates, ownership, government regulation, data routing and, in many instances, the type of information transmitted over the network.



Geographic area The name of each network provides a general indication of the scope of the geographic area in which it can support the interconnection of devices. As its name implies, a LAN is a communications network that covers a relatively small local area. This area can range in scope from a department located on a portion of a ¯oor in an of®ce building, to the corporate staff located on several ¯oors in the building, to several buildings on the campus of a university. Regardless of the LAN's area of coverage, its geographic boundary will be restricted by the physical transmission limitations of the local area network. These limitations include the cable distance between devices connected to the LAN and the total length of the LAN cable. In comparison, a wide area network can provide
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communications support to an area ranging in size from a town or city to a state, country, or even a good portion of the entire world. Here, the major factor governing transmission is the availability of communications facilities at different geographic areas that can be interconnected to route data from one location to another.



Data transmission and error rates Two additional areas that differentiate LANs from WANs and explain the physical limitation of the LAN geographic area of coverage are the data transmission rate and the error rate for each type of network. LANs normally operate at a megabitper-second rate, typically ranging from 4 Mbps to 16 Mbps, with several LANs operating at 100 Mbps and the recently introduced Gigabit Ethernet network operating at 1 Gbps. In comparison, the communications facilities used to construct a major portion of most WANs provide a data transmission rate at or under the T1 and E1 data rates of 1.544 Mbps and 2.048 Mbps. Since LAN cabling is primarily within a building or over a small geographical area, it is relatively safe from natural phenomena, such as thunderstorms and lightning. This safety enables transmission at a relatively high data rate, resulting in a relatively low error rate. In comparison, since wide area networks are based on the use of communications facilities that are much farther apart and always exposed to the elements, they have a much higher probability of being disturbed by changes in the weather, electronic emissions generated by equipment, or such unforeseen problems as construction workers accidentally causing damage to a communications cable. Because of these factors, the error rate on WANs is considerably higher than the rate experienced on LANs. On most WANs you can expect to experience an error rate between 1 in a million (10 6 ) and 1 in 10 million (10 7 ) bits. In comparison, the error rate on a typical LAN may exceed that range by one or more orders of magnitude, resulting in an error rate from 1 in 10 million (10 7 ) to 1 in 100 million (10 8 ) bits.



Ownership The construction of a wide area network requires the leasing of transmission facilities from one or more communications carriers. Although your organization can elect to purchase or lease communications equipment, the transmission facilities used to connect diverse geographical locations are owned by the communications carrier. In comparison, an organization that installs a local area network normally owns all of the components used to form the network, including the cabling used to form the transmission path between devices.



Regulation Since wide area networks require transmission facilities that may cross local, state, and national boundaries, they may be subject to a number of governmental regulations at the local, state, and national levels. In comparison, regulations
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affecting local area networks are primarily in the areas of building codes. Such codes regulate the type of wiring that can be installed in a building and whether the wiring must run in a conduit.



Data routing and topology In a local area network, data is routed along a path that de®nes the network. That path is normally a bus, ring, tree, or star structure, and data always ¯ows on that structure. The topology of a wide area network can be much more complex. In fact, many wide area networks resemble a mesh structure, including equipment used to reroute data in the event of communications circuit failure or excessive traf®c between two locations. Thus, the data ¯ow on a wide area network can change, while the data ¯ow on a local area network primarily follows a single basic route.



Type of information carried The last major difference between local and wide area networks is in the type of information carried by each network. Many wide area networks support the simultaneous transmission of voice, data, and video information. In comparison, most local area networks are currently limited to carrying data. In addition, although all wide area networks can be expanded to transport voice, data, and video, many local area networks are restricted by design to the transportation of data. Table 3.1 summarizes the similarities and differences between local and wide area networks. Table 3.1 Comparing LANs and WANs Characteristic



Local area network



Wide area network



Geographic area of coverage



Localized to a building, group of buildings, or campus



Can span an area ranging in size from a city to the globe



Data transmission rate



Typically 4 Mbps to 16 Mbps, with relatively new copper ®ber optic-based networks operating at 100 Mbps and 1 Gbps



Normally operate at or below T1 and E1 transmission rates of 1.544 Mbps and 2.048 Mbps



Error rate Ownership



1 in 10 7 to 1 in 10 8 Usually with the implementor



1 in 10 6 to 1 in 10 7 Communications carrier retains ownership of line facilities



Data routing



Normally follows ®xed route



Switching capability of network allows dynamic alteration of data ¯ow



Topology



Usually limited to bus, ring, tree, and star



Virtually unlimited design capability



Type of information carried



Primarily data



Voice, data, and video commonly integrated
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Utilization bene®ts In its simplest form, a local area network is a cable that provides an electronic highway for the transportation of information to and from different devices connected to the network. Because a LAN provides the capability to route data between devices connected to a common network within a relatively limited distance, numerous bene®ts can accrue to users of the network. These can include the ability to share the use of peripheral devices, thus obtaining common access to data ®les and programs, the ability to communicate with other people on the LAN by electronic mail, and the ability to access the larger processing capability of mainframes or minicomputers through the common gateways that link a local area network to larger computer systems.



Peripheral sharing Peripheral sharing allows network users to access relatively expensive color laser printers, CD-ROM systems, and other devices that may be needed only a small portion of the time a workstation is in operation. Thus, users of a LAN can obtain access to resources that would probably be too expensive to justify for each individual workstation user.



Common software access The ability to access data ®les and programs from multiple workstations can substantially reduce the cost of software. In addition, shared access to database information allows network users to obtain access to updated ®les on a real-time basis.



Electronic mail One popular type of application program used on LANs enables users to transfer messages electronically. Commonly referred to as electronic mail or e-mail, this type of application program can be used to supplement and, in many cases, eliminate the need for paper memoranda.



Gateway access to mainframes For organizations with mainframe or minicomputers, a local area network gateway can provide a common method of access to those computers. Without the use of a LAN gateway, each personal computer requiring access to a mainframe or minicomputer would require a separate method of access. This might increase both the complexity and the cost of providing access.
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3.2 TECHNOLOGICAL CHARACTERISTICS Although a local area network is a limited distance transmission system, the variety of options available for constructing such networks is anything but limited. Many of the options available for the construction of local area networks are based on the technological characteristics that govern their operation. These characteristics include different topologies, signaling methods, transmission media, access methods used to transmit data on the network, and the hardware and software required to make the network operate.



Topology The topology of a local area network is the structure or geometric layout of the cable used to connect stations on the network. Unlike conventional data communications networks, which can be con®gured in a variety of ways with the addition of hardware and software, most local area networks are designed to operate based upon the interconnection of stations that follow a speci®c topology. The most common topologies used in LANs include the loop, bus, ring, star, and tree, as illustrated in Figure 3.1.



Figure 3.1 LAN topology. The ®ve most common geometric layouts of local area network cabling form a loop, bus, ring, star, or tree structure



Loop As previously mentioned in this chapter, IBM introduced a series of transactionprocessing terminals in 1974 that communicated through the use of a common
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controller on a cable formed into a loop. This type of topology is illustrated at the top of Figure 3.1. Since the controller employed a poll-and-select access method, terminal devices connected to the loop required a minimum of intelligence. Although this reduced the cost of terminals connected to the loop, the controller lacked the intelligence to distribute the data ¯ow evenly among terminals. A lengthy exchange between two terminal devices or between the controller and a terminal would thus tend to bog down this type of network structure. A second problem associated with this network structure was the centralized placement of network control in the controller. If the controller failed, the entire network would become inoperative. Due to these problems, the use of loop systems is restricted to several niche areas, and they are essentially considered a derivative of a local area network.



Bus In a bus topology structure, a cable is usually laid out as one long branch, onto which other branches are used to connect each station on the network to the main data highway. Although this type of structure permits any station on the network to talk to any other station, rules are required for recovering from such situations as when two stations attempt to communicate at the same time. Later in this chapter, we will examine the relationships among the network topology, the method employed to access the network, and the transmission medium employed in building the network.



Ring In a ring topology, a single cable that forms the main data highway is shaped into a ring. As with the bus topology, branches are used to connect stations to one another via the ring. A ring topology can thus be considered to be a looped bus. Typically, the access method employed in a ring topology requires data to circulate around the ring, with a special set of rules governing when each station connected to the network can transmit data.



Star The fourth major local area network topology is the star structure. In a star network, each station on the network is connected to a network controller. Access from any one station on the network to any other station is accomplished through the network controller. Here, the network controller can be viewed as functioning similarly to a telephone switchboard, since access from one station to another station on the network can occur only through the central device.



Tree A tree network structure represents a complex bus. In this topology, the common point of communications at the top of the structure is known as the headend. From
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the headend, feeder cables radiate outward to nodes, which in turn provide workstations with access to the network. There may also be a feeder cable route to additional nodes, from which workstations gain access to the network.



Mixed topologies Some network are a mixture of topologies. For example, as previously discussed, a tree structure can be viewed as a series of interconnected buses. Another example of the mixture of topologies is a type of Ethernet known as 10BASE-T. That network can actually be considered a star±bus topology, in which workstations are ®rst connected to a common device known as a hub, which in turn can be connected to other hubs to expand the network.



Comparison of topologies Although there are close relationships among the topology of the network, its transmission media, and the method used to access the network, we can examine topology as a separate entity and make several generalized observations. First, in a star network, the failure of the network controller will render the entire network inoperative. This is because all data ¯ow on the network must pass through the network controller. On the positive side, the star topology normally consists of telephone wires routed to a switchboard. A local area network that can use in-place twisted-pair telephone wires in this way is simple to implement and usually very economical. In a ring network, the failure of any node connected to the ring normally inhibits data ¯ow around the ring. Due to the fact that data travels in a circular path on a ring network, any cable break has the same effect as the failure of the network controller in a star-structured network. Since each network station is connected to the next network station, it is usually easy to install the cable for a ring network. In comparison, a star network may require cabling each section to the network controller if existing telephone wires are not available, and this can result in the installation of very long cable runs. In a bus-structured network, data is normally transmitted from a single station to all other stations located on the network, with a destination address appended to each transmitted data block. As part of the access protocol, only the station with the destination address in the transmitted data block will respond to the data block. This transmission concept means that a break in the bus may be limited to affecting only network stations on one side of the break that wish to communicate with stations on the other side of the break. Thus, unless a network station functioning as the primary network storage device becomes inoperative, a failure in a busstructured network is usually less serious than a failure in a ring network. However, some local area networks, such as Token-Ring and FDDI, were designed to overcome the effect of certain types of cable failures. Token-Ring networks include a backup path which, when manually placed into operation, may be able to overcome the effect of a cable failure between hubs (referred to as multistation access
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units or MAUs). In an FDDI network, a second ring can be activated automatically as part of a self-healing process to overcome the effect of a cable break. A tree-structured network is similar to a star-structured network in that all signals ¯ow through a common point. In the tree-structured network the common signal point is the headend. Failure of the headend renders the network inoperative. This network structure requires the transmission of information over relatively long distances. For example, communications between two stations located at opposite ends of the network would require a signal to propagate twice the length of the longest network segment. Due to the propagation delay associated with the transmission of any signal, the use of a tree structure may result in a response time delay for transmissions between the nodes that are most distant from the headend.



Signaling methods The signaling method used by a local area network refers to both the way data is encoded for transmission and the frequency spectrum of the media. To a large degree, the signaling method is related to the use of the frequency spectrum of the media.



Broadband versus baseband Two signaling methods used by LANs are broadband and baseband. In broadband signaling, the bandwidth of the transmission medium is subdivided by frequency to form two or more subchannels, with each subchannel permitting data transfer to occur independently of data transfer on another subchannel. In baseband signaling only one signal is transmitted on the medium at any point in time. Broadband is more complex than baseband, because it requires information to be transmitted via the modulation of a carrier signal, thus requiring the use of special types of modems. Figure 3.2 illustrates the difference between baseband and broadband signaling with respect to channel capacity. It should be noted that although a twisted-pair wire system can be used to transmit both voice and data, data transmission is baseband since only one channel is normally used for data. In comparison, a broadband system on coaxial cable can be designed to carry voice and several subchannels of data, as well as fax and video transmission.



Broadband signaling A broadband local area network uses analog technology, in which high frequency (HF) modems operating at or above 4 kHz place carrier signals onto the transmission medium. The carrier signals are then modi®edÐa process known as modulation, which impresses information onto the carrier. Other modems connected to a broadband LAN reconvert the analog signal block into its original digital formatÐa process known as demodulation.
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Figure 3.2 Baseband versus broadband signaling. In baseband signaling the entire frequency bandwidth is used for one channel. In comparison, in broadband signaling the channel is subdivided by frequency into many subchannels



The most common modulation method used on broadband LANs is frequency shift keying (FSK), in which two different frequencies are used, one to represent a binary 1 and another to represent a binary 0. Another popular modulation method uses a combination of amplitude and phase shift changes to represent pairs of bits. Referred to as amplitude modulation phase shift keying (AM PSK), this method of analog signaling is also known as duobinary signaling because each analog signal represents a pair of digital bits. Because it is not economically feasible to design ampli®ers that boost signal strength to operate in both directions, broadband LANs are unidirectional. To provide a bidirectional information transfer capability, a broadband LAN uses one channel for inbound traf®c and another channel for outbound traf®c. These channels can be de®ned by differing frequencies or obtained by the use of a dual cable.



Baseband signaling In comparison to broadband local area networks, which use analog signaling, baseband LANs use digital signaling to convey information. To understand the digital signalnig methods used by most baseband LANs, let us ®rst review the method of digital signaling used by computers and terminal devices. In that signaling method a positive voltage is used to represent a binary 1, while the absence of voltage (0 volts) is used to represent a binary 0. If two successive 1 bits occur, two successive bit positions then have a similar positive voltage level or a similar zero voltage lever. Since the signal goes from 0 to some positive voltage and does not return to 0 between successive binary 1's, it is referred to as a unipolar nonreturn to zero (NRZ) signal. This signaling technique is illustrated in Figure 3.3a. Although unipolar non-return to zero signaling is easy to implement, its use for transmission has several disadvantages. One of the major disadvantages associated with this signaling method involves determining where one bit ends and another begins. Overcoming this problem requires synchronization between a transmitter and receiver by the use of clocking circuitry, which can be relatively expensive.
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Figure 3.3 Baseband signaling techniques. In Manchester coding a timing transition occurs in the middle of each bit and the line code maintains an equal amount of positive and negative voltage. Under differential Manchester coding, the direction of the signal's voltage transition changes whenever a binary 1 is transmitted



To overcome the need for clocking, baseband LANs use Manchester or Differential Manchester coding. In Manchester coding a timing transition always occurs in the middle of each bit, while an equal amount of positive and negative voltage is used to represent each bit. This coding technique provides a good timing signal for clock recovery from received data, due to its timing transitions. In addition, since the Manchester code always maintains an equal amount of positive and negative voltage, it prevents direct current (DC) voltage buildup, enabling repeaters to be spaced further apart from one another. Figure 3.3(b) illustrates an example of Manchester coding. Note that a low to high voltage transition represents a binary 1, while a high to low voltage transition represents a binary 0. Differential Manchester coding is illustrated in Figure 3.3(c). The difference between Manchester and Differential Manchester coding occurs in the method by which binary 1's are encoded. In Differential Manchester coding, the direction of the signal's voltage transition changes whenever a binary 1 is transmitted, but remains the same for a binary 0. The IEEE 802.3 standard speci®es the use of Manchester coding for baseband Ethernet operating at data rates up to 10 Mbps. The IEEE 802.5 standard speci®es the use of Differential Manchester coding for Token-Ring networks at the physical layer to transmit and detect four distinct symbolsÐa binary 0, a binary 1, and two non-data symbols.



Transmission medium The transmission medium used in a local area network can range in scope from twisted-pair wire, such as is used in conventional telephone lines, to coaxial cable, ®ber optic cable, and electromagnetic waves such as those used by FM radio and infrared. Here, the latter two methods are used for the construction of wireless
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LANs. Each transmission medium has a number of advantages and disadvantages. The primary differences between media are their cost and ease of installation; the bandwidth of the cable, which may or may not permit several transmission sessions to occur simultaneously; the maximum speed of communications permitted; and the geographic scope of the network that the medium supports.



Twisted-pair Twisted-pair cable, as its name implies, consists of one or more pairs of insulated wire twisted together in a regular geometric pattern. Since a length of wire functions as an antenna and can pick up electromagnetic emissions, the wire pair would act similarly to a radio receiver. However, the twists are designed to produce a counterbalance to the receipt of such emissions, since the electromagnetic ®elds of the pair of wires have opposite polarities and intensities and cancel each other out, reducing their potential to cause transmission errors. UTP and STP Twisted-pair cables usually consist of 4, 8 or 12 wires producing 2, 4 or 6 pairs. A common 25-pair cable used to consolidate smaller pair bundles is primarily used for telephone wiring and is normally unsuitable for LAN applications. When twistedpairs are shielded with foil or another substance to reduce the effect of electromagnetic emissions the wiring is referred to as shielded twisted-pair (STP). Thus, non-shielded twisted-pair is referred to as unshielded twisted-pair (UTP). Conductors The conductors in twisted-pair wiring are referenced with respect to their thickness using American Wire Gauge (AWG) numbering. The most common AWG conductors used in twisted-pair are 19, 22, 24 and 26; however, the AWG number is inversely proportional to the thickness of the conductor. As you might expect, a thin conductor has more resistance to data ¯ow than a thicker wire. This is illustrated by the entries in Table 3.2 which denote the resistance for four common AWG cable pairs. As expected, a lower wire gauge has a thicker conductor which results in a lower resistance. Table 3.2 American Wire Gauge conductor resistances AWG 19 22 24 26



Ohms/1000 feet 16.1 32.4 51.9 83.5
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Cabling standards: general There are two general types of cabling standards by which many types of twistedpair wiring can be categorizedÐde facto and de jure (from the Latin phrases de facto and dejure). De facto standards represent a commonly used set of cabling rules and requirements which were developed by one or more vendors and do not carry the backing of a standards-making organization. Examples of defacto cabling `standards' include the original Ethernet cabling, which speci®ed the type of coaxial cable to be used in developing a LAN, and IBM's cabling system. The latter speci®es a variety of twisted-pair and optical cables for use with the development of Token-Ring networks. A de jure standard represents a standard developed by a standards-making organization. In the area of twisted-pair cabling the Electronics Industry Association and the Telecommunications Industry Association (EIA/TIA) working together developed several standards which have also been adopted by the American National Standards Institute (ANSI). Probably the most important standard is EIA/TIA-568, Commercial Building Telecommunications Wiring Standard. This standard contains detailed speci®cations on the electrical and physical characteristics of twisted-pair coaxial and optical ®ber cable as well as guidelines concerning the cabling of new and existing buildings. In discussion cabling standards I will review the characteristics of IBM's cabling system and the TIA/EIA-568 standard, focusing my discussion towards the twisted-pair cabling used by each standard. IBM cabling system The IBM cabling system was introduced in 1984 as a mechanism to support the networking requirements of of®ce environments. By de®ning standards for cables, connectors, faceplates, distribution panels, and other facilities IBM's cabling system was designed to support the interconnection of personal computers, conventional terminals, mainframe computers, and of®ce systems. In addition, this system permits devices to be moved from one location to another or added to a network through a simple connection to the cabling system's wall plates or surface mounts. The IBM cabling system speci®es seven different cabling categories. Depending upon the type of cable selected you can install the selected wiring indoors, outdoors, under a carpet, or in ducts and other air spaces. The IBM cabling system uses wire which conforms to the American Wire Gauge or AWG. As previously discussed, as the wire diameter gets larger the AWG number decreases, in effect resulting in an inverse relationship between wire diameter and AWG. The IBM cabling system uses wire between 22 AWG (0.644 mm) and 26 AWG (0.405 mm). Since a larger diameter wire has less resistance to current ¯ow than a smaller diameter wire, a smaller AWG permits cabling distances to be extended in comparison to a higher AWG cable.



Type 1 The IBM cabling system Type 1 cable contains two twisted-pairs of 22 AWG conductors. Each pair is shielded with a foil wrapping and both pairs are
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surrounded by an outer braided shield or with a corrugated metallic shield. One pair of wires uses shield colors of red and green, while the second pair of wires uses shield colors of orange and black. The braided shield is used for indoor wiring, while the corrugated metallic shield is used for outdoor wiring. Type 1 cable is available in two different designsÐplenum and non-plenum. Plenum cable is installed without the use of a conduit while non-plenum cable requires a conduit. Type 1 cable is typically used to connect a distribution panel or multistation access unit and the faceplate or surface mount at a workstation.



Type 2 Type 2 cable is actually a Type 1 indoor cable with the addition of four pairs of 22 AWG conductors for telephone usage. For this reason Type 1 cable is also referred to as data-grade twisted-pair cable, while Type 2 cable is known as two data-grade and four-grade twisted-pair. Due to its voice capability, Type 2 cable can support PBX interconnections. Like Type 1 cable, Type 2 cable supports plenum and nonplenum designs. Type 2 cable is not available in an outdoor version.



Type 3 Type 3 cable is conventional twisted-pair telephone wire, with a minimum of two twists per foot. Both 22 AWG and 24 AWG conductors are supported by this cable type. One common use of Type 3 cable is to connect PCs to hubs in a Token-Ring network.



Type 5 Type 5 cable is ®ber optic cable. Two 100/140 mm optical ®bers are contained in a Type 5 cable. This cable is suitable for indoor, non-plenum installation or outdoor aerial installation. Due to the extended transmission distance obtainable with ®ber optic cable, Type 5 cable is used in conjunction with the IBM 8219 Token-Ring Network Optical Fiber Repeater to interconnect two hubs up to 6600 feet (2 km) from one another.



Type 6 Type 6 cable contains two twisted-pairs of 26 AWG conductors for data communications. It is available for non-plenum applications only and its smaller diameter than Type 1 cable makes it slightly more ¯exible. The primary use of Type 6 cable is for short runs as a ¯exible path cord. This type of cable is often used to connect an adapter card in a personal computer to a faceplate which, in turn, is connected to a Type 1 or Type 2 cable which forms the backbone of a network.



Type 8 Type 8 cable is designed for installation under a carpet. This cable contains two individually shielded, parallel pairs of 26 AWG conductors with a plastic ramp
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designed to make under-carpet installation as unobtrusive as possible. Although Type 8 cable can be used in a manner similar to Type 1, it provides only half of the maximum transmission distance obtainable through the use of Type 1 cable.



Type 9 Type 9 cable is essentially a low-cost version of Type 1 cable. Like Type 1, Type 9 cable consists of two twisted-pairs of data cable; however, 26 AWG conductors are used in place of the 22 AWG wire used in Type 1 cable. As a result of the use of a smaller diameter cable, transmission distances on Type 9 cable are approximately two-thirds those obtainable through the use of Type 1 cable. The color coding on the shield of Type 9 cable is the same as that used for Type 1 cable.



Summary of cable types All seven types of cables de®ned by the IBM cabling system can be used to construct Token-Ring networks. However, the use of each type of cable has a different effect upon the ability to connect devices to the network, the number of devices that can be connected to a common network, the number of wiring closets in which hubs can be installed to form a ring, and the ability of the cable to carry separate voice conversations. The latter capability enables a common cable to be routed to a user's desk where a portion of the cable is connected to their telephone while another portion of the cable is connected to their computer's Token-Ring adapter card. Table 3.3 summarizes the performance characteristics of the cables de®ned by the IBM cabling system. The drive distance entry indicates the relative relationship between different types of cables with respect to the maximum cabling distance between a workstation and a hub as well as between hubs. Type 1 cable provides a maximum drive distance of 100 m between a workstation and hub and 300 m between hubs for a network operating at 4 Mbps. Other drive distance entries in Table 3.3 are relative to the drive distance obtainable when Type 1 cable is used. Table 3.3 IBM cabling system cable performance characteristics Cable type Performance characteristics Drive distance (relative to type 1) Data rate (Mbps) Maximum devices per ring Maximum closets per ring Voice support



1



2



3



5



6



8



9



1.0 16 260



1.0 16 260



0.45 4* 72



3.0 250 260



0.75 16 96



0.5 16 260



0.66 16 260



12



12



2



yes



yes



no



12 no



12 no



12 no



12 no



*Note: Although 16-Mbps operations are not directly supported by Type 3 cable, its use is quite common when drive distances are very short.
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Connectors The IBM cabling system includes connectors for terminating both data and voice conductors. The data connector has a unique design based upon the development of a latching mechanism which permits it to mate with another, identical connector. Figure 3.4 illustrates the IBM cabling system data connector. Its design makes it self-shorting when disconnected from another connector. This provides a TokenRing network with electrical continuity when a station is disconnected. Unfortunately, the data connector is expensive in comparison with RJ telephone connectors, with a typical retial price between $3 and $5, whereas an RJ telephone connector can be purchased for 10 cents or so.



Figure 3.4



IBM cabling system data connector



Due to the cost of data connectors and cable, acceptance of the IBM cabling system by end-users has been slow. Instead of being designed for IBM data connectors, many hub vendors as well as network adapter manufacturers design their products to use less expensive and far more available RJ connectors. Other vendors provide both an IBM data connector and an RJ telephone connector on their hubs, permitting users to select the type of connector they wish to use. EIA/TIA-568 cabling standard The Electronics Industry Association/Telecommunications Industries Association `Commercial Building Telecommunications Standard', commonly referred to as EIA/TIA-568, was rati®ed in 1992. This standard speci®es a variety of building cabling parameters, ranging from backbone cabling used to connect a building's telecommunications closets to an equipment room, to horizontal cabling used to cable individual users to the equipment closet. The standard de®nes the
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performance characteristics of both backbone and horizontal cables as well as different types of connectors used with different types of cable.



Backbone cabling Four types of media are recognized by the EIA/TIA-568 standard for backbone cabling. Table 3.4 lists the media options supported by the EIA/TIA-568 standard for backbone cabling. Table 3.4 EIA/TIA-568 backbone cabling media options Media type



Maximum cable distance



100 ohm UTP 150 ohm STP 50 ohm thick coaxial cable 62.5/125 mm multimode optical ®ber



800 meters (2624 feet) 700 meters (2296 feet) 500 meters (1640 feet) 2000 meters (6560 feet)



Horizontal cabling Horizontal cabling under the EIA/TIA-568 standard consists of cable which connects equipment in a telecommunications closet to a user's work area. The media options supported for horizontal cabling are the same as those speci®ed for backbone cabling with the exception of coaxial cable for which 50 ohm thin cable is speci®ed; however, cabling distances are restricted to 90 meters in length from equipment in the telecommunications closet to a telecommunications outlet. This permits a patch cord or drop cable up to 10 meters in length to be used to connect a user workstation to a telecommunications outlet, resulting in the total length of horizontal cabling not exceeding the 100 meter restriction associated with many LAN technologies that use UTP cabling.



UTP categories One of the more interesting aspects of the EIA/TIA-568 standard is its recognition that different signaling rates require different cable characteristics. This resulted in the EIA/TIA-568 standard classifying UTP cable into ®ve categories. Those categories and their suitability for different type of voice and data applications are indicated in Table 3.5. Table 3.5 EIA/TIA-568 UTP cable categories Category 1 Category Category Category Category



2 3 4 5



Voice or low speed data up to 56 kbps; not useful for LANs Data rates up to 1 Mbps Supports transmission up to 16 MHz Supports transmission up to 20 MHz Supports transmission up to 100 MHz
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In examining the entries in Table 3.5 note that categories 3 through 5 support transmission with respect to indicated signaling rates. This means that the ability of those categories of UTP to support different types of LAN transmission will depend upon thee signaling method used by different LANs. For example, consider a LAN encoding technique which results in six bits encoded into four signaling elements that have a 100 MHz signaling rate. Through the use of category 5 cable a data transmission rate of 150 Mbps ((6/4)  100) could be supported. Cateogory 3 cable is typically used for Ethernet and 4 Mbps Token-Ring LANs. Category 4 is normally used for 16 Mbps Token-Ring LANs, while category 5 cable supports 100 Mbps Ethernet LANs, such as 100VGAny-LAN and 100BASE-T as well as ATM to the desktop at both 25 Mbps and 155 Mbps operating rates.



UTP speci®cations: general The requirement to qualify a segment of installed cable and attached connectors resulted in the EIA/TIA-568 standard de®ning a series of link performance parameters. These parameters cover attenuation and Near End CrossTalk (NEXT) and are speci®ed for UTP cable categories in Annex E to the standard. Thus, let's turn our attention to the manner by which attenuation and NEXT are measured prior to examining the speci®cation limits for those two parameters on different types of cable.



UTP speci®cations: attenuation Attenuation represents the loss of signal power as a signal propagates from a transmitter at one end of the cable towards a receiving device located at the distant end of the cable. Attenuation is measured in decibels (dB) as indicated below:  Attenuation ˆ 20 log 10



 Transmit voltage Receive voltage



For those of us a little rusty with logarithms let's examine a few examples of attenuation computations. First, let's assume the transmit voltage was 100, while the receive voltage was 1. Then,   100 Attenuation ˆ 20 log 10 ˆ 20 log 10 100 1 The value of log 10 100 can be obtained by determining 10 to the appropriate power to equal 100. Since the answer is 2 (10 2 ˆ 100), log 10 100 has the value of 2 and 20 log 10 100 then has a value of 40. Now assume the transmit voltage was 10 while the receive voltage was 1. Then,  Attenuation ˆ 20 log 10



10 1



 ˆ 20 log 10 10
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Figure 3.5 Measuring attenuation. A one-way attenuation measurement requires the use of a meter or measuring device at the distant end. In comparison, a round-trip attenuation measurement can be accomplished through the use of a loopback plug at the distant end which ties transmit (T) and receive (R) wire pairs together



Since the value of log 10 10 is 1 (10 1 ˆ 10), 20 log 10 10 has a value of 20. Note that a comparison of the two examples indicates that a lower level of signal power loss results in a lower level of attenuation. Thus, the lower the attenuation the lower the signal loss. There are two methods by which attenuation can be measuredÐone-way and round-trip. Figure 3.5 compares each method of attenuation measurement.



UTP speci®cations: Near End CrossTalk (NEXT) Crosstalk represents the electromagnetic interference caused by a signal on one wire pair being emitted onto another wire pair, resulting in noise. Figure 3.6 illustrates the generation of crosstalk due to the ¯ow of current on one wire pair resulting in the creation of a magnetic ®eld. The magnetic ®eld induces a signal on the adjacent wire pair which represents noise. Since transmit and receive pairs are twisted and the transmit signal is strongest at its source, the maximum level of interference occurs at the cable connector and decreases as the signal traverses the cable. Thus, crosstalk is measured at the near end, hence the term NEXT. NEXT results in an induced or coupled signal ¯owing from the transmit pair to the receive pair even though both pairs are not interconnected. Mathematically, NEXT is de®ned in decibels (dB) as follows:   Transmit voltage NEXT ˆ 20 log 10 Coupled voltage Here the transmit voltage represents the power placed on the transmit pair, while the coupled signal is measured on the receive pair at the location where the transmit voltage was generated. Note that a larger dB NEXT measurement is better as it indicates a lower level of crosstalk. This is the opposite of attenuation,
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Figure 3.6 Crosstalk



since a lower attenuation reading indicates less signal loss and is better than a higher reading for that parameter. Table 3.6 indicates the EIA/TIA-568 speci®cation limits for categories 3, 4 and 5 UTP cable and for IBM cabling system types 1, 2, 6 and 9 cable. These categories represent the primary types of UTP and STP cable used for local area network data transmission. In examining the entries in Table 3.6 note that the attenuation and NEXT of a cable must be measured over a range of frequencies. That range is based upon the cable category. For example, since category 3 cable is designed to support signaling rates up to 16 MHz, attenuation and NEXT should be measured up to and including the highest signaling rate supported by that type of cable.



Coaxial cable Coaxial cable consists of a central conductor copper wire which is then covered by an insulator known as a dielectric. An overlapping woven copper mesh surrounds the dielectric and the mesh, in turn, is covered by a protective jacket which can consist of polyethylene or aluminum. Figure 3.7 illustrates the composition of a typical coaxial cable; however, it should be noted that over 100 types of coaxial cable are currently marketed. The key differences between such cables involve the number of conductors contained in the cable, the dielectric employed and the type of protective jacket and material used to provide strength to the cable which allows it to be pulled through conduits without breaking. Two basic types of coaxial cable are used in local area networks, with the type of cable based upon the transmission technique employed: baseband or broadband signaling. Both cable types are much more expensive than twisted-pair wire; however, the greater frequency bandwidth of coaxial cable permits higher data rates for longer distances than are obtainable over twisted-pair wire.
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Category 3



Category 4



Category 5



Attenuation



NEXT



Attenuation



NEXT



Attenuation



NEXT



4.2 7.3 10.2 11.5 14.9 Ð Ð Ð Ð Ð



39.1 29.3 24.3 22.7 19.3 Ð Ð Ð Ð Ð



2.6 4.8 6.7 7.5 9.9 11.0 Ð Ð Ð Ð



53.3 43.3 38.2 36.6 33.1 31.4 Ð Ð Ð Ð



2.5 4.5 6.3 7.0 9.2 10.3 11.4 12.8 18.5 24.0



60.3 50.6 45.6 44.0 40.6 39.0 37.4 35.7 30.6 27.1



(b) IBM cabling system Frequency (MHz) Cable type (P=plenum) 4 8 10 16 20 25 31.25 62.5 100.0 300.0



Attenuation (dB/km)



NEXT (dB/km)



1P/2P



6P/9P



1/2



6/9



1P/2P



6P/9P



22 31.1 34.8 44.0 49.2 61.7 68.9 97.5 123.3 209.2



33 46.7 52.2 66.0 73.8 93.3 104.3 147.5 186.6 323.2



22 N/S N/S 45 N/S N/S N/S N/S 128 N/S



33 N/S N/S 66 N/S N/S N/S N/S N/S N/S



58 54.9 53.5 50.4 49.0 47.5 46.1 41.5 38.5 31.3



52 48.9 47.5 44.4 43.0 41.5 40.1 35.5 32.5 25.3



* 12±20 MHz



Figure 3.7 Coaxial cable



1/2



6/9



Ð Ð 40* N/S N/S N/S N/S N/S N/S N/S



Ð Ð 34* N/S N/S N/S N/S N/S N/S N/S
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Normally, 50 coaxial cable is used in baseband networks, while 75 cable is used in broadband networks. The latter coaxial is identical to that used in cable television (CATV) applications, including the coaxial cable used in one's home. Data rates on baseband networks using coaxial cable range upward to between 50 and 100 Mbps. With broadband transmissions, data rates up to and including 400 Mbps are obtainable. Hardware interface A coaxial cable with a polythylene jacket is normally used for baseband signaling. Data is transmitted from stations on the network to the baseband cable in a digital format and the connection from each station to the cable is accomplished by the use of a simple coaxial T-connector. Figure 3.8 illustrates the hardware interface designed to connect a personal computer to a coaxial cable of a typical baseband local area network. Here the network adapter card is a hardware device that contains the logic to control network access and is inserted into one of the expansion slots in the system unit of a PC. At the rear of the computer's system unit a short section of coaxial cable is used to connect the network adapter card to baseband cable via a Tconnector.



Figure 3.8 Hardware interface to coaxial cable. The network adapter card is installed in the system unit of the PC and connected to the main coaxial cable of the network via a short coaxial cable interfaced to a T-connector



Since data on a baseband network travels in a digital form, those signals can be easily regenerated by the use of a device known as a repeater or data regenerator. This is a low-cost device that is constructed to look for a pulse rise; upon detecting the occurrence of the rise, it will disregard the entire pulse and regenerate an entirely pulse. You can thus install low-cost repeaters into a baseband coaxial network to extend the distance transmission can occur on the cable. Typically, a coaxial cable baseband system can cover a network of several miles and may contain hundreds to thousands of stations.
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Broadband coaxial cable To obtain independent subchannels derived by frequency on coaxial cable broadband transmission requires a method to translate the digital signals from PCs and other workstations into appropriate frequencies. This translation process is accomplished by the use of radio-frequency (RF) modems which modulate the digital data into analog signals and convert or demodulate received analog signals into digital signals. Since signals are transmitted at one frequency and received at a different frequency, a `head end' or frequency translator is also required for broadband transmission on coaxial cable. This device is also known as a remodulator as it simply converts the signals from one subchannel to another subchannel. The requirement for modems and frequency translators normally makes broadband transmission more expensive than baseband. Although the ability of broadband to support multiple channels provides it with an aggregate data transmission capacity that exceeds baseband, in general, baseband transmission permits a higher per-channel data ¯ow. While this is an important consideration for mainframe-tomainframe communications when massive amounts of data must be moved, for most personal computer ®le transfer operations the speed of either baseband or boradband transmission should be suf®cient. This fact may be better understood by comparing the typical transmission rates obtainable on baseband and broadband networks to drive a high-speed dot matrix printer and the differences between the time required to trnasmit data on the network and the time required to print the data. Typical transmission speeds on commonly employed baseband and broadband networks range from 2 to 16 Mbps. In comparison, a high-speed dot matrix printer operating at 120 cps would require approximately 200 s to print 1 second's worth of data transmitted at 2 Mbps and 1600 s to print 1 second's worth of data transmitted at 16 Mbps.



Fiber optic cable Fiber optic cable is a transmission medium for light energy and as such provides a very high bandwidth, permitting data rates ranging up to billions of bits per second. The ®ber optic cable consists of a thin core of glass or plastic which is surrounded by a protective shield. Several shielded ®bers in turn are bundled in a jacket with a central member of aluminum or steel employed for tensile strength. Digital data represented by electrical energy must be converted into light energy for transmission on a ®ber optic cable. This is normally accomplished by a lowpower laser or through the use of a light emitting diode and appropriate circuitry. At the receiver, light energy must be reconverted into electrical energy. Normally, a device known as a photodetector, as well as appropriate circuitry to regenerate the digital pulses and an ampli®er, are used to convert the received light energy into its original digital format. In addition to the high bandwidth of ®ber optic cables, they offer users several additional advantages in comparison to conventional tarnsmission mediums. Since data travels in the form of light, it is immune to electrical interference and building codes that may require expensive conduits to be installed for conventional cables
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are usually unnecessary. Similarly, ®ber optic cable can be installed through areas where the ¯ow of electricity could be dangerous since only light ¯ows through such cables. Since most ®bers only provide a single, unidirectional transmission path a minimum of two cables is normally required to connect all transmitters to all receivers on a network built using ®ber optic cable. Due to the higher cost of ®ber optic cable than coaxial or twisted-pair, the dual cable requirement of ®ber cables can make them relatively expensive in comparison to other types of cable. In addition, it is very dif®cult to splice such cable, which usually means skilled installers are required to implement a ®ber optic-based network. Similarly, once this type of network is installed, it is dif®cult to modify the network. Currently, the cost of the cable, dif®culty of installation and modi®cation make the utilization of ®ber optic-based local area networks impractical for many commercial applications. Today, the primary use of ®ber optic cable is to extend the distance between workstations on a network or to connect two distant networks to one another. The device used to connect a length of ®ber optic cable into the LAN or between LANs is a ®ber optic repeater. The repeater converts the electrical energy of signals ¯owing on the LAN into light energy for transmission on the ®ber optic cable. At the end of the ®ber optic cable, a second repeater converts light energy back into electrical energy. With the cost of the ®ber optic cable declining and improvements expected to simplify the installation and modi®cation of networks using this type of cable, the next few years may witness a profound movement toward the utilization of this transmission medium throughout local area networks.



Access method If the topology of a local area network can be compared to a data highway, then the access method might be viewed as the set of rules that enable data from one workstation to successfully reach its destination via the data highway. Without such rules, it is quite possible for two messages sent by two differnet workstations to collide, with the result that neither message reaches its destination. Two common access methods primarily employed in local area networks are CarrierSense Multiple Access with Collision Detection (CSMA/CD) and token passing. Each of these access methods is uniquely structured to address the previously mentioned collision and data destination problems. Prior to discussing how access methods work, let us ®rst examine the two basic types of devices that can be attached to a local area network to gain an appreciation for the work that the access method must accomplish.



Listeners and talkers We can categorize each device by its operating mode as being a listener or a talker. Some devices, like printers, only receive data, and thus operate only as listeners. Other devices, such as personal computers, can either transmit or receive data and
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are capable of operating in both modes. In a baseband signaling environment where only one channel exists, or on an individual channel on a broadband system, if several talkers wish to communicate at the same time, a collision will occur. Therefore, a scheme must be employed to de®ne when each device can talk and, in the event of a collision, what must be done to keep it from happening again. For data to reach its destination correctly, each listener must have a unique address, and its network equipment must be designed to respond to a message on the net only when it recognizes its address. The primary goals in the design of an access method are to minimize the potential for data collision, to provide a mechanism for corrective action when data collides, and to ensure that an addressing scheme is employed to enable messages to reach their destination.



Carrier-Sense Multiple Access with Collision Detection (CSMA/CD) CSMA/CD can be categorized as a listen then send access method. CSMA/CD was one of the earliest access techniques to be developed and is the technique used in Ethernet. Under the CSMA/CD concept, when a station has data to send, it ®rst listens to determine if any other station on the network is talking. The fact that the channel is idle is determined in one of two ways, based on whether the network is broadband or baseband. In a broadband network, the fact that a channel is idle is determined by carriersensing, or noting the absence of a carrier tone on the cable. In a baseband Ethernet network, one channel is used for data transmission and there is no carrier to monitor. Instead, baseband Ethernet encodes data using a Manchester code in which a timing transition always occurs in the middle of each bit as previously illustrated in Figure 3.3. Although baseband Ethernet does not transmit data via a carrier, the continuous transitions of the Manchester code can be considered as equivalent to a carrier signal. Carrier-sensing on a baseband network is thus performed by monitoring the line for activity. In a CSMA/CD network, if the channel is busy, the station will wait until it becomes idle before transmitting data. Since it is possible for two stations to listen at the same time and discover an idle channel, it is also possible that the two stations could then transmit at the same time. When this situation arises, a collision will occur. Upon sensing that a collision has occurred, a delay scheme will be employed to prevent a repetition of the collision. Typically, each station will use either a randomly generated or a prede®ned time-out period before attempting to retransmit the message that collided. Since this access method requires hardware capable of detecting the occurrence of a collision, additional circuitry required to perform collision detection adds to the cost of such hardware. Figure 3.9 illustrates a CSMA/CD bus-based local area network. Each workstation is attached to the transmission medium, such as coaxial cable, by a device known as a bus interface unit (BIU). To obtain an overview of the operation of a CSMA/CD network, assume that station A is currently using the channel and stations C and D wish to transmit. The BIUs connecting stations C and D to the network would listen to the channel and note it is busy. Once station A completes
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Figure 3.9 CSMA/CD network operation. In a CSMA/CD network, as the distance between workstations increases, the resulting increase in propagation delay time increases the probability of collisions



its transmission, stations C and D attempt to gain access to the channel. Since station A's signal takes longer to propagate down the cable to station D than to station C, C's BIU notices that the channel is free slightly before station D's BIU. However, as station C gets ready to transmit, station D now assumes the channel is free. Within an in®nitesimal period of time, C starts transmission, followed by D, resulting in a collision. Here, the collision is a function of the propagation delay of the signal and the distance between two competing stations. CSMA/CD networks therefore work better as the main cable length decreases. The CSMA/CD access technique is best suited for networks with intermittent transmission, since an increase in traf®c volume causes a corresponding increase in the probability of the cable being occupied when a station wishes to talk. In addition, as traf®c volume builds under CSMA/CD, throughput may decline, since there will be longer waits to gain access to the network, as well as additional time-outs required to resolve collisions that occur.



Token passing In a token passing access method, each time the network is turned on, a token is generated. The token, consisting of a unique bit pattern, travels the length of the network, either around a ring or along the length of a bus. When a station on the network has data to transmit, it must ®rst seize a free token. On a Token-Ring network, the token is then transformed to indicate that it is in use. Information is added to produce a frame, which represents data being transmitted from one station to another. During the time the token is in use, other stations on the network remain idle, eliminating the possibility of collisions. Once the transmission is completed, the token is converted back into its original form by the station that transmitted the frame, and becomes available for use by the next station on the network. Figure 3.10 illustrates the general operation of a token-passing Token-Ring network using a ring topology. Since a station on the network can only transmit
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Figure 3.10



Token-Ring operation



when it has a free token, token passing eliminates the requirement for collision detection hardware. Due to the dependence of the network upon the token, the loss of a station can bring the entire network down. To avoid this, the design characteristics of Token-Ring networks include circuitry that automatically removes a failed or failing station from the network as well as other self-healing features. This additional capability is costly; Token-Ring adapter cards in 1998 were typically priced at two to three times the cost of an Ethernet adapter card. Due to the variety of transmission media, network structures, and access methods, there is no one best network for all users. Table 3.7 provides a generalized



296 ________________________________________________________ LOCAL AREA NETWORKS Table 3.7 Technical characteristics of LANs Transmission medium Twisted-pair wire



Baseband coaxial cable



Broadband coaxial cable



Fiber optic cable



Topology



Bus, star or ring



Bus or ring



Bus or ring



Bus, ring or star



Channels



Single channel



Single channel



Multi-channel



Single, multi-channel



Data rate



Normally 4 to 16 Mbps up to 1 Gbps obtainable



Normally 2 to 10 Mbps, up to 100 Mbps obtainable



Up to 400 Mbps Up to Gbps



Maximum nodes Usually 
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