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Xerox Research Centre Europe – Grenoble Laboratory 6 chemin de Maupertuis – 38240 Meylan — France [email protected] – http://www.xrce.xerox.com Received 20 November 2004 Accepted 14 February 2005 Communicated by L. Ilie and D. Wotschke Cover automata were introduced a few years ago for designing a compact representation of finite languages. Our aim is to extend this notion to cover transducers for functions with finite domain. Given two alphabets Σ and Ω, and a function α : Σ∗ → Ω∗ of order l (the maximal length of a word in the domain of α), a cover transducer for α is any subsequential transducer that realizes the function α when its input is restricted to the set of words of Σ∗ having a length not greater than l. We study the problem of reducing the number of states of a cover transducer. We report experimental results, from an implementation using WFSC (Weighted Finite State Compiler), a Xerox tool for handling weighted finite state automata and transducers.



1. Introduction Cover automata for finite languages were introduced by Cˆampeanu et al. [4]. A cover automaton for a language L of order l (the maximal length of a word in L) is a deterministic automaton A such that L(A) ∩ Σ ≤l = L, where Σ≤l is the subset of Σ∗ of words whose length is not greater than l. In this paper, we define the notion of a cover transducer for a function with finite domain as an extension of the notion of a cover automaton for a finite language. Given two alphabets Σ and Ω, and a function α : Σ ∗ → Ω∗ of order l (the maximal length of a word in the domain of α), a cover transducer for α is any subsequential transducer that realizes the function α when its input is restricted to Σ ≤l . Since covering generally reduces the size of an automaton [15], it is of practical interest to be able to compute a minimal cover automaton for L (with respect to the number of states). It is shown in [4] that a minimal cover automaton can be obtained from any cover automaton for L by merging states according to a relation involving their right languages. Minimality (with respect to L) comes from the fact that a similarity relation on
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Σ≤l [10, 9, 6] underlies the state relation (see [6] for a general study of similarity relations). Several algorithms were designed for computing a minimal cover automaton [4, 5, 13], either from a deterministic automaton recognizing L, or from an arbitrary cover automaton for L. The best algorithm currently known [13] is O(n log n) time and O(n) space. Our solution for cover transducers is less ambitious since it seems quite difficult to give a straightforward characterization of minimal cover transducers. We first discuss the relative merging power of different relations defined on the set of states of the initial cover transducer. We show that the relation on Σ ≤l that underlies the coarsest merging relation is not semi-transitive. Computing a minimal partition of the set of states according to this merging relation is therefore more complex than according to a similarity relation. We also show that the algorithm for minimizing a subsequential transducer [8] or a weighted deterministic automaton [14] can be adapted for reducing cover transducers. Our solution combines the construction of a prefix transducer [1] and the computation of a minimal cover automaton. We discuss the power of this technique and we report experimental results obtained using Xerox tools for creating and manipulating finite state automata and transducers: XFST [11, 2] for the unweighted case, and WFSC [12] for the weighted case. Our algorithm was run on acyclic transducers with several hundred states and the analysis of the state reduction enlightens the interest of cover transducers for handling dictionaries. Useful definitions concerning automata, cover automata and transducers are recalled in the following section. Basic tools for the study of cover transducers are introduced in Section 3. Relations for reducing a cover transducer are compared in Section 4 (merging relations) and in Section 5 (similarity relations). Reduction via the minimization of a cover automaton is studied in Section 6. Section 7 reports on implementation aspects and presents an analysis of experimental results.



2. Preliminaries 2.1. Automata The reader is assumed to be familiar with automata theory [17]; here we just introduce some notation. Let A = (Σ, Q, q s , Q+ , ·) be a deterministic automaton on the alphabet Σ, where Q is the finite set of states, qs ∈ Q is the initial state, Q+ is the set of final states and the transition function, denoted by ·, maps (q, a) ∈ Q × Σ to q · a ∈ Q. The left ←−− language of a state q ∈ Q is L(q) = {x ∈ Σ∗ | qs · x = q}. The right language of q is −−→ L(q) = {x ∈ Σ∗ | q · x ∈ Q+ }. A deterministic automaton is said to be complete if its transition function is a total one. A deterministic automaton can be completed by adding a sink state to Q. A semiautomaton is an automaton without defined final states. The level of a state q is the length of a shortest path from the initial state q s to q: ∀q ∈ Q, level(q) = min{|x| | x ∈ Σ∗ and qs · x = q}. The subset of words of Σ ∗ having a length not greater than l is denoted by Σ ≤l . A language L is said to be of order l if the maximal length of a word in L is equal to l.
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2.2. Cover automata A relation ∼ over Σ ≤l is semi-transitive if and only if for all x, y, z in Σ ≤l such that |x| ≤ |y| ≤ |z|, the following implications hold: x ∼ y and y ∼ z ⇒ x ∼ z, and x ∼ y and x ∼ z ⇒ y ∼ z. A reflexive, symmetric and semi-transitive relation is a similarity relation. Let L be a language of order l. Let x and y be two words of Σ ≤l and k = l − max{|x|, |y|}. The words x and y are said to be similar with respect to L (we write x ∼L y) if and only if for all t in Σ ≤k the equivalence xt ∈ L ⇔ yt ∈ L holds. The relation ∼L is a similarity relation [10, 9]. A cover automaton [4] for a language L of order l is a deterministic automaton C = (Σ, Q, qs , Q+ , ·) such that L(C) ∩ Σ≤l = L. A minimal cover automaton for L has a minimal number of states among the cover automata for L. Let C be a cover automaton for the language L of order l and Q be its set of states. The height of a state q is height(q) = l − level(q). Two states p and q of Q such that h = min{height(p), height(q)} can be −−→ −−→ merged according to the relation ∼ C defined on Q by p ∼ C q ⇔ L(p)∩Σ≤h = L(q)∩Σ≤h . Since A is a cover automaton for L, the relations ∼ C and ∼L are such that p ∼C q ⇒ (∀(x, y) | qs · x = p and qs · y = q), x ∼L y. A general study of similarity relations over the set Σ ≤l can be found in [6]. Let ∼ be a similarity relation on Σ ≤l . An element x of Σ ≤l is said to be minimal if for all y ∈ Σ ≤l , y ∼ x ⇒ |y| ≥ |x|. The set of all minimal elements of Σ ≤l is denoted M . A deterministic ← − semiautomaton is a similarity semiautomaton for the relation ∼ if for all q ∈ Q, L (q) is a similarity set. Such a semiautomaton is said to recognize the relation ∼. The main results are the following: Theorem 1. [6] 1) The relation ∼ is an equivalence relation on M . 2) Let πM be the partition of M into equivalence classes. Then any minimal similarity partition of Σ≤l (according to ∼) has |π M | elements and there exists such a partition. 3) Let ∼ be a right-invariant similarity relation on Σ ≤l . Then any similarity semiautomaton recognizing ∼L has at least |πM | states and there exists a semiautomaton with |π M | states that recognizes ∼L . A straightforward application to the relation ∼ L yields the following results. Theorem 2. [6] 1) A semiautomaton recognizing the relation ∼ L , when equipped with a convenient set of final states, is a cover automaton for L. 2) Conversely, given an arbitrary cover automaton C for L, the underlying semiautomaton of C recognizes the relation ∼ L . 3) Any cover automaton for the language L has at least |π M | states and there exists a cover automaton with |π M | states for L. The relation ∼ L being a similarity one, there exists a (not necessarily unique) minimal cover automaton for L. It should be noted that minimality is defined with respect to the language L. On the other hand, given a cover automaton C, a minimal one, denoted by C(C) in the sequel, can be computed by merging states, according to the following theorem.
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Theorem 3. [4] A cover automaton C for a finite language L is minimal if and only if no two different states of C can be merged according to the relation ∼ C . 2.3. Subsequential transducers Subsequential transducers [16, 7, 3] are a relevant model for studying functions with finite domain. A subsequential transducer is a tuple S = (Σ, Ω, Q, q , i, t, ·, ∗) where: – Σ (resp. Ω) is the input (resp. output) alphabet, – Q is the finite set of states and q ∈ Q is the initial state, – i ∈ Ω∗ is the initialization value and t: Q → Ω ∗ is the termination function, – the transition function, denoted by ·, maps (q, a) ∈ Q × Σ to q · a ∈ Q, – the output function, denoted by ∗, maps (q, a) ∈ Q × Σ to q ∗ a ∈ Ω ∗ . The transition (resp. output) function is extended to map Q × Σ ∗ into Q (resp. Ω∗ ). The set of final states of S is equal to the domain dom(t) of t. Therefore, by sake of simplicity, we do not include dom(t) in the tuple that defines S. A path is a finite sequence ((qi , ai , bi , qi+1 ))i=0,...,n−1 of tuples in Q×Σ×Ω∗ ×Q with qi ·ai = qi+1 and qi ∗ai = bi . A final path ends in q n ∈ dom(t). A successful path is a final path starting in q 0 = q . The word a0 · · · an−1 ∈ Σ∗ (resp. b0 · · · bn−1 ∈ Ω∗ , b0 · · · bn−1 t(qn ) ∈ Ω∗ ) is the input (resp. output, final) label of the path. A transducer is said to be trim if each state q ∈ Q lies on a successful path. A subsequential transducer S realizes a subsequential function S : Σ ∗ → Ω∗ such that ∀x ∈ dom(S), S(x) = i(q ∗ x)t(q · x). The order of a function α : Σ ∗ → Ω∗ is the maximal length of a word in dom(α), the domain of α. The subsequential transducer S p is deduced from S by letting p be the new initial state and ε be the initialization value. The function S p realized by Sp is such that ∀x ∈ dom(Sp ), Sp (x) = (p ∗ x)t(p · x). Two subsequential transducers S and S  are said to be equivalent if they realize the same function. 3. Cover transducers: basic properties In this section, we state the definition of a cover transducer as well as additional definitions and propositions that are particularly useful in the sequel. Let S = (Σ, Ω, Q, q , i, t, ·, ∗) be a subsequential transducer. The underlying automaton of S is the automaton A(S) = (Θ A , Q ∪ {qs , qt }, qs , {qt }, ·A ) such that: – ΘA = {(a, b) ∈ Σ × Ω∗ | ∃q ∈ Q s. t. q ∗ a = b} ∪ {(ε, i)} ∪ {(ε, t(q)) | q ∈ dom(t)}, – ∀q ∈ Q, ∀θ = (a, b) ∈ ΘA , q ·A θ = q · a, – qs ·A (ε, i) = q and ∀q ∈ dom(t), q ·A (ε, t(q)) = qt . The underlying language of S is the language L(A) recognized by A(S). Given an automaton A and a transducer S such as A = A(S), we say that is S is the overlying transducer of A and we write S = T (A). Definition 4. Let α be a function of order l. A subsequential transducer S is a cover transducer for α if for all x ∈ Σ≤l , S(x) = α(x). In the sequel, the restriction of the function S p to Σ≤h is denoted by S ph . Note that, by
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construction, the underlying automaton A of a cover transducer for a function α of order l ≤l+2 . is a cover automaton for the language L A = L(A) ∩ ΘA ∗ Let y and z be two elements of Ω . The element z is said to be a prefix of y (z  y) if there exists an element t of Ω ∗ such that y = zt. The element t is denoted by z −1 y. Let  E ⊂ Ω∗ . We denote by u∈E u the longest common prefix (lcp for short) of the elements in E. Definition 5. Let S be a cover transducer for a function α of order l. Let p be a state of S. We define the following longest common prefixes:  – λS (p) = x∈Σ∗ Sp (x),  – νS (p, h) = x∈Σ≤h Sp (x), with 0 ≤ h ≤ height(p),  – µS (p) = νS (p, height(p)) = x∈Σ≤height(p) Sp (x). Lemma 6. Let S be a cover transducer and p be a state of S. The following relation holds: λS (p)  µS (p) = νS (p, height(p))  νS (p, height(p) − 1)  . . .  νS (p, 0). Definition 7. Let S = (Σ, Ω, Q, q , i, t, ·, ∗) be a subsequential transducer. The prefix transducer of S is the transducer P = (Σ, Ω, Q, q , i P , tP , ·, ∗P ) such that: – iP = iλS (q ) and, ∀p ∈ dom(t), tP (p) = λS (p)−1 t(p), – p ∗P a = λS (p)−1 (p ∗ a)λS (p · a), ∀p ∈ Q, ∀a ∈ Σ. Proposition 8. [7] The following properties hold: – the transducers P and S are equivalent, – the underlying automata of P and S are identical, – ∀p ∈ Q, ∀x ∈ Σ∗ , Pp (x) = λS (p)−1 Sp (x), and λP (p) = ε. The prefix transducer of S is denoted by P (S). In the following, we address both the general case when S is an arbitrary cover transducer, and the acyclic case when S realizes the function α. In the acyclic case, the following relation holds: ∀p ∈ Q, λ S (p) = µS (p), and P enjoys specific properties due to the specific properties of µ S . Therefore λ S (resp. P) is rather denoted µ S (resp. M) in the acyclic case. 4. Merging relations Let S be a cover transducer for a function α of order l. Our aim is to compute a reduced cover transducer. We first give a precise meaning to the notion of merging two states in a cover transducer. Definition 9. Let S = (Σ, Ω, Q, q , i, t, ·, ∗) be a cover transducer for the function α of order l. Let p, q ∈ Q, p = q and q = q . We consider the subsequential transducer F (S, p, q) = (Σ, Ω, QF , q , i, f, •, ) such that: – QF = Q \ {q}, – ∀r ∈ QF , f(r) = t(r), – ∀r ∈ QF , ∀a ∈ Σ, r • a = if r · a = q then r · a else p. – ∀r ∈ QF , ∀a ∈ Σ, if r · a = q then r  a = r ∗ a.
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We write F for F (S, p, q) if there is no ambiguity. By construction the state q is removed; every in-going transition (r, a, r∗a, q) of q in S is replaced by an in-going transition (r, a, r  a, p) of p in F , where r  a ∈ Ω ∗ is a parameter that will be fixed later. Definition 10. Let S be a cover transducer for a function α of order l and Q be its set of states. A relation R on Q is said to be a merging relation in S if and only if for every pair (p, q) ∈ Q × Q such that pRq, the output function  of F (S, p, q) can be fixed so that F (S, p, q) be a cover transducer for α. 4.1. The merging relation ≈ S For minimizing a subsequential transducer, it is natural to compare the functions S p and Sq . For the covering problem, given two states p and q with height(p) ≥ height(q) = h, it is natural to compare the functions S ph and Sqh . The most general relation we can think of in a cover transducer S seems to be the following. Definition 11. The relation ≈ 1 on Q is such that p ≈ 1 q is equivalent to the two following conditions: (i) height(p) ≥ height(q) = h, (ii) there exist β, γ ∈ Ω∗ such that β −1 Sph = γ −1 Sqh . Notice that β depends on p and h and γ depends on q and h. Condition (ii) amounts to say that there exists a function G : Σ ≤h → Ω∗ such that Sph = βG and Sqh = γG. It implies that β is a prefix of ν p = νS (p, h) and γ is a prefix of ν q = νS (q, h). Definition 12. Let ≈0 be the relation on Q such that p ≈ 0 q is equivalent to the two following conditions: (i) height(p) ≥ height(q) = h, (ii) νp−1 Sph = νq−1 Sqh . Lemma 13. The relation ≈ 0 is coarser than the relation ≈ 1 . Proof. We prove that p ≈ 1 q ⇒ p ≈0 q. We suppose that p ≈1 q. We set ϕ =  h x∈Σ≤h G(x) and H = ϕG. We have ν p = βϕ and νq = γϕ. Consequently, S p = βϕH h h h and Sq = γϕH. Finally, Sp = νp H and Sq = νq H. Hence p ≈0 q.  Let us examine conditions for the relation ≈ 0 to be a merging relation in S. Clearly, merging two states p and q such that height(p) ≥ height(q) implies that each transition (r, a, r ∗ a, q) in S be replaced by a transition (r, a, r  a, p) in F (S, p, q), with r  a = (r∗a)νq νp−1 . Indeed, it would be convenient to be able to extract the function H by dividing Sph by ν(p, h), but it is generally not possible since it would lead to divide S p by ν(p, h). Consequently it is necessary that ν p be a suffix of (r ∗ a)νq , for all u such that (r, a, u, q) is a transition in S. This condition is satisfied in particular when ν p is a suffix of νq . Hence the definition: Definition 14. The relation ≈ S over Q is such that p ≈S q is equivalent to the three following conditions:
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(i) height(p) ≥ height(q) = h, (ii) νS (p, h)−1 Sph = νS (q, h)−1 Sqh , (iii) there exists δ ∈ Ω∗ such that νS (q, h) = δνS (p, h). We now prove that the relation ≈ S is a merging relation in S. The next proposition is a generalization of Lemma 17 in [4] that addresses the case of cover automata for a finite language. Proposition 15. The relation ≈ S is a merging relation in S. Proof. The reasoning is similar to the one in the proof of Lemma 17 in [4]. As a consequence of Definition 14 the definition of the output function  of the transducer F (S, p, q) can be fixed by setting r  a = (r ∗ a)ν q νp−1 = (r ∗ a)δ, for all pairs (r, a) in Q F × Σ such that r · a = q. Moreover, the condition (ii) can be rewritten p ≈ S q ⇒ Sph = δ −1 Sqh . We now prove that p ≈ S q ⇒ F (S, p, q) is a cover transducer for α. Let us first notice that since height(r) = l ⇔ r = q , we have q = q and thus q is a valid initial state for F . Given the initial path with input label x in S, we show that the corresponding path in F (that does not contain the state q) is such that S(x) = F (x). Let x ∈ Σ≤l . We have to prove that |F |(x) = α(x), which is equivalent to prove that |F |(x) = |S|(x). If there is no prefix x 1 of x such that q · x1 = q, then the path from q to q · x1 in S is also a path in F . Thus |F |(x) = |S|(x). Otherwise, let x = x 1 x2 where x1 is the shortest prefix of x such that q · x 1 = q. Since q = q , x1 is not empty. We set x1 = x1 a, with a ∈ Σ. The initial path with input label x 1 in S has an output label equal to (q ∗ x1 ) · (r ∗ a). By definition of the output function , the initial path with input label x1 in F has an output label equal to (q ∗ x 1 ) · (r ∗ a)δ. Therefore, it suffices to prove that Fp (x2 ) = δ −1 Sq (x2 ). First, consider the case |x2 | = 0. Since f(p) = t(p), we have Fp (ε) = Sp (ε). Since p ≈S q, we have Sp (ε) = δ −1 Sq (ε). Hence Fp (ε) = δ −1 Sq (ε). Suppose that the statement holds for |x2 | < l , with 0 < l  ≤ l − |x1 |, which implies l  ≤ h. Consider the case |x2 | = l . If there is no nonempty prefix y of x 2 such that p · y = q, then Fp (x2 ) = Sp (x2 ). Since p ≈S q and |x2 | = l ≤ h, we have Sp (x2 ) = δ −1 Sq (x2 ) and thus we get Fp (x2 ) = δ −1 Sq (x2 ). Otherwise, let x2 = yz where y is the shortest nonempty prefix of x 2 such that p · y = q (and p • y = p). Then |z| < l  . By induction hypothesis, F p (z) = δ −1 Sq (z). Therefore Fp (yz) = (p  y)Fp (z) = (p ∗ y)Sq (z) = Sp (yz). Since p ≈S q and |yz| = l ≤ h, we have Sp (yz) = δ −1 Sq (yz). Therefore F p (yz) = δ −1 Sq (yz).  4.2. Partitioning the set of states w.r.t. the relation ≈ S We now show that the relation ≈ on Σ ≤l that underlies the relation ≈ S is not a similarity  relation. Let x ∈ Σ≤l . For all 0 ≤ h ≤ l − |x| we set N (x, h) = u∈Σ≤h α(xu). Definition 16. Let α be a function of order l. Let x and y be two words of Σ ≤l and h = l − max{|x|, |y|}. The relation ≈ on Σ ≤l is such that x ≈ y is equivalent to the two following conditions:



September 8, 2005 17:24 WSPC/INSTRUCTION FILE Hansel



ChamparnaudGuigne-



858



(i) ∀u ∈ Σ≤h , N (x, h)−1 α(xu) = N (y, h)−1 α(yu), (ii) there exists D ∈ Ω∗ such that N (y, h) = DN (x, h). Since S is a cover transducer for α, the relations ≈ S and ≈ are such that p ≈ S q ⇒ (∀(x, y) | q · x = p and q · y = q), x ≈ y. Lemma 17. The relation ≈ on Σ ≤l is not a similarity relation. The merging relation ≈ S is based on a relation on Σ ≤l that enjoys no nice transitivity property. Consequently, finding a minimal partition of the set of states according to ≈ is a priori a more difficult problem than finding one according to a similarity relation. At the present time we do not know whether there exists an appropriate algorithm or not for computing a minimal partition according to the relation ≈. 5. Similarity relations We now consider a very simple merging relation. Definition 18. Two different states p and q are said to be similar (p ∼ S q) if the two following conditions are satisfied: (i) height(p) ≥ height(q) = h, (ii) Sph = Sqh . The merging relation ∼ S is underlied by a similarity relation ∼ on Σ ≤l and thus it can be computed efficiently. Definition 19. Let α be a function of order l. Let x and y be two words of Σ ≤l and h = l − max{|x|, |y|}. The relation ∼ on Σ ≤l is defined by: x ∼ y ⇔ (∀u ∈ Σ≤h , α(xu) = α(yu)) Lemma 20. The relation ∼ is a similarity relation on Σ ≤l . Proof. The relation ∼ is reflexive and symmetric. Let us show that it is semi-transitive. Let x, y, z be words of Σ ≤l such that |x| ≤ |y| ≤ |z|. We first check that x ∼ y and y ∼ z ⇒ x ∼ z. Let u ∈ Σ≤l such that |u| ≤ l − |z|. Since y ∼ z, we have α(yu) = α(zu). Since |y| ≤ |z| and x ∼ y, we have α(xu) = α(yu). Consequently, α(xu) = α(zu). Hence x ∼ z. The proof of the second relation (x ∼ y and x ∼ z ⇒ y ∼ z) is similar.  Since S is a cover transducer for α, the relations ∼ S and ∼ are such that p ∼ S q ⇒ (∀(x, y) | q · x = p and q · y = q), x ∼ y. Consequently finding a minimal partition of Q according to the relation ∼ S can be achieved by computing a minimal partition of the relation ∼ on Σ≤l . According to Proposition 8, the transducers P and S realize the same function. Thus P is a cover transducer for α and a relation ∼ P can be defined. The condition (ii) of Definition 18 is replaced by the condition P ph = Pqh , that is equivalent to λ S (p)−1 Sph = λS (q)−1 Sqh . The relation ∼ P is a merging relation in P and it is underlied by a similarity
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relation on Σ≤l . In the acyclic case, we consider M instead of P and the relation ∼ M instead of ∼P . Our aim is to compare the relations ∼ S , ∼P and ∼M . We write ∼1 ≥∼2 if the relation ∼1 is coarser than the relation ∼ 2 and ∼1 =∼2 if the relations ∼1 and ∼2 are incomparable. 5.1. Relative merging power of the relations ∼ S , ∼P and ∼M We compare the power of the relations ∼ S and ∼P in the general case, and the power of ˆ S (resp. the relations ∼S and ∼M in the acyclic case. We also consider the restriction ∼ ˆ M ) of the relation ∼ S (resp. ∼P , ∼M ) to the set Q∆ defined as follows. For all ∼ ˆP, ∼ 0 ≤ h ≤ l we set Qh = {p ∈ Q | height(p) = h}. We set Q∆ = ∪0≤h≤l Qh × Qh . The connection with the equivalence relation ≡ S used for minimizing a subsequential transducer [8] is the following. By definition, we have p ≡ S q ⇔ ∀x ∈ Σ∗ , Sp (x) = Sq (x). It is easy to see that p ≡S q ⇒ λS (p) = λS (q) and that the relation ≡ P is thus coarser than the relation ≡ S . On the opposite, we show that the relations ∼ S and ∼P are incomparable. The reason is that the prefix λ S (p) is computed on the set Σ ∗ , whereas similarity of p and q is checked on the set Σ ≤h . Therefore there may exist two states p and q in Q, such that p ∼S q and λS (p) = λS (q). This explanation is made more precise by the following lemmas and proposition. Lemma 21. The following implication holds: p ∼S q ⇒ ∀ 0 ≤ k ≤ h, νS (p, k) = νS (q, k). Lemma 22. The following assertions hold: 1) p ∼S q ⇒ λS (p)  λS (q) or λS (q)  λS (p), 2) p ∼S q ⇒ µS (p)  µS (q), 3) (p ∼P q ⇒ p ∼S q) ⇔ λS (p) = λS (q), 4) (p ∼M q ⇒ p ∼S q) ⇔ µS (p) = µS (q). Proposition 23. The following properties hold: 1) The relations ∼S and ∼P are incomparable. ˆ P are incomparable. 2) The restrictions ∼ ˆ S and ∼ 3) The relations ∼S and ∼M are incomparable. ˆ S. 4) The relation ∼ ˆ M is coarser than ∼ Proof. 1) We first show that (p ∼ S q ⇒ p ∼P q). Obviously, (p ∼ S q ⇒ p ∼P q) ⇔ λS (p) = λS (q). By Lemma 22–1, we know that p ∼ S q ⇒ λS (p)  λS (q) or λS (q)  λS (p). Therefore, (p ∼ S q ⇒ p ∼P q) is not necessarily true for all q ∈ Q. We now show that (p ∼P q ⇒ p ∼S q). By Lemma 22–3, (p ∼ P q ⇒ p ∼S q) ⇔ λS (p) = λS (q). Since it is possible to have simultaneously p ∼ P q and λS (p) = λS (q), (p ∼P q ⇒ p ∼S q) is not necessarily true for all q ∈ Q. We conclude that ∼ S =∼P . 2) By Lemma 21, λS (p)  νS (p, h) and λS (q)  νS (q, h). The comparison of the relations ∼S and ∼P does not depend on whether height(p) and height(q) are equal or not. ˆP. Consequently, we have ∼ ˆ S = ∼
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3) Let us check that (p ∼ S q ⇒ p ∼M q). It is clear that (p ∼P q ⇒ p ∼M q) ⇔ µS (p) = µS (q). By Lemma 22–2, we know that p ∼ S q ⇒ µS (p)  µS (q). Therefore, (p ∼S q ⇒ p ∼M q) is not necessarily true for all q ∈ Q. On the other hand, proof of (p ∼M q ⇒ p ∼S q) is similar to case (2), using Lemma 22–4. We thus conclude that ∼S =∼M . 4) Let (p, q) ∈ Qh × Qh and p ∼S q. Then by Lemma 21, µ S (p) = νS (p, h) = νS (q, h) = ˆM ≥ ∼ ˆ S. µS (q). Consequently, we have p ∼ S q ⇒ p ∼M q. We conclude that ∼  6. Reduction via the minimization of a cover automaton Let S be a cover transducer for a function α of order l. We are concerned here by computing a reduced cover transducer from S, through the minimization of the cover automaton associated either to the underlying automaton of S or to the underlying automaton of the prefix transducer of S (that is P for the general case or M for the acyclic case). More precisely, given a cover transducer S, we consider the transducer R such that either R = S, R = P or R = M and we compute a reduced cover transducer U R according to the following scheme. Proposition 24. Let U R be computed from R as follows: 1) Consider the underlying automaton A = A(R) The automaton A is a cover au≤l+2 . Compute a minimal cover automaton tomaton for the language L A = L(A) ∩ ΘA C = C(A(R)) from A(R). 2) Let UR = T (C(A(R))) be the overlying transducer of C. Then UR is a cover transducer for α and it has fewer states than S. The proof of Proposition 24 is based on the two following lemmas. Lemma 25. Let S be a subsequential transducer and A = A(S) be its underlying automaton. Let Θ = ΘA be the alphabet of A. The set of the successful paths of S (resp. A) is denoted by ΠS (resp. ΠA ). Let q0 = q . The following properties are equivalent: (1) There exists a path π S ∈ ΠS such that πS = ((qi , xi , ui , qi+1 ))0≤i 























des documents recommandant







[image: alt]





Finite State Transducers Approximating Hidden ... - AndrÃ© Kempe 

proximate a Hidden Markov Model (HMM) used for ..... English. Corpora: 19 944 words for HMM training, 19 934 words for test. Tag set: 74 tags .... Kleene plus.










 


[image: alt]





Decision Support with Belief Functions Theory for 

learning data, and the imprecise decisions given in unions of classes. This new ...... [12] J. Milgram and M. Cherier and R. Sabourin, â€œOne-Against-One or.










 


[image: alt]





Extraction of Îµ-Cycles from Finite-State Transducers - CiteSeerX 

[email protected] â€“ http://www.xrce.xerox.com/research/mltt. Abstract. ... cle for some algorithms such as the factorization of ambiguous FSTs, the ... notation (and application) in general, and find it clearer in examples such as .... ope










 


[image: alt]





Pillow Cover with Slide 

Coupe. Tissu A: 1 - 17" x 17" (43.18 x 43.18 cm) (devant de la housse du coussin). Tissu B: 1 - 13" x 17" (33.02 x 43.18 cm) (endos 1 de la housse du coussin).










 


[image: alt]





Factorization of Ambiguous Finite-State Transducers - André Kempe 

André Kempe. Another method for factorizing an ambiguous FST can be derived from a con- struction on automata by Schützenberger [10], clearer described by ...










 


[image: alt]





Pillow Cover with Slide 

Instructions. Care instructions: Machine wash gentle cycle in cold water. Tumble dry on low or hang dry. Pillow Cover with Slide. Finished Size: Pillow - 16" x 16"; Pillow Slide - 8 Â½" x 35 Â½". Before you begin: Read through all instructions. Use Â










 


[image: alt]





Finite volume methods for multi-component Euler equations with 

k=1 Ï�k then it is enough to solve Ne âˆ’ 1 equations ... the conservative variables, through the state equations: p = ( Ne. âˆ‘ k=1 Ï�k ...... used to compute Wn+1. 1,i.










 


[image: alt]





Domain clustering for interâ€�domain path ... - Jeremie Leguay 

Nov 22, 2017 - ... constant monitoring of each LSP for traffic engineering purposes, ...... good clustering algorithm is beyond the scope of this article, and it is ...










 


[image: alt]





Per-Pixel Displacement Mapping with Distance Functions 

Mar 7, 2005 - They store the result of all possible ray intersection queries within a three-dimensional volume in a five-dimensional map indexed by three ...










 


[image: alt]





Rigorous Uniform Approximation of D-finite Functions - Alexandre Benoit 

Mar 16, 2011 - compute the Chebyshev recurrence of order 2s â‰¥ 2r for i from 1 to s using the recurrence relation backwards, compute the first N coefficients of ...










 


[image: alt]





Reconstruction with Voronoi Centered Radial Basis Functions 

classified as inside or outside. In the second .... tices may be located close to the surface and thus far from the medial ... with increasing value of Î», smooths out both small features ..... a Shared-cost RTD (FET Open) Project under Contract No.










 


[image: alt]





macro domain decomposition strategy with structural 

composite is described as a sequence of plies separated by interfaces, one (or both) .... framework, the linear prediction steps being solved by the mixed domain ...










 


[image: alt]





Semi-analytical finite element processes - use of orthogonal functions 

Standard finite element methods have been shown to be capable, in principle, of ... We shall confine our attention to problems of minimizing a quadratic functional ..... In the examples just quoted a thin plate theory using the single displacement.










 


[image: alt]





Part-of-Speech Tagging with Two Sequential Transducers - CiteSeerX 

We compared our FST tagger on 3 languages (English, German, Spanish) with a commercially available HMM tagger. The FST tagger was on average 10 times.










 


[image: alt]





LLMS Adaptive Beamforming Algorithm Implemented with Finite 

Abstract â€” This paper studies the influence of the use of finite wordlength on the operation of the LLMS adaptive beamforming algorithm. The convergence ...










 


[image: alt]





'Obsessed with goals': Functions and mechanisms 

Nov 1, 2006 - Introduction ... Teleological interpretations of actions in terms of goals tell us why the action has been .... means that can be successfully used to achieve the goal state. ... much of the literature on animal social learning focuses 










 


[image: alt]





Conforming shape functions with nodal singularities 4.9 

rates of convergence would, of course, be obtained if no singularity existed (see ... dn 4 an 5. The contribution of the E functions to these slopes is added in ..... described in Chapter 13 of Volume 1 in the context of elasticity equations, and onl










 


[image: alt]





Fitting the finite-state automata platform for mining gene functions from 

first preprocessed by separating all sentences, then cut into tokens. After that the software ap- plies an English dictionary to recognize POS ... patterns in a raw text can reach the correct knowledge about genes as well as incorrect one.










 


[image: alt]





A fictitious domain finite element method for ... - Dr. SÃ©bastien Court 

The paper extends a stabilized fictitious domain finite element method initially .... methods based on Nitsche's work (Nitsche, 1971) (such as Becker et al., 2011; ... weak formulation with the introduction of a Lagrange multiplier for imposing the .










 


[image: alt]





A domain decomposition strategy for a very high-order finite volumes 

The ionic current Iion and G are given by a so-called ionic model which approximates all ... is Nernst's potential, m,h,j are gating variables âˆˆ [0,1] given by : d dt.










 


[image: alt]





FUNCTIONS 

Besides reading Section 2.1, it might help to get out your calculus textbook and ... The â€œVertical Line Testâ€� from calculus says that a curve in the xy-plane is.










 


[image: alt]





Cover page for packet 2002 

balanced force and act as pacemakers to the system â€“ allowing the mass .... conditioning units, lighting and heating for maximum driver and passenger .... Newton (1643-1727) discovered the law governing Centrifugal force on a body moving.










 


[image: alt]





Cover page for packet 2002 

technologies is the only way to truly appreciate the great possibilities that the MNL ... Battery Disposal And Recharging ..... People began to probe into the.










 


[image: alt]





Domain-Independent Relaxation Heuristics for Probabilistic Planning 

tion of the process with probability 1 âˆ’ Î³, and is defined as .... a solution for this domain, that reaches a goal state with a probability lower than 1 ... This class of MDPs, known as Stochastic Shortest Path. Problems ..... vides new theoretica










 














×
Report COVER TRANSDUCERS FOR FUNCTIONS WITH FINITE DOMAIN





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



