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PREFACE



Hydrogen bond is a unique interaction whose importance is great in chemical and bio-chemical reactions including life processes. The number of studies on H-bonding is large and this is reflected by a vast number of different monographs and review articles that cover these phenomena. Hence the following question arises: what is the reason to edit the next book concerning hydrogen bond. The answer is simple, recent numerous studies and the quick and large development of both experimental as well as theoretical techniques cause that old monographs and review articles become quickly out of date. It seems that presently the situation is similar to that one in the 1980s. Before that time the H-bond was understood in the sense of the Pauling definition as an electrostatic in nature interaction concerning three atoms—hydrogen atom located between two other electronegative ones and bounded stronger to one of them. Few studies were published where the authors found interactions which at least partly fulfill the classical definition of H-bond, as for example the Suttor studies in 1964 on C–H  Y interactions in crystals. However, since C-atom in the proton-donating bond is not electronegative thus these systems are not in line with the classical definition. Also the other ‘‘typical’’ features of H-bonds for C–H  Y systems are not always fulfilled. No surprisingly, only when the study of Taylor and Kennard (1982, J. Am. Chem. Soc. 104, 5063) based on the refined statistical techniques applied for the data taken from the Cambridge Structural Database appeared, the existence of C–H  Y hydrogen bonds was commonly accepted. And since that time there was a forceful ‘‘jump’’ on the number of H-bond studies. Among others the C–H  Y, X–H  C and C–H  C interactions were investigated and their features were also compared with the so-called conventional hydrogen bonds. However, it is worth mentioning that very often the controversies and discussions are related to different meaning of H-bond and with the use of different definitions of that interaction. What are the unique features of H-bond interaction? We hope that the reader will find an answer within the chapters of this volume. One can ask another important question: what is the current situation on investigations on H-bond? Recently, different kinds of interactions are analyzed which may be classified as hydrogen bonds; one can mention dihydrogen bonds or blue-shifting hydrogen bonds. There are new various theoretical methods. One of the most important tools often recently applied in studies on H-bonds is the ‘‘atoms in molecules’’ theory (AIM). It is worth mentioning the studies on the nature of H-bond interaction since the following questions arise v
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very often: are the H-bonds electrostatic in nature according to the Pauling definition? What are differences between different kinds of H-bonds since the H-bond energy ranges from a fraction to tens of kcal/mol? Is this energy difference the reason why very weak H-bonds are different in nature than the very strong ones? One can provide a lot of examples on new topics, new theoretical methods and new experimental techniques recently used in studies on H-bond interactions. In this volume mainly the theoretical studies are presented, however also examples of experimental results are included and all the computational results are strongly related to experimental techniques. The most important topics considered in the recent studies on hydrogen bond are discussed in this volume, such problems as: how to estimate the energy of intramolecular H-bonds, covalency of these interactions, the distant consequences of H-bond since in earlier studies usually only the X–H  Y H-bridge was analyzed (X–H is the proton-donating bond and Y is an acceptor), the differences between H-bond and van der Waals interactions from one side and covalent bonds from the other side, the use of the Bader theory to analyze different kinds of H-bonds, the influence of weak H-bonds upon structure and function of biological molecules, etc. There are also topics related to the experimental results: crystal structures, infrared and NMR techniques and many others. It is obvious that in the case of such broad research area as hydrogen bond interactions it is very difficult to consider all aspects and discuss all problems. However, the authors of the chapters made an effort to consider all current topics and recent techniques applied in the studies of this important phenomenon. As an editor of this volume, I would like to thank the authors for their outstanding work. Their excellent contributions collected in this volume provide the readers the basis to systematize knowledge on H-bond interaction and new insights into hydrogen bonding. Sławomir J. Grabowski Ło´dz´, Poland December 2005
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Antiparallel β-sheet α-Helix Figure 1-2. Hydrogen bonding in various protein secondary structures.
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Figure 1-11. Molecular topographies of secondary structures of protein obtained from theoretical electron density. (Results from Ref. [325].)
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Figure 4-2. Structures of the hydrogen-bonded complexes of H2 O.
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Figure 4-8. Structures of hydrated anion clusters.
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Figure 4-11. Longitudinal H-bond relay comprised of CHQs and water. (a) Tubular polymer structure of a single nanotube obtained with x-ray analysis for the heavy atoms and with ab initio calculations for the H-orientations (top and side views). (b) One of four pillar frames of short Hbonds represents a 1-D H-bond relay composed of a series of consecutive OH groups [hydroxyl groups (OH) in CHQs and the OHs in water molecules]. Reproduced by permission of American Chemical Society: Ref. [54].
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Figure 4-12. The water network in a single tube (top and side views). The top view (left) shows 8 bridging water molecules in red, 8 first-hydration shell water molecules in blue, 12 second-hydration shell water molecules in yellow, and 4 third-hydration shell water molecules in gray, while the side view shows twice those in the top view. Reproduced by permission of American Chemical Society: Ref. [54].
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[C]TS2: (c)Asp99+Tyr14 Figure 4-13. Schematic representation of reaction mechanism and HOMO energy levels of transition state (TS) of KSI.
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Figure 5-19. Orbital diagram of the interaction between two OH() anions with their O–H  O contact at the same geometry than the O–H  O bond in the water dimer. See text for details.



Figure 6-4. The x-ray structure of [IrH(OH)(PMe3 )4 ][PF6 ]: cation (left) and cation and anion (right).
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Figure 6-5. The x-ray structure of [Os3 (CO)10 H(m  H)(HN ¼ CPh2 )].



Figure 6-6. The neutron diffraction structure of [ReH5 (PPh3 )3 ]indolebenzene.



Figure 6-7. The neutron diffraction structure of [MnH(CO)5 ] dimer.



Figure 6-8. The x-ray structure of the monomer [(h5  C5 H5 )2 MoH(CO)]þ (top, left), the monoclinic form (top, right) and the triclinic form (bottom).
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Figure 9-1. (a) Plot of the electron density distribution (left) and of the associated gradient vector field of the electron density (right) in the molecular plane of BF3 . The lines connecting the nuclei (denoted by the blue arrows) are the lines of maximal density in space, the B–F bond paths, and the lines delimiting each atom (green arrows) are the intersection of the respective interatomic zero-flux surface with the plane of the drawing. The density contours on the left part of the figure increase from the outermost 0.001 au isodensity contour in steps of 2  10n , 4  10n , and 8  10n au with n starting at 3 and increasing in steps of unity. The three bond critical points (BCPs) are denoted by the small red circles on the bond paths. One can see that an arbitrary surface does not satisfy the dot product in Eq. 1 since in this case the vectors are no longer orthogonal. (b) Three-dimensional renderings of the volume occupied by the electron density with atomic fragments in the BF3 molecule up to the outer 0.002 au isodensity surface. The interatomic zero-flux surfaces are denoted by the vertical bars between the atomic symbols, FjB. The large spheres represent the nuclei of the fluorine atoms (golden) and of the boron atom (blue-grey). The lines linking the nuclei of bonded atoms are the bond paths and the smaller red dots represent the BCPs.
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Figure 9-3. Molecular graphs of the two isomers anthracene and phenanthrene. The lines linking the nuclei are the bond paths, the red dots on the bond paths are the BCPs, and the yellow dots are the ring critical points (RCPs). The H–H bond path between H4 and H5 exists only in phenanthrene.



Figure 9-5. The virial graph of phenanthrene.
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Figure 9-6. Molecular graphs of biphenyl as functions of the dihedral angle between the ring planes (f). The coordinate system is indicated along with the atom numbering system. Hydrogen atoms take the same number as the carbon atoms to which they are bonded. At the critical value of f  278 there is a sudden ‘‘catastrophic’’ change in structure with the rupture of the two H–H bond paths (H2–H12 and H6–H8).



Figure 9-9. The calculated molecular graph of exo, exo-tetracyclo[6:2:1:13,6 :02,7 ] dodecane which consists of two fused norbornanes rings. The H–H bond path links the nuclei of the two bridgehead hydrogen atoms. This results in the closure of two rings concomitant with the appearance of two ring critical points (yellow) and a cage critical point between them (green).
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Figure 9-10. The calculated molecular graph (a) and its corresponding virial graph (b) of tetra-tertbutylindacene.
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Figure 9-11. The chemical structure and the molecular graph of compounds (4) and (7) exhibiting C(sp3 )-- H    H-- C(sp3 ) and C(sp2 )-- H    H-- C(sp2 ) bond paths, respectively (adapted after Ref. [40]).
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Figure 9-12. An idealised (a) and actual (b) molecular graph of a piece of DNA consisting of two consecutive cytosine bases attached to the phosphate-sugar backbone along a strand of DNA showing the several closed-shell interactions including three H–H bond paths (indicated by the arrows). (Adapted after Ref. [27].)
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HO Figure 9-13. Example of a H–H bond path in biological molecules. The chemical structure and the molecular graph of the hormone estrone (the blue arrow indicates the H–H bond path) (adapted from Ref. [133]).
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Figure 13-3. A schematic illustration of the domain structure in a ferroelectric crystal (a), and of a relaxor with the polarization of nanoregions pooled in one direction (b).



Figure 14-12. Pyrrole- 2-Carboxyamide—crystal structure motif containing centrosymmetric dimers with double N–H  O H-bonds.
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CHAPTER 1 CHARACTERIZATION OF HYDROGEN BONDING: FROM VAN DER WAALS INTERACTIONS TO COVALENCY Unified picture of hydrogen bonding based on electron density topography analysis



R. PARTHASARATHI and V. SUBRAMANIAN Chemical Laboratory, Central Leather Research Institute, Adyar, Chennai 600 020, India Abstract



This chapter reviews different aspects of hydrogen bonding (H-bonding) interaction in terms of its nature, occurrence, and other characteristic features. H-bonding is the most widely studied noncovalent interaction in chemical and biological systems. The state-of-art experimental and theoretical tools used to probe H-bonding interactions are highlighted in this review. The usefulness of electron density topography in eliciting the strength of the H-bonding interactions in a variety of molecular systems has been illustrated.



Keywords:
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INTRODUCTION



Hydrogen bonding (H-bonding) is an intensively studied interaction in physics, chemistry and biology, and its significance is conspicuous in various real life examples [1]. Understanding of H-bonding interaction calls for inputs from various branches of science leading to a broad interdisciplinary research. Numerous articles, reviews, and books have appeared over 50 years on this subject. As a complete coverage of the voluminous information on this subject is an extremely difficult task, some recent findings are presented in this chapter. The multifaceted nature of H-bonding interaction in various molecular systems has been vividly explained in the classical monographs on this interesting topic [2, 3]. Different quantum chemical approaches which predict the structure, energetics, spectra, and electronic properties of H-bonded complexes 1 S. Grabowski (ed.), Hydrogen Bonding—New Insights, 1–50. ß 2006 Springer.
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were systematically presented in the monograph by Scheiner [4]. These monographs cover several important aspects of H-bonding, indicating the mammoth research activity in this field. It is clearly evident from the history of H-bonding that Pauling’s book on The Nature of the Chemical Bond attracted the attention of the scientific community [5]. Currently, the term ‘‘Hydrogen Bonding’’ includes much of the broader spectrum of interactions found in gas, liquid, and solid states in addition to the conventional ones. In order to investigate this interaction, several experimental and theoretical methods have been used [1–4]. With the advances in experimental and computational techniques, it is now possible to investigate the nature of H-bonding interaction more meticulously. Bader’s theory of atoms in molecules (AIM) [6] is one of the widely used theoretical tools to understand the H-bonding interaction. The present review is focused on applications of AIM theory and its usefulness in delineating different types of H-bonded interaction. The outline of this chapter is as follows: The chapter begins with the classical definition of H-bonding. Its importance in molecular clusters, molecular solvation, and biomolecules are also presented in the first section. A brief overview of various experimental and theoretical methods used to characterize the Hbonding is presented in the second section with special emphasis on Bader’s theory of AIM [6]. Since AIM theory has been explained in numerous reviews and also in other chapters of this volume, the necessary theoretical background to analyze H-bonding interactions is described here. In the last section, the salient results obtained from AIM calculations for a wide variety of molecular systems are provided. The power of AIM theory in explaining the unified picture of H-bonding interactions in various systems has been presented with examples from our recent work. 1.1



Classical Definition and Criteria of Hydrogen Bonding



H-bond is a noncovalent, attractive interaction between a proton donor X–H and a proton acceptor Y in the same or in a different molecule: (1)



X---H    Y



According to the conventional definition, H atom is bonded to electronegative atoms such as N, O, and F. Y is either an electronegative region or a region of electron excess [1–5, 7]. However, the experimental and theoretical results reveal that even C–H can be involved in H-bonds and p electrons can act as proton acceptors in the stabilization of weak H-bonding interaction in many chemical systems [3, 4]. In classical H-bonding, there is a shortening of X  Y distance, if X–H is H-bonded to Y. The distance between X  Y is less than the sum of the van der Waals radii of the two atoms X and Y. H-bonding interactions lead to increase in the X–H bond distance. As a consequence, a substantial red shift (of the order of 100 cm1 ) is observed in the fundamental X–H stretching vibrational frequencies. Formation of the X–H  Y bond
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decreases the mean magnetic shielding of proton involved in the H-bonding thus leading to low field shift [8, 9]. The low field shift in H-bonded complexes is about few parts per million and the anisotropy of the proton magnetic shielding can be increased by as much as 20 parts per million [10–12]. The strength of the strong H-bonding interactions ranges from 15.0 to 40 kcal/mol [1–4]. For the moderate (conventional) and weak H-bonds, the strengths vary from 4–15 to 1–4 kcal/mol, respectively. The strength of Hbonded interactions in diverse molecular systems has been classified [2, 13, 14]. Desiraju has proposed a unified picture of the H-bonding interactions in various systems and the concept of ‘‘hydrogen bridge’’ [14]. The three types of H-bonding interactions which are most often discussed in the literature are weak, moderate, and strong. The properties of these three types are listed in Table 1. The H-bond strength depends on its length and angle and hence, it has directionality. Nevertheless, small deviations from linearity in the bond angle (up to 208) have marginal effect on H-bond strength. The dependency of the same on H-bond length is very important and has been shown to decay exponentially with distance. The question on ‘‘what is the fundamental nature of hydrogen bond?’’ has been the subject of numerous investigations in the literature [1–4]. In a classical sense, H-bonding is highly electrostatic and partly covalent. From a rigorous theoretical perspective, H-bonding is not a simple interaction. It has contributions from electrostatic interactions (acid/base), polarization (hard/soft) effects, van der Waals (dispersion/repulsion: intermolecular electron correlation) interactions and covalency (charge transfer)[14]. 1.2



Nature of Conventional and Improper or Blue Shifting Hydrogen Bonding



It is evident from the conventional definition of H-bonding that formation of X–H  Y bond is accompanied by a weakening of the covalent X–H bond with concomitant decrease of X–H stretching frequency [1–4, 13, 14]. This red shift



Table 1. General characteristics of the three major types of H-bonds. The numerical information shows the comparative trends only [13] H-bond parameters



Strong



Moderate



Weak



Interaction type ˚ ]) Bond lengths (H  Y[A ˚) Lengthening of X–H (A X–H Vs. H  Y ˚ ]) H-bond length (XY [A Directionality H-bond angles (8) H-bond strength (kcal/mol) Relative Infrared shift (cm1 )



Strongly covalent 1.2–1.5 0.08–0.25 X–H  H  Y 2.2–2.5 Strong 170–180 15–40 25%



Mostly electrostatic 1.5–2.2 0.02–0.08 X–H < H  Y 2.5–3.2 Moderate >130 4–15 10–25%



Electrostatic/dispersed >2.2 90 r(rc ) in strong >r(rc ) in medium >r(rc ) in weak It is appropriate to mention here that a generalized picture of H-bonded interaction has emerged from the electron density properties at HBCPs. 4.



CONCLUDING REMARKS



The main objective of this review is to summarize various aspects of H-bonding interaction starting from its classical definition. From the classical view, Hbonds are electrostatic and partly covalent. The concept of H-bonds has been relaxed to include weak interactions with electrostatic character. In the limiting situation, weak interactions have considerable dispersive–repulsive character and merge into van der Waals interactions. As a result, we observe a great variety of H-bonding interactions without borders. It is currently possible to understand these interactions without borders in the different types of H-bonding with the help of various experimental and theoretical methods. It is illustrated in this chapter that the theory of AIM efficiently describes H-bonding and the concept of the same without border. A unified picture of H-bonding interaction arises from the analysis of electron density topological features at the HBCPs. The results presented here have also demonstrated that the composite nature of the H-bonded interaction can be quantified with the help of electron density and Laplacian of electron density values at the HBCPs. With the development of AIM tools to investigate the experimental electron density from diffraction techniques, it is highly practical for experimentalists to carry out these studies for intermolecular complexes. As a consequence, it is possible to forecast a tremendous growth in characterizing H-bonded interaction using the theory of AIM. H-bonding has made great impact in various branches of science and hence numerous reports and articles have appeared in the recent past. Therefore, it is not possible to include all the research reports and corresponding references here. All the electronic structure and AIM calculations have been carried out using the G98W [328] and AIM 2000 [329] packages. ACKNOWLEDGMENTS The work presented in this chapter was in part supported by the grant received from CSIR, New Delhi, and CLRI, Chennai, India. Authors wish to thank their teachers and mentors Dr. T. Ramasami, Director, CLRI, and Prof. N. Sathyamurthy, IIT, Kanpur for their valuable comments and suggestions and stimulating discussions on various aspects of research. Results presented here
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CHAPTER 2 INTRAMOLECULAR HYDROGEN BONDS. METHODOLOGIES AND STRATEGIES FOR THEIR STRENGTH EVALUATION
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The classification of the various types of hydrogen bonds as well as the strategies and the theoretical methods for calculating their energies are presented. The main attention is devoted to the homo- and heteronuclear conventional intramolecular hydrogen bonds involving oxygen, nitrogen, sulphur and halogens, for which a survey on the literature results is depicted. The anharmonicity effect on the O–H stretching mode frequency and the dependence of the hydrogen bond strength estimates on the basis set extension are also briefly discussed.
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1



INTRODUCTION



Nowadays to write a chemical formula as H-H by joining together the atomic symbols with a hyphen between them is an instinctive gesture and the concept of ‘‘chemical bond’’ is nearly as natural as to breathe. But behind this state of art there is the hard work of numerous researchers who laid the foundations for the modern chemistry. It is therefore right, before undertaking a discussion on hydrogen bonding, to remember, among others, Jo¨ns Jacob Berzelius, who introduced the symbols of the chemical elements [1] together with Archibald Scott Couper [2] and August Kekule` von Stradonitz [3], who, independently from each other but in parallel, recognized that carbon atoms can link directly to one another to form carbon chains, and indicated the whole of strengths constituting the glue between the two atoms by means of straight lines linking the symbols of the elements. It is well known that chemical bonds can be ionic or covalent, single, double or triple, and each of them is characterized by a 51 S. Grabowski (ed.), Hydrogen Bonding—New Insights, 51–107. ß 2006 Springer.
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˚ . The hydrobond length, whose entity ranges from about 1.2 to about 1.55 A gen bond is conceptually different because at least three atoms are involved but it is extremely important for understanding many chemical properties. Usually, three dots are used for indicating the hydrogen bridges and Huggins in 1937 was among the earliest to use this notation [4, 5]. 1.1



Description and Classification of Hydrogen Bonds



More than 80 years have lapsed from the far 1920, when the concept of ‘‘hydrogen bond’’ was born [6–9]. During this long period innumerable papers and books have been written on this subject, since the hydrogen bond is of capital importance in all fields of chemistry and biochemistry owing that it governs conformational equilibria, chemical reactions, supramolecular structures, life processes, molecular assemblies and so on [10–21]. But, as Huggins wrote, ‘it is also of great importance in physics, crystallography, mineralogy, geology, meteorology, and various other -ologies’ [22]. The hydrogen bond is weaker than a common chemical bond, and can be encountered in solid, liquid and gas phases. It is commonly represented as X– H  Y, where X and Y are atoms having electronegativity higher than that of hydrogen (e.g., O, N, F, Cl, S). The X–H group is termed ‘‘electron acceptor’’ or ‘‘hydrogen bond donor’’, whilst Y is the ‘‘electron donor’’ or ‘‘hydrogen bond acceptor’’. The electronegative X atom attracts electrons from the electron cloud of the hydrogen atom which remains partially positively charged and, in turn, attracts a lone pair of electron of the Y atom. So it is generally said that the hydrogen bond is due to attractive forces between partial electric charges having opposite polarity. Indeed, it is true that weak hydrogen bonds are mainly electrostatic in nature, but this is no longer true for strong hydrogen bonds, where delocalization effects and dispersion forces play a very important role. The hydrogen bond donor and the hydrogen bond acceptor can belong to the same molecule or to two different molecules: the former case is known as ‘‘intramolecular hydrogen bond’’ (Fig. 1), the latter as ‘‘intermolecular hydrogen bond’’ (Fig. 2). Obviously, the intramolecular hydrogen bond is necessarily a bent bond whereas the intermolecular one is generally linear or nearly linear. A typical effect due to the intermolecular hydrogen bonds is the increase of the alcohol boiling points with respect to those of other compounds having analogous molecular weight. The higher strength of the intermolecular hydrogen bond involving the OH group with respect to those involving the SH one is responsible for the higher boiling point of water with respect to that of hydrogen sulphide. The decrease in density of water upon freezing is also a hydrogen bond consequence since the crystalline lattice of ice is a regular array of H-bonded water molecules spaced farther apart than in liquid phase. To be not forgotten also the capital role that weak hydrogen bonds play in the medicine field, being responsible of the association between proteins and a
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Figure 1. Some molecules exhibiting intramolecular hydrogen bonds.



great variety of molecules having anaesthetic power, as halothane, ethrane, isoflurane, fluorane, etc [23–25]. Also the human hair shape (curly hair, wavy hair, straight hair, etc.) depends on the hydrogen bonds involving the SH groups of cysteine (HOCOCH(NH2 )CH2 SH) which is a component of alpha-keratin.
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Figure 2. Some molecules exhibiting intermolecular hydrogen bonds.



54



Buemi



More than one hydrogen bond can be formed at once. For example, the adduct between 4,6-dimethyl-pyrimidin-2-one and urea derives its stability from two, intermolecular, non-equivalent N–H  O(¼C) bridges [26, 27], and the physical properties of usnic acid are strongly affected by its three intramolecular hydrogen bridges located in three different molecular areas and having different strengths [28, 29]. Malonaldehyde (propanedial or b-hydroxypropenal or b-hydroxy-acrolein) is the smallest molecule exhibiting a strong intramolecular hydrogen bond, which allows to close a hexatomic ring (chelate ring). Here the hydrogenbonded atoms are connected through a conjugated framework which allows a charge flow from hydrogen to the oxygen atom, so enhancing the hydrogen bridge strength. Such bridges are known also as resonance-assisted hydrogen bonds (RAHB) [30, 31] and will be discussed later in the following. Beyond these ‘‘classical’’ or ‘‘conventional’’ hydrogen bonds, ‘‘unconventional’’ or ‘‘non-conventional’’ interactions are also possible [32] (some examples are shown in Fig. 3). The hydrogen bond between the C–H group with oxygen was first proposed by Sutor in the early 1960s [33, 34] and looked in disbelief by the scientific community, even if indications that the C–H group could be involved in hydrogen bond go back to the far 1930s [35, 36]. Researches over the years have evidenced the existence of numerous new types of interactions. In 1995 the concept of ‘‘dihydrogen bond’’ was introduced [37] in order to explain certain
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Figure 3. Examples of inter- and intramolecular non-conventional hydrogen bonds.
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interactions where a H atom, positively charged, is directly donated to another H atom, negatively charged (X–H  H–Y), which occur in systems containing boron or transition metals [38–43]. A typical, widely studied, case is the BH3 NH3 dimer complex, which contains two dihydrogen bonds differing in strength (bent B–H  H and linear N–H  H arrangements) [44–47]. In 1998, Hobza and Sˇpirko [48] suggested the existence of a new type of interaction identified in benzene dimers and other benzene complexes. It was termed ‘‘antihydrogen bond’’ and, later, ‘‘blue shifting hydrogen bond’’, because, in contrast with classical hydrogen bridges, it is characterized by a CH bond shortening and a blue shifting of the C–H stretching frequency, as confirmed experimentally too. [49, 50] In absence of experimental data, it is a hard task to distinguish between blue shift and red shift because it has been noted that contrasting results can be obtained from B3LYP and MP2 calculations [51]. The labels ‘‘non-conventional’’ and/or ‘‘improper’’ derive just from the nature of the hydrogen bond donor and hydrogen bond acceptor groups, which are different from those involved in the classical hydrogen bridges. Some examples are given in Fig. 3. On this ground, several classes of nonconventional hydrogen bridges can be distinguished: those in which a nonconventional donor is involved (e.g., the C–H group) [52–54]; those having a non-conventional acceptor, as a C atom or a p-system [55–57]; those in which both the donor and acceptor are non-conventional groups [58–60]; the dihydrogen bonds, formed between a protic X–H group and a hydridic H–Y group, in which the interaction occurs between two H atoms, one of which accepts electrons and the other provides them: Xd  Hdþ    Hd  Ydþ [61–64]. To these ones the ‘‘inverse’’ hydrogen bonds can be added, formed by X–H groups with reverse polarity (XdþHd ), where a H atom will provide electrons and another non-hydrogen atom will accept them (e.g., Li–H  Li–H, H–Be– H  Li–H) [32, 65, 66]. New types of bridges are continually proposed, as, e.g., the p    Hþ    p interactions [67] and monoelectron dihydrogen bond, H  e  H [68–71]. This latter (for which hydrogen bond energies ranging from 1.758 to 3.122 kcal/mol have been calculated in the H3 C    HF complex [71]) has been found in water cluster complexes with Li and Na, in HF complexes with the methyl radical and in various HF cluster anions. According to theoretical predictions, the hydrogen fluoride trimer anion (FH)2 {e} . . . (HF) exhibits also exceptionally large static first hyperpolarizability, [72] analogously to what occurs in the water trimer anion [73]. Nowadays the non-conventional hydrogen bridges are the subjects of a fascinating research field and the related papers in the literature are as many numerous as those concerning the classical ones, thus the references here cited are only an extremely small part of the literature and the most recent published papers are preferably reported. However, we must beware of vision of improper hydrogen bonds everywhere a H atom is a little closer to another atom and, in this regard, careful verifications must be done to avoid to get the wrong end of
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the stick. A good suggestion to unravel oneself in the modern hydrogen bond jungle is to follow the rules proposed by Bader on the ground of the atoms in molecules (AIM) theory (Refs. 74–79 and therein), which is an extension of quantum mechanics properly defining an atom as an open system [76]. 1.2



The AIM Rules for Hydrogen Bonds Recognition



The theory of AIM offers a self-consistent way to partition any system in its atomic fragments and to extract chemical informations, hidden in the wave function C, from the electron density r and its gradient vector rr. Neglecting mathematical details, for which the inquisitive reader is remanded to the cited original papers, it suffices to know that a sequence of infinitesimal gradient vectors traces a ‘‘gradient path’’, whose starting point can be infinity or some special point in the molecule. Typically they are attracted to a point in space, called an ‘‘attractor’’. All nuclei are attractors in the gradient vector field of the density and the collection of gradient paths each nucleus attracts is called an ‘‘atomic basin’’. A point in space where rr vanishes is called ‘‘critical point’’ (CP). Some gradient paths do not start from infinity but from a special point appearing somewhere in between two nuclei and are termed ‘‘bond critical point’’ (BCP). It is characterized by one positive and two negative curvatures of r. Two gradient paths, each starting at the bond critical point and terminating at a nucleus, are called ‘‘atomic interaction line’’ (AIL). If all forces on all the nuclei vanish, the atomic interaction line becomes a ‘‘bond path’’ (BP): this is a line linking two bonded nuclei and allows to define a ‘‘bond’’. A collection of bond paths is called a ‘‘molecular graph’’, which is a representation of the bonding interactions. The topological analysis and evaluation properties can be performed by using the MORPHY [80] and PROAIM [81] programs. By analysing patterns in the topology and values of r and its Laplacian, r2 r, at the bond critical points, the following rules to ascertain the presence or not of a hydrogen bond have been deduced [79]: (a) a BCP proving the existence of a hydrogen bond must be topologically found; (b) at the BCP points the charge density (r) should be small and the Laplacian of the charge density (r2 r) should be positive; (c) the hydrogen (H) and the acceptor (B) atoms must penetrate each other. (d) The hydrogen atom loses electrons, i.e., its population decreases; the phenomenon can be related to the descreening of the hydrogen-bonded protons as observed in the NMR chemical shifts; (e) the hydrogen atom must be destabilized in the complex, this destabilization, DE(H), is the difference in total atomic energy between the hydrogen in the hydrogen-bonded complex and in the monomer; (f) the dipolar polarization of H must decrease upon formation of the hydrogen bond; (g) the volume of H should decrease upon complex formation.



Intramolecular Hydrogen Bonds



57



The penetration quantification needs the knowledge of the non-bonding radii of the H and of the acceptor atom (r0H and r0B , which are the distances from the respective nuclei to a given r contour in each monomer) and the bonding radii (rH and rB , which are the distances between the respective nuclei and the hydrogen bond BCP). The penetrations of H and B (DrH and DrB ) are defined as DrH ¼ r0H  rH



and



DrB ¼ r0B  rB



The application of the penetration rule is hampered for intramolecular hydrogen bonds because the reference hydrogen given by the monomer is lacking, however, if a fragment of the molecule can be isolated (via cutting and capping) and used as a monomer-like reference, the criteria can be successfully applied. 1.3



Experimental Evidences of Hydrogen Bond Presence



From the experimental point of view, the existence of a hydrogen bridge can be easily recognized by some peculiar changes in the molecular geometry and in some chemical–physical properties. In particular: (a) The X–H bond length becomes longer than the common X–H bonds, whereas the X  Y and H  Y distances are shorter than the sum of the van der Waals radii of the X, Y and H atoms involved in the hydrogen bridge. (b) The X–H  Y angle is mostly in the range 140–1508 for hexatomic chelate rings and in the range 115–1308 for the pentatomic ones. (c) In presence of a conventional hydrogen bridge, the frequencies of the XH (and C=O) stretching mode vibration are red-shifted with respect to the corresponding values recorded in a hydrogen bond free compound. The entity of the shift is strictly related to the strength of the hydrogen bridge. On the contrary, in presence of a non-conventional hydrogen bond a shortening of the X–H bond length and a blue shift of its vibration frequency are observed. (d) Proton experiencing hydrogen bond undergoes deshielding, which, in turn, causes a downfield of its chemical shift. For many compounds, it has been found that deshielding increases linearly with roo decreasing whilst the potential function changes from a double to a single minimum well. Very useful correlations between the experimental (and/or theoretical) hydrogen bond distances or hydrogen bond strength and NMR chemical shifts have been also found [82–90]. 2 CALCULATION OF THE MOLECULAR ENERGY: SEMIEMPIRICAL AND AB INITIO METHODS For evaluating the hydrogen bond strength it is necessary to calculate the energy of the molecule under study, which implies also the optimization of the molecular geometry. Consequently, the first step of the study is the choice
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of the most suitable method for the energy evaluation, which, in turn, is conditioned by the available computational resources (computer power, hard disk capacity, RAM dimension, and so on), on the dimension (number of atoms) of the molecule to be handled and on the required level of calculations. Even if description of mathematical development of the various approaches is out of the aim of the present review, we think that a brief background is useful for understanding the quality of the results. In quantum chemistry, the calculation of the energy of a molecule implies the solution of the well-known Schro¨dinger equation (1)



^ C ¼ EC H



^ is the Hamiltonian operator and C is the wave function obeying to the where H ^ is restrictions required by the quantum mechanics postulates. The operator H the sum of the kinetic (T) and potential (V) energies; therefore it represents the total energy of the system. Remembering that the kinetic energy can be written as a function of the moment and that the quantum mechanical momentum operator is i h(@=@qi ), the Hamiltonian for a single-particle three-dimensional system in cartesian coordinates is  2  2 @ @2 @2 ^ ¼T þV ¼ h (2) þ V (x, y, z) H þ þ 8p2 m @x2 @y2 @z2 h being the Plank constant and m the mass of the particle. The differential operator in parentheses in Eq. 2 is the Laplacian operator r2 , so that Eq. 1 can be simply written as (3)







h2 r2 C þ V (x, y, z)C ¼ EC 8p2 m



For n-particles three-dimensional system, Eq. 3, becomes (4)







n X i¼1



h2 r2 C þ V (x1 , y1 , z1 , . . . , xn , yn , zn )C ¼ EC 8p2 mi



The above equation is the time-independent Schro¨dinger equation for the considered system, which, therefore, is implicitly a conservative system. The above equation cannot be analytically solved and only approximate solutions are possible. Following the Hartree–Fock method and the iterative SCF (self-consistent field) approach, very good C can be obtained. This C is the product of monoelectronic functions (which take into account also the spin coordinate and are named spin-orbitals) each describing the electron motion under the effect of a coulombian field generated by the nuclei and by the other n  1 electrons. The variation theorem ensures that the energy associate with the approximated ground state wave function is always greater than, or at the most equal to, the exact energy value. Ab initio methods are based on the procedure in summary described, which implies the calculation of innumerable integrals
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and made impossible its application even to systems having modest number of atoms without computer’s help. To bypass this problem in the past years, when computers were not available or their performances were inadequate, numerous and very approximate methods were developed for studying the various molecular properties. Such methods were improved over the years keeping pace with the development of the computer engineering science progress and today a simple personal computer is also able to perform high level ab initio calculations. The calculation methods can be therefore grouped into two main classes termed ‘‘semiempirical’’ (for some reviews on the earlier methods, see [91, 92]) and ‘‘ab initio’’. The well-known Huckel [93–95], Extended Huckel [96], CNDO [97], INDO [98], NDDO [97], NNDO [99], PCILO [100, 101], MM4 and its previous versions (Refs. 102, 103 and therein cited), ECEPP [104], MINDO [105], MNDO and MNDOC (Modified Neglect of Diatomic Overlap) [106– 108], AM1 (Austin Model One) [109], PM3 and PM5 (MNDO Parameterization 3 or 5) [110–112] belong to the former class (for a review describing the parallel progress of theoretical methods and computers development, see Ref. 113). The label, ‘‘semiempirical’’ means that these methods use some parameters derived from experimental data to simplify calculations. They are very quick and require only small disk space, but not all the molecular properties can be predicted in a satisfactory way. For example, CNDO (Complete Neglect of Differential Overlap) computes very good charge densities and dipole moments, whereas INDO (Intermediate Neglect of Differential Overlap) was mainly used in its spectroscopic version (INDO/S) for predicting the electronic transition energies. MINDO and MNDO, in their standard versions, give acceptable thermochemical predictions but are not able to predict rotation barriers. AM1 and PM3 are improvements of MNDO; they are also able to describe hydrogen-bonded systems but the resulting hydrogen bond energies (EHB s) are generally underestimated. Modified MNDO versions, explicitly devoted to improve hydrogen bond predictions, were also published (MNDO/H) [114, 115] but with scarce or contrasting success [116–120]. On the other hand, semiempirical approaches are very useful when one must handle very big molecules, as protein systems (the most recent AM1, PM3 and PM5 versions [121] are able to handle more than 90,000 of atoms). The ab initio methods use no experimental parameters in their computations but are much more onerous than the semiempirical ones, both for time consuming and for hard disk capacity requirements. The onerousness increases on increasing the molecular dimensions and the level of sophistication, i.e., the extension of the basis set adopted for calculations. Among the most used ab initio computation packages, we remember here the GAUSSIAN 03 [122], GAMESS [123] and SPARTAN [124]. The basis set is needed for a mathematical description of the orbitals within a system and a good basis set is necessary to obtain a good energy quality. The orbitals are built up through linear combination of gaussian functions, which are
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referred as ‘‘primitives’’ and their numbers appear in the basis set name. So, the minimal STO-3G basis set approximates Slater orbitals (STO ¼ Slater Type Orbitals) by employing three gaussian primitives for each basis function. A split valence basis set increases the number of basis functions per atom, so that a change of the orbital size (but not its shape) is possible. The so-called polarized basis sets add d functions to C and f functions to transition metals: they are indicated with an asterisk (e.g., 6–31G* or also as 6–31G(d)). The presence of a second asterisk indicates that p functions are added to the H atom (e.g., 6-31G** or also as 6-31G(d,p)). To allow orbital expansion for occupying a large region of space, diffuse function can be added to the basis set. They are important for improving the description of electrons which are far from the nucleus and their presence is indicated with a ‘‘þ’’. A double plus means that diffuse functions are also added to H (e.g., 6-31þG(d) or 6-31þþ(G(d)). Since the Hartree–Fock SCF wave function takes into account the interaction between electrons in an average way whilst the motion of electrons is correlated with each other, the resulting energy is in error. It must be corrected by adding a term named ‘‘correlation energy’’, which can be calculated by various approaches. Nowadays basis sets less extended than the 6-31G one are no longer used for medium size systems, but in the basis set choice the memory resources of the available computers are essential. In particular, the calculation of correlation energy at MP2 level (second order Møller–Plesset perturbation theory [125]) requires time and noticeable hard disk capacity, but, alternatively, very good results can be obtained with modest computer performances by using functionals (many people use the B3LYP [126–128] one) following the Density Functional Theory (DFT). Very recently, the X3LYP functional has been developed [129, 130], which is an extended hybrid functional combined with the Lee–Yang–Parr correlation functional. Even if basis set descriptions are easily available on all the user manuals accompanying ab initio computation package, we will give here some short news on the most used bases: (a) the 6-31G**, which includes polarization functions, and 6-311þþG(d,p) (Ref. 131 and therein), which include polarization and diffuse functions; (b) the cc-pVDZ (double zeta) and the cc-pVTZ (triple zeta) Dunning’s correlated consistent basis set [132–134], which can be augmented with diffuse function inclusion (aug-cc-pVDZ, aug-cc-pVTZ); quadruple, quintuple and sextuple zeta are available too, but are too onerous and, in our opinion, not advisable for very limited energy improvement. High-level calculations can be performed by means of the G2 (Ref. 135 and therein), G2(MP2) (Ref. 136 and therein), G3 [137–139], G3MP2 and G3MP3 [140, 141] G3B3 and G3MP2B3 [142] methods of Pople and coworkers, as well as the complete basis set CBS-APNO [143], CBS-Q (Ref. 144 and therein) and CBS-QB3 of Montgomery, Peterson et al [145]. All of them compute the energy of a molecular system through multi-steps internal predefined calculations in order to improve the energy accuracy and to reduce, as far as possible, the
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mean absolute deviation from a set of more of a hundred of experimental energies (dissociation energies, ionization potentials, etc.). The G2 energy, based on the MP2(FULL)/6-31G* geometry (all electrons are considered, MP2¼FULL), is given by E ¼ E[MP4=6-311G(d,p)] þ DE( þ ) þ DE(2df) þ D þ DE(QCI) þ HLC þ ZPE where (a) DE(þ), DE (2df) and D are corrections arising from the use of limited basis sets; (b) DE(QCI) is the correlation energy contribution calculated at the fourth order Møller–Plesset perturbation theory [125] and quadratic configuration interaction (QCI [146, 147]) including single and double substitutions (QCISD) DE(QCI) ¼ E[QCISD(T)=6-311G(d,p)]  E[MP4=6-311G(d,p)] (c) HLC (high level correction) ¼ Ana  Bnb (A ¼ 4.81 mh, B ¼ 0.19 mh), na and nb being the number of alpha and beta valence electrons, respectively; (d) ZPE is the zero point correction energy calculated by scaling by 0.8930 the vibration frequencies resulting from 6-31G(d) basis set. The G2(MP2) [136] is a modification of G2 approach [135] which entails significant savings in computing expenses and memory resources maintaining high level results. It reduces the calculation of DE(þ), DE(2df) and D to a single step and uses MP2 instead of MP4, so that the G2(MP2) energy is E ¼ E[QCISD(T)=6-311G(d,p)] þ ZPE þ HLC þ DMP2 being DMP2 ¼ E[MP2=6-311 þ G(3df,2p)]  E[MP2=6-311G(d,p)] The CBS-Q method is based on the same philosophy of G2 and requires the following calculations [144]: (a) UHF/6-31Gþ geometry optimization and frequencies; (b) MP2(FC)/ 6-31Gþ optimized geometry; (c) UMP2/6-311þG(3d2f,2df,2p) energy and CBS extrapolation; (d) MP4(SDQ)/6-31þG(d(f)p) energy; (e) QCISD(T)/6-31þ Gþ energy. The 6-31Gþ basis is a modification of the 6-31G* one obtained through combination of the 6-31G sp functions with the 6-31G** polarization exponents. The CBS-Q total energy is given by E(CBSQ) ¼ E(UMP2) þ DE(CBS) þ DE(MP4) þ DE(QCI) þ DE(ZPE) þ DE(emp) þ DE(spin) where DE(CBS) is obtained from the CBS extrapolation (Ref. 148 and therein)
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and DE(QCI) ¼ E[QCISD(T)=6-31 þ Gþ ] DE(emp) and DE(spin) are an empirical correction and the spin contamination correction terms, respectively, whose detailed calculation is given in Ref. 145. The CBS-QB3 is a modification of the CBS-Q method, in which steps (b) and (c) are replaced with a B3LYP/6-31Gþ geometry optimization, following the DFT. G3 is an evolution of G2 theory, in which the following main changes were made: (a) the 6-311G(d) basis set used as starting point for the MP4 and QCISD(T) single point calculations is substituted with the 6-31G(d) basis; (b) the 6-311þG(3df,2p) basis used in G2 at MP2 level was modified to include more polarization functions for the second row (3d2f), less on the first row (2df), and other changes to improve uniformity. This basis is termed G3 large (for more details see Ref. 137). A variance of G3 is the G3S method [149], which replaces the additive HLC of G3 theory by a multiplicative scaling of the correlation and Hartree–Fock parts of the G3 energy. The best results of these methods give errors within 1 kcal/mol with respect to the experimental reference data. A comparison of their performances is given in Refs. 150, 151. 3 DEFINITION AND EVALUATION OF THE HYDROGEN BOND STRENGTH 3.1



Intermolecular Hydrogen Bonds



The hydrogen bond energy, EHB , is not physically observable and therefore it is not directly measurable. It is possible, however, to obtain theoretical estimates provided that a zero point in the energy scale is defined. In the case of intermolecular hydrogen bond, EHB is the difference between the energy of the adduct and the sum of the energies of the separate component molecules. Unfortunately, the adduct contains more orbitals than each monomer and this produces an artificial lowering of its energy with respect to those of the isolated molecules. This occurrence is known as Basis Set Superposition Error (BSSE), whose entity depends on the extension of the basis set adopted for calculations and could not be negligible if the basis set extension is modest. Various techniques have been suggested to minimize this error, but date the most used approach is the a posteriori counterpoise correction scheme (CP) suggested by Boys and Bernardi [152]. Another method for BSSE elimination is the Chemical Hamiltonian Approach (CHA) formulated in 1983 by Mayer, whose basis idea is the a priori exclusion of BSSE (Ref. 153 and therein cited) and in which every
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atom is treated as an independent subunit. In other words, the method allows to identify and to omit those terms of the Hamiltonian, which cause the BSSE effect. Since the method was found not appropriate for describing strong interactions, it was successively improved [154, 155]. Despite the different approaches, the a priori BSSE-free CHA method usually gives results similar to those obtainable by the a posteriori CP BSSE correction scheme. 3.2



Intramolecular Hydrogen Bonds



The strength of an intramolecular hydrogen bond is generally defined as the stability difference between the chelate and open conformations, this latter being assumed as hydrogen bond free. Here BSSE is absent, even if according to Jensen, a ‘‘basis set effect’’, which can be considered as an intramolecular BSSE ‘‘is always present when comparing energies of two different systems. As the functions follow the nuclei, the basis set is different for each geometrical configuration. This effect is small and is almost always ignored’’ [156]. A recent paper suggests the use of Extremely Localized Molecular Orbitals (ELMO) to prevent BSSE instead of correcting the energies [157]. We do not believe that the basis set effect is important in the intramolecular EHB estimate, especially if extended basis sets are used. Two types of reference open conformations are possible, depending on if the OH (open A) or the C=O (open B) groups are rotated by 1808. It is implicit in this definition that the open conformation is assumed as the origin (zero point) of the EHB scale and the resulting energies will be different, depending on if the former or the latter reference conformation is adopted. Some considerations are, however, to be made for well understanding the meaning and the reliability of the numbers that will go to handle. H
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(a) The difference between the energies of the chelate and open conformations includes terms that are bound to different geometrical parameters in the two cases (e.g., in malonaldehyde, at B3LYP/6-311þþG(d,p) level, the COH and CCC angles are about 1038 and 1308 in the chelate and about 1098 and 1258 in the open forms, respectively). (b) The intramolecular hydrogen-bonded molecules are generally planar because the hydrogen bond damps the strain present in the chelate ring. In their open form this strain is no longer balanced and in some cases the



64



Buemi



molecule tends to deviate from planarity (generally remarkable torsion occurs around the C–C bond) as observed in malonamide, nitromalonamide and in 3-t-butyl- and 3-phenyl-acetylacetone [158–160]. (c) The open A conformation is by far the most commonly used zero point reference in the EHB evaluation. It is preferred because it preserves the cis configuration of the two C=C bonds present in the chelate structure. In any case it must be remembered that the ‘‘open A’’ form identifies a zero point and the ‘‘open B’’ one another, different, ‘‘zero point’’ in the EHB scale. Comparison between EHB values referring to different (non-homogeneous) scales is meaningless. The entity of an intramolecular hydrogen bond is affected not only by the electronegativity of the heteroatoms involved in the bridge but also by the size of the chelate ring. So, EHB of a hydrogen bridge closing a six-membered ring is higher than that of a pentatomic ring (e.g., in the ortho-halophenols), where the possible conjugation contribution is weaker and the X–H  Y angle narrower (in the range of 1208 or less). 3.3



The Zero Point Vibration Energy Correction



All calculation methods furnish energies referring to a single molecule in its ground state, in vacuum and 08K, neglecting the vibrations occurring in the molecular system. According to quantum mechanic theory, the vibration energy of an oscillator does not vanish in the ground state but it assumes the 0:5 hn value, termed ‘‘zero point vibrational energy’’ (ZPVE). The calculated electronic energy of a molecule having n vibrational degrees of freedom must therefore be corrected by summing the quantity n 1X hni EZPVE ¼ 2 i¼1 which can be obtained by performing a post-Hartree–Fock frequencies calculation after the geometry optimization process. A thermochemical analysis, at 1 atmosphere of pressure and 298.158K (using the principal isotope for each element type), is also carried out in all frequency calculations, but it is possible to change these options by specifying suitable different temperature, pressure and isotopes. It is fundamental, however, that the frequencies are calculated with the same basis set and the same correlation energy procedure adopted for the geometry optimization. So, for example, it is meaningless to add the ZPVE calculated at Hartree–Fock level (HF) to the energy evaluated at MP2 or B3LYP level (and yet similar corrections have been made for acetylacetone [161, 162]). In our opinion, ZPVE correction is also discommended when a transition state (which often is a first-order saddle point) is handled because the contribution due to the degree of freedom corresponding to the negative frequency is ignored. Now, if the negative frequency is small the error could be small, vice
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versa the error is not negligible if the frequency is high. The question is delicate in the case of low barrier hydrogen bonds (LBHB), i.e., in the case of compounds showing hydrogen bridges with very short O  O (or X  Y in general) distances, where the DE between the most stable CS conformation and the symmetric C2V one is very small. For example, in nitromalonamide the symmetric conformation is 5.4 (B3LYP/6-311þþG(d,p)) or 4.9 kJ/mol (B3LYP/631G**), more stable than the asymmetric one after ZPVE correction, but negative frequencies of 646.8 and 511:5 cm1 (corresponding to a ZPE of 3.87 and 3.06 kJ/mol) are predicted by the two basis sets, respectively [163]. At B3LYP/cc-pVDZ level of theory, the CS conformation is 0.31 kJ/mol more stable than the C2V one, which, on the contrary, becomes 4.9 kJ/mol more stable than the former after ZPVE correction [164]. In such situation, the discussion on the most stable conformation is a non-sense. Indeed, since EHB is the DE between the open and chelate conformations, the cumulative ZPVE correction effect on the hydrogen bond strength is small and limited to few kJ/mol units, whereas it is important for the determination of the barrier to the proton transfer process. This barrier in nitromalonamide, without considering ZPVE correction, amounts to only 1.39 kJ/mol [159] at B3LYP/6-311þþ G(d,p) level, both in gas and in aqueous solution. 3.4



Semiempirical Relationships



As it previously pointed out, the (‘‘non-observable’’) hydrogen bond strength is strictly connected to other observables, as Dd, O–H torsional and vibrational frequencies and O  O distances. Very good correlations of the chemical shifts of 1 H, as well as of 17 O and 13 C of the carbonyl groups, have been found both for primary and secondary 1,2-disubstituted enaminones [86] and for cyclic and acyclic N-aryl enaminones [165]. Excellent linear correlations were found between chemical shift tensors and bond distances in solid, too [83]. After fitting 59 full O–H  O hydrogen bond lengths measured in small molecules by high resolution X-ray crystallography, the following empirical equation for ˚ ) from chemical shifts was obtaining O  O distances (error within 0.05 A ˚ given (Refs. 166, 167 and therein) (rOO in A, d in ppm). rOO ¼ 5:04  1:16 ln d þ 0:0447d In order to correlate the spectroscopic observables to the EHB , several semiempirical relationships have been suggested in the past years. Analysis of NMR spectra of some ortho-substituted phenol derivatives allowed to draw the following relationship between Dd and EHB : Dd ¼ 0:4  0:2 þ EHB (Dd is relative to phenol in part per million, EHB in kcal/mol) proposed in 1975 [168]. According to the theory of Altman et al. [169, 170], the difference of
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chemical shift of the hydrogen-bonded protons and deuterons in the 1 H- and 2 H-NMR spectrum, D[d(1 H)  d(2 H)], is bound to the category of hydrogen bond. The hydrogen bridge will be weak if D[d(1 H)  d(2 H)] is near zero, whilst negative and positive values correspond to strong and very strong hydrogen bonds, respectively. Some literature data (Tetrametylsilane reference) [171], mainly concerning b-diketone derivatives, are collected in Table 1. A good linear correlation exists between the OH stretching mode frequency ˚ ), and the O  O distance for the weak hydrogen bonds (rOO range 2.9–3.4 A which deviates from linearity for strong and very strong hydrogen bonds [172]. Several equations for fitting the curves obtained by plotting a graph of nOH versus rOO (showing exponential shape) and, in turn, the energy corresponding to each frequency were also developed. Among these we remember the Lippincott–Schroeder [173, 174], the Reid [175] and the Bellamy–Owen [176] potential energy functions. The Lippincott–Schroeder relationship, at first deduced for the linear O– H  O bridge, describes the hydrogen bond in terms of a covalent resonance system involving the X H---Yþ and X–H:Y structures. Later it was extended to other homo- (S–H  S, N–H  N) and heteronuclear (O–H  S, S–H  O, N– H  O, O–H  N) bridges [174]. Briefly, the EHB s are calculated as a function of the X  Y distance and the X–H  Y angle as EHB ¼ f [d(X    Y), a(X---H    Y), pi ] where pi is a set of empirical parameters characteristic of the hydrogen bond type. It has been successfully used by Gilli et al. [177–179]. who produced also a computational package available on request [180]. However, it has been also pointed out that the Lippincott–Schroeder potential is able to reproduce the shape of the protonic potential in O–H  N systems in gas phase only if some of its parameters are calibrated to fit high level ab initio data [181].



Table 1. Isotope effect on the chemical shifts of some hydrogen-bonded protons (data extracted from Ref. 171) Compound



d(1 H) (ppm)



D[d(1 H)  d(2 H)] (ppm)



Malonaldehyde Acetylacetone (pentane-2,4-dione) 2,4-Phenyl-acetylacetone



13.99 15.58 (Neat) 17.61 (C6 H6 ) 15.52 (CCl4 ) 15.02 (C6 H12 ) 13.1 (Neat) 16.75 (Neat) 16.65 (Neat) 11.0 (CH2 Cl2 ) 11.03 (CDCl3 )



þ0.42 þ0.50 þ0.72 þ0.45 þ0.45 þ0.30 þ0.66 þ0.31 þ0.06 0.03



3-Methyl-acetylacetone Hexafluoro-acetylacetone 3-Propyl-acetylacetone 3-(4-Methoxyphenyl)-acetylacetone Salicyl aldehyde
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The Reid potential function [175] is derived by the Lippincott–Schroeder one, with the aim of a better description of the O–H  O bonds and takes into account also the OH and O  O stretching motions. The Bellamy–Owen relationship [176] is based on the calculations of the van der Waals forces by means of a 6–12 Lennard–Jones potential function, which can be written as "    # d 12 d 6  w(r) ¼ 4«o r r where «o is the depth of the hole and d is the distance at which the energy vanishes. The d values were firstly based on the collision diameter of molecules in gas phase and subsequently modified to fit the experimental plots. The proposed empirical correlation to the frequency shift of the donor stretching mode is "    # d 12 d 6  Dns ¼ 50 r r and d assumes the values of 3.2, 3.35, 3.4, 3.6, 3.85 and 3.9 for the F–H  F, O–H  O, N–H  F, N–H  O, N–H  N, O–H  Cl and N–H  Cl bridges, respectively. When applied to 3-(3,4,5-trimethylphenyl)pentane-2,4-dione [182], a EHB of 110  10 kJ=mol was estimated. Although in many cases the deduced energies are sufficiently satisfactory, such functions must be used with caution. It has been proved that in intramolecular O–H  O bridge the low X–H stretching mode frequency may be a consequence of the molecular symmetry instead of a very large increase of the EHB , and it has been also inferred that the maximum EHB increment on rOO shortening is about 30 kJ/mol [183]. In the C2v structure, which should exhibit ˚ . If the hydrogenthe strongest hydrogen bond, rOO is in the range 2.3–2.4 A bonded atoms are connected through a p-conjugated framework, as in b-diketones, the charge flow from hydrogen to oxygen increases in consequence of the enhanced conjugation so contributing to the hydrogen bond strengthening (RAHB). It is also to be remembered that the very short O  O (or X  Y, in general) distance may be governed by peculiar geometrical situations, as steric effects are caused by repulsive interactions between cumbersome substituent groups. When the hydrogen bond strengthening is no longer able to balance the increased strain deriving from rOO shortening the chelate ring begins to lose its planarity. 3.5



Strategies for EHB Calculation and Comprehension



EHB is classically defined as the energy difference between the open and chelate conformations, i.e., it denotes the stabilization experienced by the open conformation when the OH group rotates by 1808 to close a hexatomic or pentatomic
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chelate ring. But, what happens when an open conformation does not exist? Examples are formazan and carbonylamine, whose most stable conformers are shown in the scheme, and all molecules in which the donor is the amino group, whose 1808 rotation gives back the starting chelate form. In addition, in some cases, it happens that the open form is stabilized by another hydrogen bond which distorts the strength obtained for the O–H  O bridge. An example is hexafluoroacetylacetone, in which the hydroxyl interacts with a fluorine atom of the adjacent CF3 group giving rise to a weak O–H  F bridge [184]. F F H
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To bypass these problems it has been tried to use the rotation barriers for obtaining EHB estimates. In fact, it has been observed during our studies that the rotation barrier (RB) of a hydrogen-bonded OH group is higher than that of a free OH, because when the rotation starts it must overcome the EHB . Thereby it can be written that the rotation barrier is given by RB ¼ EHB þ actual RB Consequently, EHB is the difference between the OH barrier calculated in the chelate conformation and the same barrier calculated in a molecule structurally close to the examined compound but hydrogen bond free. In most of our calculations, the reference molecule was attained by substituting the hydrogen bond acceptor fragment with a H atom. When tested on malonaldehyde and acetylacetone the approach worked very well [185]. The method was then applied with discrete success to many other molecules as formazan [186], carbonylamine [187], hexafluoro-acetylacetone [184], glyoxaloxime [188], 2nitroresorcinol, 4,6-dinitroresorcinol and 2-nitrophenol in vacuum and in solution [189], malonamide and nitromalonamide [158] and ortho-halophenols [190]. Another approach for EHB evaluation exploits the stabilization energy obtainable by considering thermochemistry of appropriate isodesmic reactions for calculating the isodesmic (from greek: isoB ¼ equal and deBom ¼ bond) reaction’s enthalpy (DHiso ) [191–193]. Reagents and products in such reactions
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must have the same number of carbon (in similar valence state) and hydrogen atoms and equal number of double and single bonds. Adoption of extended basis set is suggested. By using the following isodesmic reactions and MP2/631G** calculations: CH2 CHOH þ CH2 CHNO2 ! HOCHCHNO2 þ CH2 CH2 C6 H5 NO2 þ C6 H5 NO2 ! o-HOC6 H4 NO2 þ C6 H6 Varnali and Hargittai found energies of 30 and 12 kJ/mol for the intramolecular hydrogen bond formation in 2-nitrovinyl alcohol and 2-nitro phenol, respectively [194]. They are far from 57.45 and 50.07 kJ/mol, respectively, obtained according to the classical procedure at B3LYP/6-31G** level [189]. To be remembered that the isodesmic reaction technique cannot be used for activation barriers and that different energies will be predicted by different isodesmic reactions. 4



ENERGETICS OF HYDROGEN BONDS



According to Hibbert and Emsley [171], from the relative positions of the hydrogenated and deuterated compound in the potential energy well and from the rOO shortening with respect to the sum of van der Waals radii, three kinds of hydrogen bonds can be identified: weak (energy in the range 10–50 kJ/mol), strong (energy in the range 50–100 kJ/mol), very strong (energy higher than 100 kJ/mol). Following the analysis of Gilli [31] concerning the nature of the homonuclear hydrogen bond, the O–H  O bridges can be grouped in five classes, labelled as: (a) ()CAHB, [O    H    O] (negative charge-assisted H-bonds); (b) (þ)CAHB, [=O    H    O=]þ (positive charge-assisted H-bonds); (c) RAHB, [–O–H  O¼] (resonance-assisted H-bonds); (d) PAHB, [  (R)O–H  O–(R)O–H  ] (polarization-assisted H-bonds); (e) IHB, [–O–H  O 
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