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Correlation-Aware Heuristics for Evaluating the Distribution of the Longest Path Length of a DAG with Random Weights Louis-Claude Canon and Emmanuel Jeannot Abstract—Coping with uncertainties when scheduling task graphs on parallel machines requires to perform non-trivial evaluations. When considering that each computation and communication duration is a random variable, evaluating the distribution of the critical path length of such graphs involves computing maximums and sums of possibly dependent random variables. The discrete version of this evaluation problem is known to be #P-hard. Here, we propose two heuristics, CorLCA and Cordyn, to compute such lengths. They approximate the input random variables and the intermediate ones as normal random variables, and they precisely take into account correlations with two distinct mechanisms: through lowest common ancestor queries for CorLCA and with a dynamic programming approach for Cordyn. Moreover, we empirically compare some classical methods from the literature and confront them to our solutions. Simulations on a large set of cases indicate that CorLCA and Cordyn constitute each a new relevant trade-off in terms of rapidity and precision. Index Terms—stochastic scheduling, graph heuristic, PERT
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Introduction



valuating the execution time (makespan) of a parallel application modeled by a task graph is an important problem in scheduling theory. This problem is simple to solve in a deterministic setting. However, modern parallel systems are not fully deterministic and may be subject to many kinds of uncertainties: executions may fail; outcomes can be corrupted (e.g., network error); and, tasks or communications durations vary because of imprecise predictions (due to system noise, network congestion or input sensitiveness). This paper focuses on duration uncertainties as it concerns the main inputs of a scheduling problem. Durations are modeled with random variables instead of deterministic values to ensure a precise description of the overall system. Evaluating the performance of a static scheduling procedure– by performing maximums and sums over durations–becomes a difficult operation because of the dependencies between random variables arising from the graph structure. In particular, no simple method exists for evaluating the distribution of the maximum of dependent random variables. The discrete version of this problem (when all input random variables are discrete with only rational values) was proved to be #Phard1 [1]. In this paper, we propose two new heuristics to address this evaluation problem. Many methods (either exact or approximate) exist but none provides the rapidity/precision trade-off required for heavy use in another procedure such as a static scheduling algorithm that needs to evaluate numer-



E



ous partial solutions. Indeed, this work is motivated by the need to design a building block that efficiently computes the makespan distribution in the context of stochastic scheduling. In [2], we have designed Rob-HEFT, a heuristic which assigns each task greedily to the best processor by testing each possible allocation (the task is assigned to the machine for which its completion time is the best). Thus, Rob-HEFT requires to evaluate many partial solutions precisely and rapidly. But, other heuristics from the literature could benefit from the proposed solutions such as SHEFT [3], MCS [4] and SDLS [5]. These proposed methods are evaluated against classical techniques of the literature that compute operations (sums and maximums) on random variables when there are dependencies. These techniques are gathered from the scheduling literature but also from other areas of computer science that consider variations of this problem (project management [6] and digital circuit design [7]). Actually, although this paper is focused on scheduling and parallelism, the proposed results are applicable in these other fields. This article is organized as follows. In Section 2, we formalize the general problem and show its relation to the scheduling problematic. Many contributions have been proposed for this problem in the literature and we present some significant approaches in Section 3. We propose the new methods in Section 4 and they are empirically evaluated in Section 5.
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1. #P is the class of counting problems that correspond to NP decision problems.



Model and Problem Definition



This section defines the problem and we show that some of its variations are equivalent. We first define the type of random variables that we use and show the relation with a specific scheduling problem that can be reduced to the general problem. Notations are summarized in Table 1.
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Table 1 Notation summary.



Yj = Xj + maxvi ∈Pred(vj ) Yij



Yi Symbol



Definition



G = (V, E, X ) V = {vi : i ∈ [1..n]} E n m



directed acyclic graph set of vertices set of edges number of vertices (n = |V |) number of edges (m = |E|) set of predecessors of vertex vi ∈ V (Pred(vi ) ⊂ V ) set of successors of vertex vi ∈ V (Succ(vi ) ⊂ V ) set of random variables (|X | = n + m) weight of vertex vi ∈ V (Xi ∈ X ) weight of edge (vi , vj ) ∈ E (Xij ∈ X ) intermediate result of vertex vi∈ V Yi = Xi + maxvj ∈Pred(vi ) Yji intermediate result of edge (vi , vj ) ∈ E (Yij = Xij + Yi ) final result probability density function of random variable η cumulative distribution function of random variable η (Fη (x) = Pr[η ≤ x]) expected value of random variable η standard deviation of random variable η a random variable η follows a normal law with expected value µη and standard deviation ση correlation coefficient between random variables η and ε



Pred(vi ) Succ(vi ) X Xi Xij Yi Yij Yn fη Fη µη ση η ∼ N (µη , ση ) ρη,ε



vi , Xi



Xij



vj , Xj



Yij = Xij + Yi



maxvi ∈Pred(vj ) Yij



Figure 1. Intermediate result in a sub-graph of two vertices (vi and vj ). The arithmetic operations that are performed are: a sum to compute Yij (at the end of edge (vi , vj )), the maximum for Yj (maximum of all incoming edges to the vertex) and a sum with the weight of vertex Xj .



v3 , X3 X13



X34 X23



v1 , X1 X12



v4 , X4 X24



v2 , X2 Figure 2. Graph with four vertices (v1 , v2 , v3 and v4 ) and with vertex and edge weights.



2.1



Random Variable



Let η be a random variable. Its probability density function is fη and is defined on R. Its cumulative distribution function ´x is Fη (x) = −∞ fη (x)dx. This function Fη gives the probability that η takes a value lower than or equal to a given constant, i.e., Fη (x) = Pr[η ≤ x]. Finally, the expected value of η is noted µη and its standard deviation is noted ση . 2.2 Longest Path of a Directed Acyclic Graph with Random Weights Let G = (V, E, X ) be a DAG (Directed Acyclic Graph). Each vertex and each edge is weighted by a random variable. The weight of vertex vi ∈ V is noted Xi ∈ X and the weight of edge (vi , vj ) ∈ E is Xij ∈ X . Graph G contains n vertices and m edges (i.e., |V | = n, |E| = m and |X | = m + n). The vertices v1 , v2 , . . . , vn are ordered in a topological order2 . Without loss of generality, we assume there are a single source and a single sink. The graph models a parallel application where vertices are tasks and edges are communications or synchronizations between tasks. The graph structure encodes an arithmetic expression on the weights. To compute this expression we define two types of intermediate results: Yj , which is the intermediate results for vertex vj , and Yi,j , which is the intermediate results for edge (vi , vj ). Formally, for each vertex vj ∈ V , we define the random variable Yj = Xj + maxvi ∈Pred(vj ) Yij (i.e., a maximum is performed when several edges target the same vertex). Similarly, for each edge (vi , vj ) ∈ E, Yij = Xij + Yi (i.e., the weights that are present on a given path are added). 2. In a topological order, vertex indexes are ordered such that ∀(vi , vj ) ∈ V 2 , i < j ⇒ (vj , vi ) ∈ / E.



Both operations are represented on Figure 1. The intermediate result of the sink Yn is the final result of the arithmetic expression denoted by the graph.



2.3



Problem Definition



The problem we consider consists in determining the probability law of this last random variable Yn . More precisely, we want to determine the probability that the longest path length takes a value lower than or equal to some given constant. Figure 2 illustrates some arithmetic operations represented in a graph. The intermediate result that corresponds to vertex v2 is Y2 = X2 + Y12 . As Y12 = X12 + Y1 and Y1 = X1 , then Y2 = X2 +X12 +X1 . A maximum is performed when evaluating the intermediate result of vertex v3 . Hence, Y3 = X3 + max(Y23 , Y13 ). We can express Y3 using only weights in X . We obtain Y3 = X3 + max(X23 + X2 + X12 + X1 , X13 + X1 ). The encoded expression in this graph is given by the final result Y4 (i.e., the intermediate result of the sink, v4 ). It is Y4 = X4 + max(X24 + X2 + X12 , X34 + X3 + max(X23 + X2 +X12 , X13 ))+X1 . We have factorized X1 in the maximums and the formula cannot be factorized any more. The problem consists in characterizing the distribution of Y4 given the random variables in set X . Note that some arithmetic expressions in a max+ algebra cannot be represented by a graph. For instance, it is not possible to encode the expression X + X, where X is a given random variable. The considered arithmetic expressions have thus a specific structure. For instance, random variables that are added are all independent.
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2.4 Scheduling with Random Durations and Bounded Resources We present here an application of this problem in the context of task scheduling. We consider the general case when tasks are subject to precedence constraints with bounded resources. Task durations are specified by random variables. The total duration of a static schedule is thus also a random variable and its evaluation can be reduced to the problem studied in this paper. This reduction is obtained by remarking that a task allocated to a specific processor cannot start its execution until all its predecessors have terminated theirs and the considered processor has finished its previous tasks. We have thus two kinds of precedences: those that come from the task graph and those that are related to the order in which tasks are executed on each processor. The constraints of the second kind correspond to additional edges in the task graph (the final graph remains acyclic) and are related to the anteriority enforced by the schedule. Therefore, we are able to deal with schedules for bounded resources: once the schedule is computed, we enforce sequentiality on the resources by adding such edges of zero weight between tasks on the same resources (see Figure 3). The maximum of the end dates of all the tasks of this graph is the makespan of the schedule. The start date of a task execution is obtained by performing a maximum on a set of execution end dates. Then, an end date is the result of a sum over a random duration and a start date. The problem consists finally in evaluating the distribution of the end date of the last finished task (the makespan of the schedule). Characterizing the distribution of the completion time of a set of dependent jobs with random durations is therefore equivalent to evaluating the distribution of the length of the longest path of a DAG with random weights. An example of four tasks scheduled on two processors is proposed on Figure 3. Task t1 has no predecessor and is thus the first to start its execution. Tasks t2 and t3 both depend on task t1 and cannot start their executions before t1 finishes its own. Finally, task t4 depends on the two previous tasks. Tasks t1 and t4 are executed on processor p1 and tasks t2 and t3 are executed on p2 . As the execution of t2 is anterior to the execution of t3 , an edge is added between these two tasks in the corresponding graph. In this example, task durations (i.e., weights) are not represented. The duration of each task is associated to the corresponding vertex in the graph. 2.5



t1 p1



t1



t4 t2



p2



t2



t3



t3



time



t4



Figure 3. Four tasks (t1 , t2 , t3 and t4 ) are scheduled on two processors (p1 and p2 ). The corresponding graph contains one additional edge (in dash line) that is not present in the input task graph.



In the literature, the problem raised by operand dependencies is also called path reconvergence [8], shared activity jias [9] or topological dependency [7]. 2.6



Representation Equivalence



In some contexts, there is either no weight on the vertices or no weight on the edges. This is the case when managing projects represented with an activity on arc (AoA) network or with an activity on node (AoN) network. Transforming an AoN network into an AoA network while minimizing the number of additional arcs is NP-Hard [10]. However, this transformation may be done in polynomial time and space when the minimization is not required. In particular, we can transform an instance of our problem into an instance with no weight on the vertices in polynomial time [11]. Each vertex must be replaced by a pair of vertices connected by an edge whose weight is the same as the weight of the initial vertex. The first (resp., second) vertex of this pair becomes a successor (resp., predecessor) of all the predecessors (resp., successors) of the initial vertex. The number of vertices is increased by a factor of two through this transformation. Moreover, the transformation complexity is linear in the number of edges m. An analogous linear algorithm exists to convert an instance of our problem into an instance with no weight on the edges. These representations are thus equivalent and we specify whenever it is necessary if there is no weight on the vertices or on the edges.



Dependency between Intermediate Results



In order to determine the intermediate result of a vertex vj ∈ V , the expression Yj = Xj + maxvi ∈Pred(vj ) Yij must be evaluated. Operands of any maximum are always intermediate results. The main difficulty revealed by related works concerns the dependency between all the intermediate results. If they were independent, evaluating the distribution of the longest path length would indeed be easy using the methods presented later in Section 3.1.1. Figure 2 illustrates this phenomenon. The intermediate result of vertex v3 is formulated X3 + max(Y23 , Y13 ). The operands of this maximum, Y23 and Y13 , are dependent because they both are expressed using the same random variable, X1 .
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State of the Art and Related Work



We begin by presenting different mechanisms for evaluating the result of an arithmetic operation on a pair of random variables. Using these mechanisms, we will then cover some methods that can estimate the distribution of the longest path length. We classify existing methods into four categories: heuristics that provide an approximation3 ; methods that provide bounds; exact methods (that are not covered because of their time complexity); and the Monte Carlo approach. Last we describe the related application fields of this work. 3. As shown by Hagstrom [1], the problem is #P-hard in the discrete case.
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3.1



Evaluation of Arithmetic Operations



3.1.1 Numerical Evaluation in the Case of Independent Random Variables Characterizing the probability density function of the maximum or the sum of two independent random variables (also called operands) can be done using basic results from the probability theory [12]. 3.1.1.1 Maximum of Two Independent Random Variables: Let η and ε be two independent random variables. We call ω = max(η, ε) the maximum of η and ε. The value of ω is lower than a constant z if and only if both operands are lower than z. Thus, the cumulative density function of the maximum of two independent random variables is the product of their cumulative distribution functions: Fω (z) = Fη (z) × Fε (z)



where a = ση2 + σε2 − 2ση σε ρη,ε and b = Moreover, Clark provides a formula to compute the linear correlation coefficient between the result of a maximum and a given random variable τ : ρτ,ω =



3.1.2 Expected Value and Variance in the Case of Normal Distributions When an operation is performed on random variables that are normally distributed, then the expected value and the variance of the result can be formulated in closed form even when the operands are dependent. 3.1.2.1 Maximum of Correlated Normal Laws: Clark [14] proposed a set of formulas to cope with the maximum operation. These formulas characterize the first four moments of the maximum of two normal laws. Let η and ε be two random variables that follow each a normal law. Their expected values and variances are noted µη , µε , ση2 and σε2 . The linear correlation coefficient between η and ε is ρη,ε . We define ´x x2 two functions: ϕ(x) = √12π e− 2 and Φ(x) = −∞ ϕ(t)dt. Clark characterizes the expected value and the variance of ω = max(η, ε), namely µω and σω2 : (2)



σω2 = (µ2η +ση2 )Φ(b)+(µ2ε +σε2 )Φ(−b)+(µη +µε )aϕ(b)−µ2ω (3)



ση ρτ,η Φ(b) + σε ρτ,ε Φ(−b) σω



(4)



3.1.2.2 Sum of Correlated Normal Laws: Let us consider the sum ω = η + ε. The following formulas are general results from probability theory. They are valid for any probability law that η and ε may follow. µω = µη + µε



(5)



σω2 = ση2 + 2ση σε ρη,ε + σε2



(6)



ρτ,ω =



(1)



When operands are discretized, methods from numerical analysis can be used to estimate the result (resampling, interpolation, etc.) [13]. Remark that determining the probability density function from a cumulative distribution function requires a numerical derivation. As derivations are numerically challenging, we often prefer to obtain the probability density function of ω. To this end, we analytically derive Eq. (1): fω (z) = Fη (z) × fε (z) + fη (z) × Fε (z). This formula requires the cumulative distribution functions of η and ε, which can easily be obtained by numerically integrating the probability density functions. 3.1.1.2 Sum of Two Independent Random Variables: Consider the same operands in the sum ω = P η + ε. For discrete random variables, we have: Pr[ω = z] = x Pr[η = x] × Pr[ε = z − x]. For continuous random variables, the probability density function of the sum of two independent random variables is ´the convolution of their probability density functions: fω = x fη (x)fε (z − x)dx = fη ∗ fε . The complexity of directly computing a convolution is O(N 2 ) where N is the number of values representing a probability density function. Numerically, we can use the Fast Fourier Transform, whose complexity is O(N log N ) to speed up this computation. Indeed, in the frequency domain, convolution is a product and its time complexity is linear.



µω = µη Φ(b) + µε Φ(−b) + aϕ(b)



µη −µε . a



p



3.2



ση ρτ,η + σε ρτ,ε σω



(7)



Heuristic Approaches



Heuristic methods often approximate the inputs to provide an estimation of the result. We classify them into three categories: approaches based on series-parallel reductions; methods based on the normality assumption; and the canonical approach. 3.2.1 Series-Parallel Reductions A method based on a succession of reductions was first presented by Martin [15], and then by Dodin [16]. It provides an exact solution when the graph is series-parallel. Moreover, this method has a polynomial-time complexity. It uses two kinds of reductions. We describe them by considering that all vertex weights are zero: Series reduction If a vertex has exactly one incoming edge and one outgoing edge, then a series reduction is performed. It consists in eliminating the vertex and in replacing both edges by a single one whose weight is the sum of the weights of the initial edges. As the added weights are independent random variables, all techniques presented in Section 3.1 can be applied. Parallel reduction A parallel reduction is performed if there exist two edges that share the same source and the same target. They are thus replaced by a single edge whose weight is the maximum of the weights of the initial edges. Again, operands are independent and we can use the techniques presented above. For a given instance, all the possible reductions are performed. As one reduction may enable new reductions, they are performed iteratively until no more reduction is possible. The process ends up with a single edge between the source vertex and the sink if and only if the initial graph is series-parallel. The exact distribution of the longest path length is then given by the weight of the final edge. If the graph is not series-parallel, then the process gives an irreducible graph containing several edges. It is still possible to continue the reductions by adapting the graph. A vertex is thus selected randomly among the ones that contain only one incoming edge. This vertex and its incoming edge are then duplicated multiple times in such a way that each new vertex
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is connected to exactly one of the outgoing edges of the initial vertex. If there is no vertex with only one incoming edge, then a symmetrical mechanism is performed for a vertex with only one outgoing edge. After this duplication step, all the enabled reductions are thus performed until a new irreducible graph is obtained. These two steps (reduction and duplication) are repeated until a single edge remains. As some edges are duplicated when the graph is not seriesparallel, the corresponding weights are also duplicated. This means that at each given step, the graph may contain weights that are not independent. Maximums and sums on dependent random variables raise issues (except if both operands follow normal laws). Thus, the result is generally not exact. Bein et al. [17] improved this method by minimizing the number of duplicated vertices. Moreover, Ludwig et al. [18] perfected the approach by decreasing the algorithmic time complexity necessary to find new enabled series-parallel reductions. 3.2.2 Normality Assumption Assuming that all the weights in a graph follow normal laws is common in the literature. The normality assumption concerns both intermediate results and the final distribution. This is a perfect use-case for Clark’s formulas [14] that estimate the first four moments of the maximum of two normals (see Section 3.1.2). This assumption is supported by the central-limit theorem that states that the sum of independent random variables tends to be normally distributed as the number of variables increases. As a graph encodes an arithmetic expression that may contain many additions, the result tends to approach a normal law if maximum operations do not significantly impact the resulting distribution. The method proposed by Sculli [19] is a direct application of Clark’s approach. Each random variable is reduced to its expected value and variance. Maximums are computed by considering that operands follow independent normal laws. The obtained result is again approximated as a normal law and its first two moments are computed with Clark’s formulas. Sculli’s approach has, however, some limits. First, correlation coefficients between operands are always considered to be zero. This is false when operands relate to edges that have a common ancestor (see Section 2.5). Ignoring the effect coming from path reconvergence leads to an accumulation of errors that can be significant when the graph is large. In this paper, we propose two methods that are based on the same principle, but with techniques that estimate correlation coefficients. The second limit is related to the normality assumption. Although input random variables are not normal in the general case, the assumption does not hold either when all weights are normal because the result of each maximum is approximated by a normal law. Nevertheless, the normality assumption offers several advantages: we can use formal probabilistic results (Clark’s formulas); the error is low as we will show in our experiments in Section 5; and, the algorithmic time complexities of methods based on this assumption are generally low. To conclude, the relevance of this assumption depends on several criteria: the normality of input random variables; the depth of the graph, which determines the number of sums; and, the dependence and the similarity between the



operands of each maximum, which determines the normality of intermediate results. 3.2.3 Canonical Representation Evaluating the distribution of the longest path length is also required when designing digital circuit. Although we consider that all random variables in X are independent, proposed methods in this field are specifically designed to tackle spatial correlations, namely dependencies between the weights. For instance, Sapatnekar et al. [20] described how to apply principal component analysis to deal with these correlations. Spatial correlations make the problem more difficult. With the canonical representation [21] that appeared in this context, dependencies between maximum operands (and spatial correlations) are efficiently taken into account. An extension, proposed by Zhang [8], improves the method and reduces its algorithmic time complexity. In the canonical approach, each random variable (weights and intermediate results) are expressed using an expected value and a weighted sum of standard normal laws: X η =µ+ αi Υi i



where µ is the expected value of η. Each random variable Υi ∼ N (0, 1) follows a standard normal law (with mean µ = 0 and variance σ = 1). Parameters αi determine thus the variance of η. In this representation, all the normal laws Υi are independent. This is used for the dependencies between the weights. Evaluating arithmetic operations on random variables in canonical representation makes partial use of thePformulas proposed by Clark P (see Section 3.1.2). Let η = µη + i αη,i Υi and ε = µε + i αε,i Υi be two random variables in canonical representation. The sum ω = η +ε can be evaluated as follows: X ω = (µη + µε ) + (αη,i + αε,i )Υi i



The maximum is defined as ω =´ max(η, ε). Rex call from Section 3.1.2 that Φ(x) = −∞ ϕ(t)dt, a = p 2 µ −µ ση + σε2 − 2ση σε ρη,ε and b = η a ε . The probability that η takes a value greater than ε, i.e. Pr[η > ε], is Φ(b). The maximum is approximated by: ω ˆ = Φ(b)η + Φ(−b)ε = (Φ(b)µη + Φ(−b)µε ) +



X



(Φ(b)αη,i + Φ(−b)αε,i )Υi



i



This evaluation of the maximum requires the correlation coefficient between the operands (i.e., ρη,ε ): P αη,i αε,i ρη,ε = qP i qP 2 2 i αη,i i αε,i The canonical approach relies on the normality assumption that is described above. Representing each random variable using a linear combination of standard normal laws provides an elegant and efficient method for characterizing the dependencies between each intermediate result. However, this is done to the detriment of the maximum operation whose precision is worse than with Clark’s approach. Indeed, whereas Clark’s approach provides the exact first four moments of the maximum of two normals, the canonical approach approximates the maximum as a linear combination of normals, which is inexact even when operands actually follow normal laws.
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3.3



Bounds



Several methods provide bounds on the distribution of the longest path length. We first define the first-order stochastic dominance [22, Definition 1.2.1] that we use to determine if two random variables are comparable and, if possible, to know which one is greater. Let η and ε be two random variables. We say that η dominates stochastically ε if Pr[η ≤ x] ≤ Pr[ε ≤ x] for all x. Kleindorfer [23] has proved a lower and an upper bound on the distribution of the longest path length. The upper bound is given by assuming that all maximum operands are independent and, hence, by directly applying the mechanism of Section 3.1.1. For the lower bound, maximum operations are not executed. Instead, the distribution of one of the operands is selected as the result. The approach using series-parallel reduction described in Section 3.2.1 also gives an upper bound by transforming any given graph into a series-parallel one. This result improves Kleindorfer’s upper bound. Yazici-Pekergin et al. [24] have proposed to replace NBUE (New Better Than Used in Expectation 4 ) distributions in a graph by an upper bound. This technique is useful when we know only the expected value of the random variables and when they all verify the NBUE property. Finally, some methods only propose a bound on the expected value of the result. Fulkerson [25] has proposed one of the first lower bound of the literature. It has been improved by Robillard [26] using Jensen’s inequality. Kamburowski [27] proposed to bound the expected value and the variance using the normality assumption and Clark’s formulas. Finally, Weiss [28] also gave bounds on related quantities such as the shortest path. 3.4



√



this difference is lower than 1.629/ T with a confidence level of 99% when the number of iterations exceeds 100 [31]. For 20,000 iterations, the difference is lower than 1.2%. For one million iterations, it is lower than 1.629h. The Monte Carlo method has two advantages. First, the empirical distribution function converges towards the resulting distribution as T → ∞ according to the Glivenko-Cantelli theorem. Second, this method is not sensible to operand dependencies when performing a maximum operation. 3.5



Evaluating the distribution of the longest path length of a DAG (Directed Acyclic Graph) with random weights arises in several fields: •



•



•



Monte Carlo Method



The Monte Carlo method proposed in this context [29], [30] consists in repeatedly transforming the random weights into deterministic ones. For each random variable of the graph, a value is drawn according to its law. When this is done, we obtain a unique value for the graph. This step is repeated several times generating a new value at each iteration. The set of resulting values defines an empirical distribution function that approaches the resulting distribution as the number of iterations increases. We need to define the number of trials (noted T ) required to achieve a given precision. If we assume that the distribution of the longest path length follows a normal law, then Cochran’s theorem states that the variance follows a χ2 law with T − 1 degree of freedom. Hence, the number of degrees of freedom needed to obtain a required confidence interval directly gives the number of iterations to perform. For instance, with 20,000 iterations, the relative error of the standard deviation is lower than 5% with a confidence level of 99%. With one million iterations, the error is lower than 1%. Another way of quantifying the error is given by the Kolmogorov-Smirnov statistic: it measures the distance between the empirical cumulative distribution function and the true distribution. According to the Kolmogorov distribution, 4. Intuitively, NBUE distributions are distributions that describe the remaining lifetime of objects and such that new objects have a better expected lifetime than used objects.



Related Research Fields



3.6



the problem was first defined by Malcolm et al. [6] in the context of project management. A project is assumed to be divided into a set of activities that are structured through a set of events. Each activity has to be performed by a resource and an event can be reached upon its completion. As activity durations can be modeled by random variables, the overall project consists of a graph where each edge corresponds to an activities and each vertex to an event; task graph scheduling on parallel machines with random durations (see Section 2.4) has then been introduced [32], [33], [34]. Several references are provided in [35]; last, the problem appears when designing digital circuits. A digital circuit is a network of gates that are connected through wires. In order to predict the performance of such circuits, static timing analysis is performed to estimate the propagation delay of a signal from the input to the output gates. As variations may occur when manufacturing digital circuits, the propagation delay of each wire and each gate is uncertain. Analyzing a digital circuit requires thus to evaluate the distribution of the longest path length of a DAG where each edge corresponds to a wire and each vertex to a gate. We report the reader to the survey proposed by Blaauw et al. [7] for more details on this field. On the Complexity of the Studied Problem



Although the problem is frequently mentioned to be #P-hard in the literature, there is sometimes a slight confusion on the precise problem that is considered. In this paper, we consider the numerical problem of determining the distribution of the longest path length of a DAG with random weights. The random variables are assumed to follow continuous distributions (such as the uniform distribution) and the output of the problem is the probability that the longest path length takes a value lower than or equal to some given constant. The problem consists in approximating this probability to some given number of correct digits. On the other hand, the problem that is known to be #P-hard [1] is when random variables are discrete with only rational values. In this case, the objective is to find the exact probability, which is rational, that the longest path length takes a value lower than or equal to some given constant.
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Although we may infer that the problem with discrete random variables (possibly with irrational values) is also difficult, we cannot conclude on the complexity of the continuous version of the problem. However, we suspect that this version is also difficult as the challenge when directly evaluating the solution is similar in both versions: the number of longest paths may be exponential.
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Proposed Methods



Although many bounds have been proposed, either they do not provide estimations that are precise enough in practice or their time complexity is prohibitive. We propose two practical heuristics that are based on the normality assumption presented in Section 3.2.2 and on Clark’s formulas described in Section 3.1.2. Namely, we approximate each random variable and each result of a maximum as a random variable that follows a normal law. Both our methods improve Sculli’s approach [19] because they use a mechanism to estimate correlations between maximum operands whereas Sculli’s approach does not. 4.1



CorLCA



The first described heuristic is called CorLCA (Correlation based on Lowest Common Ancestor). This method visits each vertex of a graph only once. For each vertex, correlations between the operands of a maximum operation are estimated using an efficient method. The objective of this method is to offer precise results without significantly increasing the algorithmic time complexity compared to Sculli’s approach (presented in Section 3.2.2). To this end, the correlation between each pair of maximum operands is estimated by determining their lowest common ancestor. Algorithm 1 presents the steps of CorLCA. First, we describe the general behavior of the algorithm and we detail the construction of a tree (called correlation tree below) that allows efficient searches for the lowest common ancestor of any pair of vertices. Then, we show how to compute a correlation coefficient using this ancestor. Finally, we analyze the complexity of CorLCA. CorLCA relies on a main loop that visits vertices of a graph G(V, E, X ) in a topological order. For each iteration, two types of operations are performed: •



•



intermediate result evaluations (Lines 4, 9, 10, 14 and 20) incremental construction of the correlation tree (Lines 11 to 13)



This last tree is rooted and is used only for computing correlations between maximum operands. It contains the same vertices as graph G and a subset of its edges. In particular, each vertex in the correlation tree has only one incoming edge with the exception of the root, which has none. At each iteration of CorLCA, the predecessor v˙ i of the visited vertex vi is retained as the unique parent of vi in the correlation tree. 4.1.1 Correlation Tree Construction Selecting a unique parent for a given vertex in the correlation tree is done by determining which predecessor has the most significant impact on the maximum operation. This means that we want to select the edge that influences the most the



ALGORITHM 1: Heuristic CorLCA based on lowest common ancestor queries to estimate the correlation between two operands Require: G = (V, E, X ) {Directed acyclic graph with random weights} Ensure: (µ, σ 2 ) {Estimation of the expected value and variance of the distribution of the longest path length of G} 1: for i = 1 to n do {Visit all the vertices in a topological order} 2: v˙ i = 0 {Initialization of vi parent in the correlation tree} 3: for all vj ∈ Pred(vi ) do {Visit all the predecessors of vi } 4: Yji = Xji + Yj {Equations 5 and 6} 5: if v˙ i = 0 then {First iteration of the loop} 6: v˙ i = vj 7: η = Yji 8: else 9: vk = LCA(v˙ i , vj ) {Determine the Lowest Common Ancestor of v˙ i and vj } 10: 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21: 22: 23:



σ2



ρη,Yji = ση σYYk {Estimate the correlation ji between η and Yji } if Pr[η < Yji ] > 0.5 then {If vertex vj is preponderant in the maximum} v˙ i = vj {Change the predecessor of vi in the correlation tree} end if η = max(η, Yji ) {Equations 2 and 3, and Line 10} end if end for if v˙ i = 0 then {Vertex vi has no predecessor} Yi = Xi else Yi = Xi + η {Equations 5 and 6} end if end for return (µYn , σY2 n )



intermediate result of a maximum. Thus, the correlation tree approximates the structure of the correlations between each pair of intermediate results. When a vertex contains several incoming edges, the selected edge is the one whose intermediate result is greater than the intermediate results of the other incoming edges with the highest probability. Let Yji ∼ N (µYji , σYji ) and Yj 0 i ∼ N (µYj0 i , σYj0 i ) be two normal random variables representing the intermediate results of two edges targeting the same vi . In Section 3.1.2, we defined function Φ(x) = ´vertex x ϕ(t)dt and symbol b. Section 3.2.3 mentions that the −∞ probability of Yji being greater than Yj 0 i is Pr[Yji > Yj 0 i ] = Φ(b). This mechanism is used to select each predecessor (Lines 11 to 13). In the case of normal distributions, it is actually sufficient to compare only the expected values of Yji and Yj 0 i to determine which one is greater with the highest probability (the one with the highest expected value is selected). A complete correlation tree that could correspond to the
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v3



v1



v4



v2



Figure 4. Possible correlation tree corresponding to the graph of Figure 2.



graph of Figure 2 is represented on Figure 4. For each vertex that has several incoming edges, a single edge is selected. 4.1.2 Estimation of Correlation Coefficients Equations 2 and 3 of Section 3.1.2 are used at Line 14 to compute the maximum of two random variables and they require the correlation of the operands beforehand (which is done on Line 10). The correlation tree enables an efficient estimation of the correlation of any pair of intermediate results. By finding the lowest common ancestor of two vertices, it is possible to compute directly the correlation between the intermediate results of these two vertices. Let Yji and Yj 0 i be two intermediate results of two edges targeting the same vertex vi . Let vk be the lowest common ancestor between vertices vj and vj 0 in the correlation tree. Its intermediate result is noted Yk . Our approximation consists in considering that Yji = η + Yk and Yj 0 i = ε + Yk where η and ε are two random variables independent of Yk . Random variables η and ε are independent because they represent the sums of the weights on the paths between vertex vk and vertices vj and vj 0 , respectively (these paths do not share any vertex by definition of the lowest common ancestor). Hence, the correlation between Yji and Yj 0 i is: σY2 k ρYji ,Yj0 i = σYji σYj0 i It is, however, an approximation because vertices vj and vj 0 can have several lowest common ancestors in the complete directed acyclic graph. This mechanism is similar to the second optimization of the method proposed by Yao et al. [9]. However, our method is finer in case of multiple lowest common ancestors. 4.1.3 Complexity The time complexity of CorLCA depends on the cost of the method used to find the lowest common ancestor of two vertices in a tree in which vertices are inserted incrementally. Let λ (resp., ν) be the time (resp., space) complexity necessary to insert the vertices and to perform LCA (Lowest Common Ancestor) queries. Then, the time complexity of CorLCA is O(mλ) and its space complexity is O(n + ν). Cole et al. [36] have presented a method that performs vertex insertions and LCA queries in constant time if insertions do not double the size of the tree. As this assumption does not hold in our case, data structures would require to be rebuilt periodically with this method. Moreover, their approach tackles vertex insertions inside the tree and vertex removals, which CorLCA does not need. Gabow [37] has described an algorithm that performs leaf insertion in amortized constant time.



The problem consists in alternating LCA queries and leaf insertions in the same tree. To the best of our knowledge, the literature does not provide an optimal algorithm for this specific problem. Given the related works presented above, we conjecture that λ = O(1) and ν = O(n), which would lead to a time complexity of O(m) and a space complexity of O(n) for CorLCA. 4.2



Cordyn



This second heuristic, called Cordyn (Correlation based on a dynamic programming approach), takes into account dependencies caused by reconvergent paths. A dynamic programming approach is used to determine the correlation coefficients that are required when applying Clark’s formulas. Despite a higher time complexity than with CorLCA, estimated correlation coefficients are more precise. Indeed, no approximation other than the normality assumption is done. 4.2.1



Algorithm



The algorithmic principle lies in continuously characterizing the set of correlation coefficients that could be required when a maximum is performed with Equations 2 and 3. Although it is always possible to determine recursively any correlation coefficient (with a recursive method using Equation 4), some of the computed coefficients are used multiple times and it is sub-optimal to recompute them. As the problem raised by the determination of these coefficients exhibits sub-problems that overlap, we propose a dynamic programming strategy. Then, for each newly visited vertex vi , all the correlation coefficients ρYi ,Yj are computed and kept in a symmetric square matrix P = (ρYi ,Yj )1≤i≤n,1≤j≤n of size n × n. Algorithm 2 describes the main loop of Cordyn, which visits vertices in a topological order. Intermediate result evaluation is done on Lines 3, 7 and 8 by reusing newly computed correlation coefficients (Line 10). Lines 4, 9 and 10 are used to compute correlation coefficients between a given random variable and each intermediate result that corresponds to any already visited vertex (i.e., any of the random variables in the set {Yk : 1 ≤ k < i} where vi is the visited vertex in the current loop iteration). Coefficients computed on Line 4 are only required for the computations on Lines 5 and 9 that are only used themselves on Lines 7 and 10, respectively. However, correlations determined on Line 10 can be used during future iterations of the main loop on Line 4 and this is why matrix P is updated with the obtained values. We finish the description of Cordyn with two remarks. When the number of incoming edges of vi is strictly greater than two, the operands on Line 7 are grouped pairwise and Clark’s formulas are used successively (coefficient computations must then be adapted on Line 9). The second remark is related to the fact that an intermediate result can be discarded when computing correlations as soon as every successors of the corresponding vertex have been visited. Indeed, on Lines 4, 9 and 10, we can reduce the set of considered intermediate results to those corresponding to the vertices ϕ(vi ), where ϕ(vi ) is the set of vertices vj such that j < i and such that ∃(vj , vk ) ∈ E, i < k. Thus, the topological order in which vertices are visited has an impact on the efficiency (temporal and spatial) of the method, but no influence on the result quality (except for round-off errors).
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ALGORITHM 2: Heuristic Cordyn based on a dynamic programming approach to determine the correlation between two operands Require: G = (V, E, X ) {Directed acyclic graph with random weights} Ensure: (µ, σ 2 ) {Estimation of the expected value and variance of the distribution of the longest path length of G} 1: for i = 1 to n do {Visit all the vertices in a topological order} 2: for all vj ∈ Pred(vi ) do {Visit all the predecessors of vi by increasing indices} 3: Yji = Xji + Yj {Equation 5 and 6} 4: compute (ρYji ,Yk )1≤k 
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