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November 9, 2004 Abstract Let µ be a rational distribution over a finite alphabet, and (xt ) be a n-periodic sequences which first n elements are drawn i.i.d. according to µ. We consider automata of bounded size that input xt−1 and output yt at stage t. We prove the existence of a constant C such that, whenever m log m ≥ Cn, with probability close to 1 there exists an automaton of size m such that the empirical frequency of stages such that yt = xt is close to 1.
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Introduction



A consequence of a Myhill-Nerode’s classical theorem on the theory of regular languages (see [HMU01] for instance) is that the size of any automaton that implements a sequence of least period n must be at least n. This result has been used to measure the complexity of strategies in repeated games played by finite automata e.g. by [AR88], [Ney97]. More generally, these games lead to study the complexity of coordination between a periodic sequence (xt ) and an automaton that inputs xt−1 at stage t. Neyman [Ney97] proves that, if x1 , . . . xn are drawn i.i.d. according to any probability distribution µ over an alphabet Θ, whenever m log m 0. Pr represents the induced probability on the sets Θn . Neyman [Ney97] proved the following: Theorem 1 (Neyman 97) For a sequence (m(n))n of positive integers, if m(n) limn→∞ m(n) ln = 0 then: n ∀ε > 0, lim Pr(ρm (xn ) < p + ε) = 1 n→∞



m → This result provides an asymptotic condition on m and n, namely m ln n 0, under which automata of size m cannot achieve coordination ratios larger than p with probability close to 1. Our main result states the existence of a m constant C such that if m ln is asymptotically larger than C, then automata n of size n can achieve coordination ratios arbitrarily close to 1 with a set of periodic sequences of probability close to 1.
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Theorem 2 There exists a constant C such that for any sequence of positive m(n) > C, integers (m(n))m∈N with limn→∞ m(n) ln n ∀ε, Pr(ρm (xn ) > 1 − ε) −→ 1 In particular, one can take C =



p 1−p



log p1 .



To prove this, we define in section 3.1 a subset of Θn of sequences verifying a statistical regularity condition. We call those sequences regular. Then, in section 3.2, for each regular sequence xn , we construct an automaton in F A(m) that achieves a large ratio of occurrences with xn . We estimate the probability of regular sequences in section 3.3, and conclude the proof in section 3.4.



3.1



Regularity



In this section we define the statistical regularity condition that ensures a large ratio of occurrences. Let x = xn = (x1 , x2 , . . .) ∈ Θn and l ≤ n. We call word an element of Θl . We identify x toits n first elements, thus making the abuse of notation x ∈ Θn . For 1 ≤ j ≤ nl , we write rj = (xl(j−1)+1 , . . . , xlj ) and r0 = (xb n cl+1 , . . . , xn−1 , xn ). This way, x can be expressed as the conl n catenation of the words r1 , . . . , rb n c and of r0 ∈ Θn−lb l c . Let x∗ be the l concatenation of r1 , . . . , rb n c . The number of times that a word r appears l in x∗ is n jnk o S(x∗ , r) = 0 ≤ j ≤ , rj = r . l For α > 1, we define the set of (α, l)-regular (or regular for short) sequences Rl (n, α) as the subset of elements x of Θn such that for each word r, S(x∗ , r) ≤ α nl Pr(r).



3.2



Construction of an automaton for regular sequences



p n eΦl + l, ρm (x) ≥ 1 − 1l . Proposition 3 Let x ∈ Rl (n, α). With m = dα 1−p lΦl



The proof of the proposition is constructive. 3.2.1



Proof of Proposition 3



We present the construction of an automaton M = ∈ F A(m) that ensures a sufficient coincidence ratio with x ∈ Rl (n, α). First, we design Q and f , second we define g and q ∗ . Finally we check that M and x have the desired ratio of occurrences. 4



Construction of the state space and action function The state space and action function we design depend only on µ, α, n and l, they are independent of the particular element x of Rl (n, α). Our construction relies on a sequence of elements of Θ such that the empirical frequencies of each word coincides with its probability under Pr. To construct this sequence, we first construct a sequence over an alphabet of size Φ of minimal length Φl in which each subsequence of length l appears once. The empirical frequency of a word r in a sequence s ∈ ΘL is: EF (s, r) =



1 |{1 ≤ j ≤ L, (sj , sj+1 , . . . , sj+l−1 ) = r}| L



Lemma 4 There exists a sequence s ∈ ΘΦl such that EF (s, r) = Pr(r) for every word r. Proof. Let Φ = {1, . . . , Φ}, and s˜ ∈ ΦΦl be a de Bruijn sequence of order l over Φ (cf. for instance [vLW01], chapter 8, p. 56). The empirical frequency EF (˜ s, r˜) of each r˜ ∈ Φl is then Φ1l . Let π : Φ → Θ be such that for every i ∈ Θ, |π −1 (i)| = pi Φ. Let s = (π(˜ st ))t . The application from Φl to Θl canonically induced by π is also denoted π. For r = (r1 , . . . , rl ) ∈ Θl , it is straight forward that EF (s, r) = Pr(r). S p Let Q = Q1 Q2 with Q1 = {1, . . . , dα nl 1−p e} × {1, . . . , Φl } and Q2 = {1, . . . , n − b nl cl}. We let (s1 , . . . , sΦl ) ∈ Φl be the first elements of a sequence as in lemma 4, and define f by f (q) = st if q = (k, t) ∈ Q1 and f (q) = xb nl cl+q if q ∈ Q2 Construction of the transition function and initial state For q = (k, t) ∈ Q1 and c ∈ N we let q + c = (k, t + c mod Φl ). Given a word r ∈ Θl , let Cr be the set of r ∈ Θl such that ri = ri for 1 ≤ i < l and rl 6= rl . Notice that the cardinality of Cr equals |Θ| − 1. The crucial element of the construction is the existence of a map between the index of the words rt to Q, as stated by the following lemma.   Lemma 5 There exists an injective map β from {1, . . . nl } to Q1 such that (f (β(t)), . . . , f (β(t) + l)) ∈ C rt Proof. Let T (r, Q1 ) = {q ∈ Q1 , (f (q)), . . . , f (q + l)) = r} and T (r, Q1 ) = P |T (r, Q1 )|. It is enough to prove that for every r, S(r, x∗ ) ≤ T (r, Q1 ). r∈C r On the one hand, S(r, x∗ ) ≤ α nl Pr(r) since x is regular. On the other p n p n hand, T (r, Q1 ) = dα 1−p eΦl Pr(C r ) ≥ (α 1−p )Φl Pr(r) 1−p . Hence the p lΦl lΦl result. 5



Let the initial state be q ∗ = β(1). We first define the transition function when M matches the sequence. • For q ∈ Q1 , g(q, f (q)) = q + 1 • For 1 ≤ t < n − b nl cl, g(t, f (t)) = t + 1 • g(n − b nl cl, f (n − b nl cl)) = q ∗ . We now define g(q, a) for a 6= f (q).   • If q = β(t) + l − 1 for some 1 ≤ t ≤ nl , this t is then unique since β is injective.   – If t < nl , let g(q, a) = β(t + 1) for all a 6= f (q).   – If t = nl 6= nl , let g(q, a) = n − b nl cl + 1 for all a 6= f (q).   – If t = nl = nl , let g(q, a) = q ∗ for all a 6= f (q). • If there exists no t such that q = β(t)+l−1 we let g(q, a) when a 6= f (q) arbitrary. The induced sequence of actions and states We now check that M has sufficient ratio of occurrences with x. Lemma 6 ρ(x, M ) ≥ 1 −



1 l



Proof. Let (q ∗ , y1 , q2 , . . .) be the sequence of states and  n actions induced by M and x. We prove by induction that for t = 0, . . . , l , qlt+1 = β(t + 1). ∗ This property  n  is verified for t = 0 since q = β(r1 ). Assume it is true for some t < l . From the definition of β, the sequence of actions played by M coincide with rt at stages lt + 1, . . . , l(t + 1) − 1 and differ at stage l(t + 1). The property is established by induction on t. Furthermore, we have proved that (ylt+1 , . . ., y(l+1)t ) ∈ C rt for those t. The sequence of actions and states from stage nl l + 1 to n is f (e1 ), . . . , f (en−b nl cl ) = r0 , and at stage n+1, M reaches the state qn+1 = q ∗ , which implies that y(M, x) is n-periodic. n−b n c The ratio of occurrences between M and x is then: ρ(x, M ) = n l ≥ 1 − 1l p n Since the number of states of M is no larger than dα 1−p eΦl + l, this lΦl proves proposition 3.
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3.3



Probability of regular sequences



We estimate the probability of the set Rl (n, α) of regular sequences. Lemma 7 For every α > 1, there exists C = C(α) such that for every l, n: n Pr(Rl (n, α)) ≥ 1 − Θl exp{−C(α) pl } l Proof. For a given word r, S(x∗ , r) is the sum of b nl c mutually independent indicator random variables, and the expected number of occurrences of r is n ES(x, r) = b c Pr(r). l ¿From Azuma’s inequality (see e.g. [AS00]), there exists C = C(α) such that: n n n Pr(S(x, r) > αb c Pr(r)) ≤ exp{−C(α)b c Pr(r)} ≤ exp{−C(α)b cpl } l l l Summing over all possible values of r, X n n Pr(S(x, r) > αb cP (r)) ≤ |Θ|l exp{−C(α)b cpl } Pr(x 6∈ Rl (n, α)) ≤ l l l r∈Θ



3.4



Proof of theorem 2



Consider a sequence m(n) such that lim m(n) log(m(n)) > n α > 1 such that for n sufficiently large,



m(n) log(m(n)) n



p 1−p



log p1 , and let



p > α 1−p log p1 .



Let l0 (n) be the unique solution of the equation x3 ( p1 )x = n and l(n) = dl0 (n)e. We denote m(n) by m, and similarly for l. Next lemma states that the probability of regular sequences Rl (n, α) goes to one. Lemma 8 lim Pr(Rl (n, α)) = 1



n→∞



Proof. From lemma 7, there exists C > 0 such that Pr(x 6∈ Rl (n, α)) < |Θ|l exp{−Cb nl cpl }. We compute the limit of log Pr(x 6∈ Rl (n, α)). n n lim log(|Θ|l exp{−Cb cpl }) = lim l log |Θ| − Cb cpl = −∞ n→∞ n→∞ l l Next lemma shows that the automaton constructed in proposition 3 belongs to F A(m). 7



p n eΦl + l. Lemma 9 For n large enough, m ≥ dα 1−p lΦl p n Proof. Let m0 = dα 1−p eΦl + l. lΦl



lim sup



p m0 ln m0 κ|Θ|l 1 m ln m = lim sup 3 1 l ≤ α log < lim inf n 1−p p n l0 ( p ) 0
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