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CONVERGENCE OF A NUMERICAL SCHEME FOR STRATIGRAPHIC MODELING∗ ¨ ‡ , V. GERVAIS§ , AND R. MASSON§ R. EYMARD† , T. GALLOUET Abstract. In this paper, we consider a multilithology diﬀusion model used in the ﬁeld of stratigraphic basin simulations to simulate large scale depositional transport processes of sediments described as a mixture of L lithologies. This model is a simpliﬁed one for which the surﬁcial ﬂuxes are proportional to the slope of the topography and to a lithology fraction with unitary diﬀusion coeﬃcients. The main variables of the system are the sediment thickness h, the L surface concentrations csi in lithology i of the sediments at the top of the basin, and the L concentrations ci in lithology i of the sediments inside the basin. For this simpliﬁed model, the sediment thickness decouples from the other unknowns and satisﬁes a linear parabolic equation. The remaining equations account for the mass conservation of the lithologies, and couple, for each lithology, a ﬁrst order linear equation for csi with a linear advection equation for ci for which csi appears as an input boundary condition. For this coupled system, a weak formulation is introduced. The system is discretized by an implicit time integration and a cell centered ﬁnite volume method. This numerical scheme is shown to satisfy stability estimates and to converge, up to a subsequence, to a weak solution of the problem. Key words. ﬁnite volume method, stratigraphic modeling, linear ﬁrst order equations, convergence analysis, weak formulation AMS subject classiﬁcations. 35M10, 35Q99, 65M12 DOI. 10.1137/S0036142903426208



1. Introduction. Recent progress in geosciences, and more especially in seismicand sequence-stratigraphy, have improved the understanding of sedimentary basins inﬁll. Indeed, the sediment’s architecture is the response to complex interactions between the available space created in the basin by sea level variations, tectonic, compaction, the sediment supply (boundary ﬂuxes, sediment production), and the transport of the sediments at the surface of the basin. In order to have a quantiﬁed view of this response and to determine the relative inﬂuence of each involved process, stratigraphic models have been developed. Among basin inﬁll models considering the dynamics of sediment transport, authors usually distinguish between ﬂuid-ﬂow and dynamic-slope models (see [14], [15]). The ﬁrst ones use ﬂuid-ﬂow equations and empirical algorithms to simulate the transport of sediments in the hydrodynamic ﬂow ﬁeld (see, e.g., [16]). They provide an accurate description of depositional processes for small scales in time and space, but, at larger scale’s such as basin scales, they are computationally too expensive. Dynamic-slope models use mass conservation equations of sediments combined with diﬀusive transport laws. These laws do not describe each geological process in detail but average over these processes (river transport, creep, slumps, and small ∗ Received by the editors April 15, 2003; accepted for publication (in revised form) August 20, 2004; published electronically June 30, 2005. http://www.siam.org/journals/sinum/43-2/42620.html † D´ epartement de Math´ematiques, Universit´e de Marne La Vall´ee, 5 boulevard Descartes, Champs sur Marne, F-77454, Marne La Vall´ee, Cedex 2, France ([email protected]). ‡ LATP, Universit´ e de Provence, 39 rue Fr´ed´ eric Joliot Curie, 13453 Marseille Cedex 13, France ([email protected]). § Institut Fran¸ cais du P´ etrole, 1 et 4 av. de Bois Pr´eau, 92852 Rueil Malmaison Cedex, France ([email protected], [email protected]).
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slides). One can refer to [1], [7], [8], [10], [14], and [17] for a detailed description of these models. The dynamic-slope models have been shown to oﬀer a good description of sedimentation and erosion processes for large time scales (greater than 104 y) and basin space scales (greater than 1 km). We consider here a dynamic-slope model simulating the evolution of a sedimentary basin in which sediments are modeled as a mixture of several lithologies i = 1, . . . , L characterized by diﬀerent grain size populations. The surﬁcial transport process is a multilithology diﬀusive model introduced in [14], for which the ﬂuxes are proportional to the slope of the topography and to a lithology fraction csi of the sediments at the surface of the basin (see also [9] and [5]). In what follows, a simpliﬁed model is considered for which the diﬀusion coeﬃcients are taken equal to one. It results that the sediment thickness variable h is decoupled from the other unknowns of the system (i.e., for each lithology, the surface concentration csi and the concentration ci in lithology i of the sediments in the basin) and satisﬁes a linear parabolic equation. The remaining equations accounting for the mass conservation of the lithologies couple, for all i = 1, . . . , L, a ﬁrst order linear equation for the surface concentration variable csi and a linear advection equation for the basin concentration variable ci for which csi appears as an input boundary condition at the top of the basin. In order to cope with the diﬃculty of deﬁning the trace of the basin concentration ci at the top of the basin, an original weak formulation is introduced for this coupled problem. The system is discretized by an implicit integration in time and a cell centered ﬁnite volume scheme in space. The objective of this article is to prove, under Hypothesis 1, the convergence of the approximate solutions for the sediment thickness variable h and for the concentration variables csi , ci , i = 1, . . . , L, up to a subsequence, to a weak solution of problem (2.7) in the sense of Deﬁnition 2.1 as the mesh size and time step tend to 0. We state this result in Theorem 3.3 in section 3, after presenting the mathematical model, the weak formulation, and the ﬁnite volume scheme. Regarding the coupling between the parabolic equation for h and the ﬁrst order linear equations for the variables csi , i = 1, . . . , L, our model shares some common features with two phase Darcy ﬂows for which such coupling between an elliptic or parabolic equation and a hyperbolic equation also comes in. The convergence of various numerical schemes for such models have been the subject of several studies. For example, one can refer to [12] for ﬁnite diﬀerences, to [2] and [3] for mixed and hybrid ﬁnite element methods, to [4] for the control volume ﬁnite element discretization, and to [19], [18], and [6] for the cell centered ﬁnite volume scheme. The main originality of this work is rather concerned with the coupling between the surface and the basin concentration variables. The remaining of the paper outlines as follows. The mathematical model and its weak formulation are deﬁned in section 2, and the fully implicit ﬁnite volume discretization is derived in section 3. In section 4, stability and error estimates on the discrete solution for the sediment thickness and its time derivative are obtained. Finally, the convergence of the approximate solutions to a weak solution of the problem is proved in section 5. 2. Mathematical model and weak formulation. A basin model speciﬁes the geometry deﬁned by the basin horizontal extension, the position of its base due to vertical tectonics displacements, and the sea level variations. It provides a description of the sediments considered as a mixture of diﬀerent lithologies such as sand or shale. Finally, it speciﬁes the sediment transport laws and their coupling, as well as the sediment ﬂuxes at the boundary of the basin (boundary conditions).
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In this paper, the multilithology diﬀusion model described in [14], [9], and [5] is studied in a simpliﬁed case for which the diﬀusion coeﬃcients of the lithologies are equal (to one to ﬁx ideas). Also, for the sake of simplicity, the tectonics displacements as well as the sea level variations are not considered in what follows. The projection of the basin on a reference horizontal plane is considered as a ﬁxed domain Ω ⊂ Rd , deﬁning the horizontal extension of the basin, with d = 1 for two dimensional basin models and d = 2 for three dimensional models. We denote by h the sediment thickness variable deﬁned on the domain D = Ω×R∗+ and by B the domain {(x, z, t) such that (x, t) ∈ D, z < h(x, t)}. The sediments are modeled as a mixture of L lithologies characterized by their grain size population. Each lithology, i = 1, . . . , L, is considered as an uncompressible material of constant grain density and null porosity. On each point of the basin, the mixture is described by its composition given L by the concentrations ci , deﬁned on B, and such that ci ≥ 0 for i = 1, . . . , L, and i=1 ci = 1. The model assumes that the sediment ﬂuxes are nonzero only at the surface of the basin (i.e., for z = h). The sediments transported by these surﬁcial ﬂuxes, i.e., which are deposited at the surface of the basin in case of sedimentation, or which pass through the surface in case of erosion, are characterized by their concentrations L denoted by csi , deﬁned on D, and such that csi ≥ 0 for i = 1, . . . , L, and i=1 csi = 1. Since the compaction is not considered, no change in time of the concentration ci can occur inside the basin. It results that ∂t ci = 0 on B. The evolution of ci is governed by the boundary condition at the top of the basin stating that ci |z=h = csi in the case of sedimentation ∂t h > 0. Let D+ denote the domain {(x, t) ∈ D such that ∂t h(x, t) > 0}; then ci satisﬁes the conservation equation;  ∂t ci = 0 on B, (2.1) ci |z=h = csi on D+ . The conservation of the thickness fraction in lithology i  h(x,t) (2.2) ci (x, z, t)dz, (x, t) ∈ D, Mi (x, t) = 0



with (2.3)



L i=1



Mi = h, states that for all i = 1, . . . , L  ∂t Mi + div fi = 0 on D, L s i=1 ci = 1 on D.



In the multilithology diﬀusive model described in [14], the ﬂux fi is proportional to the gradient of the topography h and to the concentration csi , with a diﬀusion coeﬃcient ki . In what follows, we shall restrict ourselves to the simpliﬁed case ki = 1 for all i = 1, . . . , L, i.e., fi := −csi ∇h, so that the sediment thickness variable h decouples from the concentrations and satisﬁes a linear parabolic equation (see (2.6)). Neumann boundary conditions are imposed to h on ∂Ω × R∗+ , ∇h · n = g on ∂Ω × R∗+ , with n the unit normal vector to ∂Ω, outward to Ω, and Dirichlet boundary conditions are prescribed to the surface concentrations csi = c˜i on Σ+ , with Σ+ = {(x, t) ∈ ∂Ω×R∗+ , g(x, t) > 0}, c˜i ≥ 0 for all i = 1, . . . , L, and



L



˜i i=1 c



= 1.
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Initial conditions are prescribed to the sediment thickness such that h|t=0 = h0 on Ω, and to the basin concentrations such that ci |t=0 = c0i on the domain {(x, z), x ∈ L Ω, z < h0 (x)}, with c0i ≥ 0 for all i = 1, . . . , L, and i=1 c0i = 1. In the following, we shall consider the new coordinate system for which the vertical position of a point in the basin is measured downward from the top of the basin, i.e., given by the change of variable (x, ξ, t) = (x , h(x , t ) − z, t ). In this coordinate system, let ui (x, ξ, t) = ci (x, h(x, t)−ξ, t) on Ω×R∗+ ×R∗+ and u0i (x, ξ) = c0i (x, h0 (x)− ξ, t) on Ω × R∗+ . Gathering all the equations, we obtain the following multilithology diﬀusive model: ⎧ ui |ξ=0 ∂t h + div(−csi ∇h) = 0 on D, ⎪ ⎪ L s ⎪ ⎪ c = 1 on D, ⎨ i=1 i on ∂Ω × R∗+ , ∇h · n|∂Ω×R∗+ = g surface conservations: (2.4) ⎪ ⎪ ⎪ csi |Σ+ = c˜i on Σ+ , ⎪ ⎩ h|t=0 = h0 on Ω, ⎧ on Ω × R∗+ × R∗+ , ⎨ ∂t ui + ∂t h ∂ξ ui = 0 s ui |ξ=0 = ci on D+ , (2.5) column conservations: ⎩ u0i |t=0 = u0i on Ω × R∗+ , where we have taken into account the equality ∂t Mi = ui |ξ=0 ∂t h on D which derives formally from the deﬁnition (2.2) and the equation ∂t ci = 0 on B. For this simpliﬁed model, summing (2.4) over i = 1, . . . , L, it appears that the variable h satisﬁes the parabolic equation ⎧ ∂t h − Δh = 0 on Ω × R∗+ , ⎨ on ∂Ω × R∗+ , ∇h · n|∂Ω×R∗+ = g (2.6) ⎩ 0 h|t=0 = h on Ω, while the remaining concentration variables (csi , ui ) verify, for each i = 1, . . . , L, the system of equations ⎧ ui |ξ=0 ∂t h + div(−csi ∇h) = 0 on D, ⎪ ⎪ ⎪ ⎪ csi |Σ+ = c˜i on Σ+ , ⎨ on Ω × R∗+ × R∗+ , ∂t ui + ∂t h ∂ξ ui = 0 (2.7) ⎪ s ⎪ u | = c on D+ , ⎪ i ξ=0 i ⎪ ⎩ ui |t=0 = u0i on Ω × R∗+ . The sediment thickness variable is decoupled from the concentrations variables and satisﬁes the linear system (2.6). The solution of this system is then used in problem (2.7), which is linear with respect to the variables csi and ui . In what follows, the following assumptions are made on the data. Hypothesis 1. (i) Ω is an open bounded subset of Rd , of class C ∞ , ¯ (ii) h0 ∈ C 2 (Ω), 1 (iii) g ∈ C (∂Ω × R+ ) ∩ L2 (∂Ω × R+ ), (iv) g and h0 are chosen according to the assumptions of Theorem 5.3 of [11, p. ¯ × [0, T ]) for all T > 0, 320] so that the unique solution h of (2.6) is in C 2 (Ω L ∞ + (v) c˜i ∈ L (Σ ) with c˜i ≥ 0 for i = 1, . . . , L, and i=1 c˜i = 1, L (vi) u0i ∈ L∞ (Ω × R∗+ ), u0i ≥ 0 for i = 1, . . . , L, and i=1 u0i = 1.
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In the following, we shall denote by Cc∞ (Rn ) the space of real valued functions {ϕ ∈ C ∞ (Rn ) | supp(ϕ) bounded in Rn }. To obtain a rigorous mathematical formulation of (2.7), we are looking for weak solutions deﬁned as follows for all i = 1, . . . , L. Definition 2.1. Let us assume that Hypothesis 1 holds and let h denote the solution of problem (2.6). Then (csi , ui ) ∈ L∞ (Ω × R∗+ ) × L∞ (Ω × R∗+ × R∗+ ) is said to be a weak solution of (2.7) if it satisﬁes (i) for all ϕ ∈ A = {v ∈ Cc∞ (Rd+2 ) | v(., 0, .) = 0 on D \ S + }    Ω



(2.8) +



Ω



R+











∂t ϕ(x, ξ, t) + ∂t h(x, t) ∂ξ ϕ(x, ξ, t) ui (x, ξ, t) dt dξ dx R+ R+   0 ui (x, ξ)ϕ(x, ξ, 0) dξ dx + ∂t h(x, t)csi (x, t)ϕ(x, 0, t) dt dx = 0, Ω



R+



(ii) for all ψ ∈ A0 = {v ∈ Cc∞ (Rd+2 ) | v(., 0, .) = 0 on ∂Ω × R∗+ \ Σ+ }    



− ∂t ψ(x, ξ, t) + ∂t h(x, t) ∂ξ ψ(x, ξ, t) ui (x, ξ, t) dt dξ dx     Ω R+ R+ u0i (x, ξ)ψ(x, ξ, 0) dξ dx + csi (x, t) ∇h(x, t) · ∇ψ(x, 0, t) dx (2.9) − Ω R+ R+ Ω  − c˜i (x, t)g(x, t)ψ(x, 0, t)dγ(x) dt = 0. ∂Ω



3. Finite volume scheme. The system (2.4)–(2.5) is discretized by a fully implicit time integration and a ﬁnite volume method with cell centered variables. We shall consider in what follows admissible meshes according to the following deﬁnition. Definition 3.1 (admissible meshes). Let Ω be a bounded domain of Rd , d = 1 or 2. In the following, m(.) will be used to denote a measure on Rd equal to the Lebesgue measure if d ≥ 1, and, if d = 0, the measure of a point is set to one and the measure of the empty set to zero. An admissible ﬁnite volume mesh of Ω for the discretization of problem (2.4)–(2.5) is given by a family of “control volumes,” denoted by K, which are open disjoint subsets of Ω, and a family of points of Ω, denoted by P, satisfying the following properties: ¯ (i) The closure of the union of all the control volumes of K is Ω. (ii) For any κ, κ ∈ K with κ = κ , either the (d − 1)-dimensional measure ¯∩κ ¯  is included in a hyperplane of m(¯ κ∩κ ¯  ) is null, or it is strictly positive and κ d R . In the following, we will denote by Σint the family of subsets σ of Ω contained in hyperplanes of Rd with strictly positive measures, and such that there exist κ, κ ∈ K ¯ =κ ¯∩κ ¯  . We shall also denote by κ|κ ∈ Σint the edge with m(¯ κ∩κ ¯  ) > 0 and σ  between the cells κ and κ . ¯ (for any κ ∈ K), and, if (iii) The family P = (xκ )κ∈K is such that xκ ∈ κ σ = κ|κ , it is assumed that xκ = xκ and that the straight line going through xκ and xκ is orthogonal to the edge κ|κ . ¯ \ (κ ∪ (iv) For any κ ∈ K, there exists a subset Σκ of Σint such that ∂κ \ ∂Ω = κ ¯. ∂Ω) = ∪σ∈Σκ σ We shall denote by (K, Σint , P) this admissible mesh.
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Let (K, Σint , P) be an admissible mesh of Ω in the sense of Deﬁnition 3.1. In what follows, δK = sup {diam(κ), κ ∈ K} will denote the mesh size of (K, Σint , P), |κ| (resp., |σ|, |∂κ ∩ ∂Ω|) is the d-dimensional measure of the cell m(κ) (resp., the (d − 1)-dimensional measure m(σ), m(∂κ ∩ ∂Ω)), Kκ the set of neighboring cells of κ (excluding κ), Tκκ = Tσ the transmissibility of the edge σ = κ|κ , deﬁned by |σ|  Tκκ := d(κ,κ  ) with d(κ, κ ) the distance between the points xκ and xκ , reg(K) the δK nκκ the unit normal geometrical factor deﬁned by reg(K) = max σ∈ Σint d(κ,κ  ) , and  σ=κ|κ



vector to σ = κ|κ outward to κ. We shall also denote by X(K) the set of real valued functions on Ω which are constant over each control volume of the mesh and, for any subset O of Rd , by χO the function on Rd equal to one on O and null elsewhere. Finally, for any function f , let us deﬁne f + = max(f, 0) ≥ 0, f − = − min(f, 0) ≥ 0, such that f = f + − f − , and |f | = f + + f − . Following [6], we shall use the discrete seminorm deﬁned as follows. Definition 3.2 (discrete H1 seminorm). Let Ω be an open bounded subset of Rd , d = 1 or 2, and (K, Σint , P) be an admissible ﬁnite volume mesh of Ω in the sense of Deﬁnition 3.1. For u ∈ X(K), the discrete H1 seminorm of u is deﬁned by



|u|1,K =







 12 2



Tσ (Dσ u)



,



σ∈Σint



where uκ is the value of u in the control volume κ and Dσ u = |uκ −uκ | with σ = κ|κ . Remark 1. Let (K, Σint , P) be an admissible mesh of Ω in the sense of Deﬁnition 3.1 and |Ω| denote the d-dimensional measure of the domain Ω. Considering the ddimensional measure of the set of cones of vertex xκ and base σ ∈ Σint ∩ ∂κ for all κ ∈ K and σ ∈ Σint , one can prove that  (3.1) |σ| d(κ, κ ) ≤ d |Ω|. σ∈Σint σ=κ|κ



The time discretization is denoted by tn , n ∈ N, such that t0 = 0 and Δtn+1 = t − tn > 0. In the following, the superscript n, n ∈ N, will be used to denote that the variables are considered at time tn . Assuming that the set {Δtn | n ∈ N} is bounded, let Δt denote sup{Δtn | n ∈ N}, and, for a given T > 0, let NΔt be the integer such that tNΔt < T ≤ tNΔt +1 . Let us now recall the discretization of (2.4)–(2.5) already introduced in [5]. For all control volumes κ ∈ K, the following initial values are deﬁned: 1. h0κ is the initial approximation of h in κ deﬁned by h0κ = h0 (xκ ). 2. u0i,κ , for all species i, is the approximation of u0i on the cell κ, deﬁned by  0 1 0 ui,κ (ξ) = |κ| u (x, ξ) dx for ξ ∈ R∗+ , and let c0i,κ be deﬁned on (−∞, h0κ ) by c0i,κ (z) = κ i u0i,κ (h0κ − z). We now give a discretization of (2.4)–(2.5) within a given control volume κ ∈ K between times tn and tn+1 . Conservation of surface sediments: n+1



 s,n+1 ΔMn+1 i,κ |κ| + ci,κκ Tκκ (hn+1 − hn+1 κ κ ) n+1 Δt  (3.2)



κ ∈Kκ



−|∂κ ∩



(+),n+1 ∂Ω| c˜n+1 i,κ gκ



+ |∂κ ∩ ∂Ω| cs,n+1 gκ(−),n+1 = 0, i,κ
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L 



(3.3)



cs,n+1 = 1. i,κ



i=1



Conservation of column sediments: ⎧ s,n+1 n+1 n+1 n ⎨ ΔMi,κ = ci,κ (hκ − hκ ), n+1 n+1 n n n c (z) = ci,κ (z), z < hκ , if hκ ≥ hκ (3.4) ⎩ i,κ s,n+1 cn+1 , z ∈ (hnκ , hn+1 ), κ i,κ (z) = ci,κ  n+1  hκ cni,κ (z)dz, ΔMn+1 i,κ = hn κ (3.5) else n+1 ci,κ (z) = cni,κ (z), z < hn+1 . κ In (3.2)–(3.5), the following notation is used. 1. hnκ is the approximation of the sediment thickness h at time tn in κ. is the approximation of the surface sediment concentration i at time 2. cs,n+1 i,κ n+1 in κ. t 3. The function cni,κ , deﬁned on the column (−∞, hnκ ). is the approximation of the sediment concentration in lithology i in the column {(x, z), x ∈ κ, z < h(x, tn )} at time tn . 4. cs,n+1 i,κκ is the upstream weighted evaluation of the surface sediment concentration in lithology i at the edge σ between the cells κ and κ with respect to the sign of hn+1 − hn+1 κ κ :  if hn+1 > hn+1 cs,n+1 s,n+1 κ i,κ κ , ci,κκ = s,n+1 ci,κ otherwise. (+),n+1



g



+



5. gκ and g − :



 (+),n+1 gκ



= 



(−),n+1 gκ



=



(−),n+1



and gκ



1 1 Δtn+1 |∂κ∩∂Ω|



1 1 Δtn+1 |∂κ∩∂Ω|



are the following approximations of the boundary ﬂuxes  tn+1  tn



∂κ∩∂Ω



g + (x, t) dγ(x)dt 0



if |∂κ ∩ ∂Ω| = 0, else,



∂κ∩∂Ω



g − (x, t) dγ(x)dt 0



if |∂κ ∩ ∂Ω| = 0, else,



 tn+1  tn



and consequently for all κ ∈ K, gκn+1 =



1 1 n+1 Δt |∂κ ∩ ∂Ω|







tn+1



tn



 g(x, t) dγ(x)dt = gκ(+),n+1 − gκ(−),n+1 . ∂κ∩∂Ω



˜i extended by 0 on (∂Ω × R∗+ ) \ Σ+ : 6. c˜n+1 i,κ is the approximation of c   tn+1  1 1 c˜ (x, t)dγ(x)dt if |∂κ ∩ ∂Ω| = 0, n+1 ∂κ∩∂Ω i c˜i,κ = Δtn+1 |∂κ∩∂Ω| tn 0 else, and it results that c˜n+1 i,κ ∈ [0, 1]. Considering the coordinate system ξ = hnκ − z, the function uni,κ is deﬁned for all κ ∈ K, n ≥ 0, and i = 1, . . . , L by (3.6)



uni,κ (ξ) = cni,κ (hnκ − ξ) for all ξ ∈ R∗+ .
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Let us note that, to obtain a fully discrete scheme, the initial condition u0i,κ (ξ) is projected for each κ on a piecewise constant ﬁnite element subspace of L∞ (R∗+ ). Then, the scheme (3.4)–(3.5) generates a piecewise constant approximation of uni,κ (ξ) on each cell κ for all i = 1, . . . , L, with time-dependent mesh sizes in the direction ξ. For the sake of simplicity, it is assumed in the remainder of this article that Δt = Δtn for all n ≥ 1, although all the results presented in what follows readily extend to variable time steps. In sections 4 and 5, we shall prove, for all n ≥ 0, the existence of solutions (hnκ )κ∈K , s,n+1 (ci,κ )κ∈K , (cni,κ )κ∈K , and (uni,κ )κ∈K , i = 1, . . . , L, to problem (3.2)–(3.6). These solutions are unique except for the surface concentration cs,n+1 which is arbitrary i,κ L s,n+1 = 1) at some degenerate points (κ, n + 1) for which it is (such that j=1 cj,κ chosen according to Lemma 5.1. For any admissible mesh (K, Σint , P) of Ω in the sense of Deﬁnition 3.1, any time step Δt > 0, and i = 1, . . . , L, let hK,Δt , csi,K,Δt deﬁned on Ω × R∗+ and ui,K,Δt deﬁned on Ω × R∗+ × R∗+ denote the functions such that ⎧ ⎨



hK,Δt (x, t) = hn+1 , κ ui,K,Δt (x, ξ, t) = un+1 (ξ), i,κ ⎩ csi,K,Δt (x, t) = cs,n+1 i,κ



(3.7)



for all x ∈ κ, κ ∈ K, t ∈ (tn , tn+1 ], ξ ∈ R∗+ , n ≥ 0, where hnκ , cs,n+1 , cni,κ are any i,κ given solution of (3.2)–(3.6) chosen according to Lemma 5.1. From Lemma 5.1, the functions hK,Δt and ui,K,Δt do not depend on the choice of the solution of (3.2)–(3.6). The aim of this article is then to prove the following theorem. Theorem 3.3. Hypothesis 1 is assumed to hold. For all m ∈ N, let (Km , Σm int , Pm ) be an admissible mesh of Ω in the sense of Deﬁnition 3.1 and Δtm > 0. Let us assume that there exists α > 0 such that reg(Km ) ≤ α for all m ∈ N, and that Δtm → 0, √δKm → 0 as m → ∞. Δtm For all m ∈ N and i = 1, . . . , L, let hKm ,Δtm , ui,Km ,Δtm denote the unique functions deﬁned by (3.7) and csi,Km ,Δtm be a function deﬁned by (3.7), from any solution of (3.2)–(3.6) chosen according to Lemma 5.1 with K = Km , Δt = Δtm . Then, the sequence (hKm ,Δtm )m∈N converges to the solution h of problem (2.6) in L∞ (0, T ; L2 (Ω)) for all T > 0, and there exists a subsequence of (Km , Δtm )m∈N , still denoted by (Km , Δtm )m∈N , such that, for all i ∈ {1, . . . , L}, the subsequence (csi,Km ,Δtm )m∈N (resp., (ui,Km ,Δtm )m∈N ) converges to a function csi in L∞ (Ω × R∗+ ) (resp., ui in L∞ (Ω × R∗+ × R∗+ )) for the weak- topology. Furthermore, for all i ∈ {1, . . . , L}, the limit (csi , ui ) is a weak solution of problem (2.7) in the sense of Deﬁnition 2.1. This convergence result will be obtained in section 4 for the approximate solution for the sediment thickness and in section 5 for the approximate concentrations. 4. Stability and convergence for the approximate sediment thickness and its time derivative. Summing (3.2) over i = 1, . . . , L yields that for all n ∈ N, the solution (hn+1 )κ∈K satisﬁes the following implicit ﬁnite volume discretization of κ (2.6): (4.1)



|κ|



 − hnκ hn+1 κ n+1 + Tκκ (hn+1 − hn+1 = 0, κ κ ) − |∂κ ∩ ∂Ω| gκ Δt  κ ∈Kκ
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with h0κ = h0 (xκ ). The proof of existence and uniqueness of the solution (hnκ )κ∈K for all n ≥ 0 is classical and can be found, e.g., in [6] for any admissible mesh (K, Σint , P) of Ω. The following proposition provides estimates of the error on h and its time derivative. The error estimates on h have already been proved in [6]. Proposition 4.1. Let us assume that Hypothesis 1 holds and let h denote the solution of problem (2.6). Let (K, Σint , P) be an admissible mesh of Ω in the sense of Deﬁnition 3.1, T > 0, and Δt ∈ (0, T ). For all n ∈ {0, . . . , NΔt + 1}, let (hnκ )κ∈K be the solution of (4.1) and enK ∈ X(K) be deﬁned by enK (x) = enκ = h(xκ , tn ) − hnκ for all x ∈ κ, κ ∈ K. Then, there exist D1 , D2 , D3 , and D4 > 0 depending only on ∇∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , T , and Ω such that enK 2L2 (Ω) ≤ D1 (Δt + δK)2 for all n ∈ {1, . . . , NΔt + 1},



(4.2)



N Δt 



(4.3)



2 2 Δt |en+1 K |1,K ≤ D2 (Δt + δK) ,



n=0



N Δt 



(4.4)



n=0



   en+1 − en 2  K K Δt   2  Δt



L (Ω)



N Δt 



−



1 1 Δt |σ|







tn+1







Δt



n=0



(4.5)



≤ D3







(δK + Δt)2 , Δt



 n+1 h  − hn+1 κ |σ| d(κ, κ ) κ d(κ, κ ) 



σ∈Σint σ=κ|κ



2



∇h(x, t) · nκκ dγ(x) dt tn



≤ D4 (Δt + δK)2 .



σ



Proof. Integrating (2.6) over the control volume κ ∈ K and time interval (tn , tn+1 ) for all n ∈ {0, . . . , NΔt }, one obtains  tn+1   tn+1  (4.6) ∂t h(x, t)dxdt − ∇h(x, t) · nκ dγ(x)dt = 0, tn



tn



κ



∂κ



where nκ is the normal unit vector to ∂κ outward to κ. Subtracting (4.1) from (4.6)/Δt and using the deﬁnition of gκn+1 yield the following equation for the error en+1 : k (4.7)



|κ|



  en+1 − enκ κ n n Tκκ (en+1 − en+1 |σ|Rκ,σ + κ κ ) = −|κ|Pκ − Δt  κ ∈Kκ



σ∈Σκ



with the consistency residuals   tn+1   h(xκ , tn+1 ) − h(xκ , tn+1 ) 1 1 n  Rκ,σ − ∇h(x, t) ·  n = κκ dγ(x)dt Δt |σ| tn d(κ, κ ) σ for all κ ∈ K and σ ∈ Σκ ∩ Σκ , and  tn+1  1 1 Pκn = (∂t h(x, t) − ∂t h(xκ , t)) dxdt Δt |κ| tn κ



for all κ ∈ K.



Thanks to the regularity of h, there exists C1 > 0 depending on ∇∂t h L∞ (Ω×(0,2T )) only such that (4.8)



|Pκn | ≤ C1 δK,
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and C2 > 0 depending only on ∂t ∇h L∞ (Ω×(0,2T )) , and h L∞ (0,2T ;W 2,∞ (Ω)) such that n |Rκ,σ | ≤ C2 (δK + Δt).



(4.9)



Then, multiplying (4.7) by en+1 and summing over the cells κ ∈ K yield the estimate κ   2 |κ|(en+1 − enκ )en+1 + Δt Tκκ (en+1 − en+1 κ κ κ κ ) κ∈K



(4.10)



= −Δt







σ∈Σint σ=κ|κ



|κ|Pκn en+1 κ



− Δt



κ∈K



 



n |σ|Rκ,σ en+1 . κ



κ∈K σ∈Σκ



Let us note that Rκ,σ = −Rκ ,σ for all σ = κ|κ ∈ Σint so that Rσ = |Rκ,σ | for σ ∈ Σκ can deﬁned for all σ ∈ Σint . Then, using in (4.10) the equality (en+1 − enκ ) eκn+1 = κ be 1 n+1 2 n 2 n+1 n 2 ) −(eκ ) +(eκ −eκ ) , Young’s inequality, (3.1), (4.8), and (4.9), we obtain 2 (eκ n+1 2 2 n 2 en+1 K L2 (Ω) + Δt |eK |1,K ≤ eK L2 (Ω)



(4.11)



2 2 +Δt C3 (Δt + δK) en+1 K L2 (Ω) + Δt C4 (δK + Δt) ,



with C3 and C4 depending only on ∇∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , and Ω. Using the same arguments as in [6], the estimate (4.2) derives from (4.11). Summing (4.11) over n ∈ {0, . . . , NΔt } and using inequality (4.2) and the property e0κ = 0 for all κ ∈ K, we obtain inequality (4.3). Then, (4.3) is equivalent to N Δt 



(4.12)



Δt



n=0







2  n+1 hκ − hn+1 h(xκ , tn+1 ) − h(xκ , tn+1 ) κ − |σ| d(κ, κ ) d(κ, κ ) d(κ, κ ) 



σ∈Σint σ=κ|κ



≤ D2 (Δt + δK)2 . Furthermore, N Δt 



Δt



n=0



 σ∈Σint σ=κ|κ



 h(xκ , tn+1 ) − h(xκ , tn+1 ) |σ| d(κ, κ ) d(κ, κ )



2  tn+1  1 1 − ∇h(x, t) · nκκ dγ(x)dt Δt |σ| tn σ N Δt   = Δt |σ| d(κ, κ )(Rσn )2 ≤ C5 (δK + Δt)2 ,



(4.13)



n=0



σ∈Σint σ=κ|κ



with C5 depending on ∇∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , T , and Ω. The estimate (4.5) derives from (4.12) and (4.13). To prove (4.4), let us multiply (4.7) by (en+1 − enκ )/Δt and sum over κ ∈ K: κ 2



n   − e en+1 κ n+1 Δt |κ| κ + Tκκ (en+1 − en+1 − en+1 − enκ + enκ ) κ κ )(eκ κ Δt σ∈Σ κ∈K



= −Δt



 κ∈K



int σ=κ|κ



 − enκ n − |σ|Rκ,σ (en+1 − en+1 − enκ + enκ ). κ κ Δt σ∈Σ



en+1 |κ| Pκn κ



int σ=κ|κ
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n+1 1 n+1 n n From (en+1 − en+1 − en+1 − eκn+1 )2 − (enκ − enκ )2 + (en+1 −  κ κ κ )(eκ κ − eκ + eκ ) = 2 (eκ n+1 n n 2 eκ − eκ + eκ ) and Young’s inequality, it results that 2 n  − e en+1 κ 2Δt |κ| κ + Tκκ (en+1 − en+1 − enκ + enκ )2 κ κ Δt σ∈Σ κ∈K int σ=κ|κ   n+1 2 n+1 + Tκκ (eκ − eκ ) ≤ Tκκ (enκ − enκ )2 







(4.14)



σ∈Σint σ=κ|κ



σ∈Σint 



σ=κ|κ 2



  − enκ en+1 κ n 2 +Δt |κ| (Pκ ) + Δt |κ| Δt κ∈K κ∈K   + d(κ, κ ) |σ| (Rσn )2 + Tκκ (en+1 − en+1 − enκ + enκ )2 . κ κ σ∈Σint σ=κ|κ



σ∈Σint σ=κ|κ



Summing (4.14) for all n ∈ {0, . . . , NΔt } and using (4.8), (4.9), (3.1), and the property e0κ = 0 for all κ ∈ K, we get 2



N Δt n   − e (Δt + δK)2 en+1 κ Δt |κ| κ ≤ C6 (δK)2 + C7 Δt Δt n=0 κ∈K



with C6 and C7 > 0 depending only on ∇∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , Ω, and T , which proves (4.4). Remark 2. According to (4.4) given in Proposition 4.1, the discrete time derivative of the error tends to zero with the mesh size and time step under an inverse CFL condition. This condition is due to the fact that the ﬁnite volume scheme is implicit in time and that few assumptions have been made on the regularity of h. However, it is possible to get rid of this inverse CFL condition by assuming h much more regular. Such a result can be found in [13]. Corollary 1. Let us assume that Hypothesis 1 holds, and let h denote the solution of problem (2.6). Let (K, Σint , P) be an admissible mesh of Ω in the √ sense of Deﬁnition 3.1, T > 0, Δt ∈ (0, T ), and let β > 0 be such that δK ≤ β Δt. For all n ∈ {0, . . . , NΔt + 1}, let (hnκ )κ∈K be the solution of (4.1), and let us deﬁne hn+1 −hn hnK ∈ X(K) (resp., δt hnK ∈ X(K)) by hnK (x) = hnκ (resp., δt hnK (x) = κ Δt κ ) for x ∈ κ, κ ∈ K. Then, there exist D5 > 0 depending only on h L∞ (0,2T ;W 2,∞ (Ω)) , ∇∂t h L∞ (Ω×(0,2T )) , Ω, and T and D6 , D6 , D6 > 0 depending on ∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , ∇∂t h L∞ (Ω×(0,2T )) , Ω, and T , with D6 also depending on β, such that N Δt 



(4.15)



2 Δt |hn+1 K |1,K ≤ D5 ,



n=0



and (4.16)



N Δt  n=0



Δt δt hnK 2L2 (Ω) ≤ D6 + D6



(δK + Δt)2 ≤ D6 . Δt



Proof. The proof is straightforward, using the error estimates (4.3) and (4.4), the regularity of h, and the estimate (3.1).
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For any admissible mesh (K, Σint , P) of Ω in the sense of Deﬁnition 3.1 and any time step Δt > 0, let (hnκ )κ∈K for all n ≥ 0 be the solution of (4.1), and let δt hK,Δt denote the function deﬁned on Ω × R∗+ , such that for all x ∈ κ, κ ∈ K, t ∈ (tn , tn+1 ], n ≥ 0, (4.17)



δt hK,Δt (x, t) =



− hnκ hn+1 κ . Δt



Proposition 4.2. Let us assume that Hypothesis 1 holds, and let h denote the solution of problem (2.6). Let us consider a family of admissible discretizations (K, Σint , P, Δt) of Ω × R∗+ , with (K, Σint , P) an admissible mesh of Ω in the sense of Deﬁnition 3.1 and Δt > 0 a time step. For a given discretization (K, Σint , P, Δt) of this family, let hK,Δt (resp., δt hK,Δt ) be the function deﬁned by (3.7) (resp., by (4.17)) from the solution of (4.1). Then, for all T > 0, hK,Δt converges to h in L∞ (0, T ; L2 (Ω)) as Δt and δK tend to 0, and δt hK,Δt converges to ∂t h in L2 (Ω × tend to 0. (0, T )) as Δt, δK and √δK Δt Proof. Let T > 0, and let (K, Σint , P, Δt) be an admissible discretization of Ω × R∗+ with Δt < T . For all x ∈ κ, κ ∈ K, and t ∈ (tn , tn+1 ], n ∈ {0, . . . , NΔt }, one has h(x, t) − hK,Δt (x, t) = (h(x, t) − h(xκ , tn+1 )) + (h(xκ , tn+1 ) − hn+1 ) κ = (h(x, t) − h(xκ , tn+1 )) + eκn+1 . Thus, for all t ∈ (tn , tn+1 ], n ∈ {0, . . . , NΔt },  |h(x, t) − hK,Δt (x, t)|2 dx Ω    n+1 2 n+1 2 ≤2 (4.18) |h(x, t) − h(xκ , t )| dx + |κ|(eκ ) . κ∈K



κ



Thanks to Proposition 4.1, there exists C1 > 0 depending only on ∇∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , and Ω such that   2 (4.19) |κ|(en+1 )2 ≤ C1 Δt + δK for all n ∈ {0, . . . , NΔt }. κ κ∈K



Furthermore, thanks to the regularity of h, there exists C2 > 0 depending only on ∂t h L∞ (Ω×(0,2T )) and ∇h L∞ (Ω×(0,2T )) such that, for all x ∈ κ and t ∈ (tn , tn+1 ],   (4.20) |h(x, t) − h(xκ , tn+1 )| ≤ C2 δK + Δt . Then, using (4.19) and (4.20) in (4.18) yields, for all t ∈ (0, T ),  2 h(., t) − hK,Δt (., t) 2L2 (Ω) ≤ C3 δK + Δt ,   and consequently, h − hK,Δt L∞ (0,T ;L2 (Ω)) ≤ C3 δK + Δt , where C3 , C3 depend on ∇∂t h L∞ (Ω×(0,2T )) , ∂t h L∞ (Ω×(0,2T )) , h L∞ (0,2T ;W 2,∞ (Ω)) , and Ω, so that the convergence holds. Furthermore, for all x ∈ κ, κ ∈ K, and t ∈ (tn , tn+1 ], n ∈ {0, . . . , NΔt }, one has  en+1 − enκ h(xκ , tn+1 ) − h(xκ , tn ) + κ . ∂t h(x, t) − δt hK,Δt (x, t) = ∂t h(x, t) − Δt Δt
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Thanks to the regularity of h, there exists a constant C4 > 0 depending only on ∂t2 h L∞ (Ω×(0,2T )) and ∇∂t h L∞ (Ω×(0,2T )) , such that    h(xκ , tn+1 ) − h(xκ , tn )      ≤ C4 δK + Δt , h(x, t) − ∂ t   Δt from which, together with (4.4), results ∂t h −



δt hK,Δt 2L2 (Ω×(0,T ))







≤ C5 δK + Δt



2



 + C6



δK + Δt Δt



2 ,



with C5 and C6 depending only on Ω, T , h W 2,∞ (Ω×(0,2T )) . Thus, the convergence of δt hK,Δt to ∂t h in L2 (Ω × (0, T )) as Δt, δK, and √δK → 0 is proved. Δt 5. Convergence of sequences of approximate concentrations toward a weak solution. We shall ﬁrst prove the existence of a solution for the concentrations satisfying stability estimates from which the weak- convergence, up to a subsequence, of the concentrations in L∞ is deduced. Existence, stability, and weak- convergence. Lemma 5.1. Let (K, Σint , P) be an admissible mesh of Ω in the sense of Deﬁnition 3.1, Δt > 0, and, for all n ∈ N, let (hnκ )κ∈K be the solution of (4.1). For i ∈ {1, . . . , L} and n ∈ N, there exists a unique solution (cni,κ )κ∈K , and there exists at least one )κ∈K to the set of equations (3.2)–(3.5) such that solution (cs,n+1 i,κ cs,n+1 ∈ [0, 1] for all κ ∈ K and n ∈ N. i,κ



(5.1) Furthermore, one has



cni,κ (z) ∈ [0, 1] for all κ ∈ K, z < hnκ , and n ∈ N. Proof. The complete proof can be found in [5]. It is done by induction over n ∈ N∗ and over the cells κ ∈ K sorted by decreasing topographical order. For the highest topographical point(s) κ, the ﬂuxes at the edges of the cell κ are either input boundary ﬂuxes or ouput ﬂuxes. Let us consider a control volume κ ∈ K and a time n ∈ N∗ , and let us assume that the proposition holds for all the previous times tl+1 , 0 ≤ l < n, and all the lower cells at time tn+1 . It results from the induction hypothesis and the upwinding of csi that cs,n+1 can be computed explicitly from the lower cell i,κ concentrations csi using (3.2), and that the inequality  n+1 Tκκ cs,n+1 (5.2) − hn+1 i,κκ (hκ κ ) ≤ 0 κ ∈Kκ , hn+1 < hn+1 κ κ



holds for all i = 1, . . . , L. Let us ﬁrst assume that hn+1 − hnκ ≤ 0 (erosion). It results κ from the induction hypothesis that ⎛ ⎞  ⎜ (−),n+1 ⎟ cs,n+1 Tκκ (hn+1 − hn+1 ⎝ ⎠≥0 κ i,κ κ ) + |∂κ ∩ ∂Ω| gκ κ ∈Kκ , hn+1 ≥hn+1 κ κ



for all i. In this equation, either the term into brackets is strictly positive for all i = 1, . . . , L and then cs,n+1 ≥ 0, or it vanishes for all i and the point (κ, n + 1) is i,κ
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a degenerate point in the sense that all the ﬂuxes at the edges of the control volume κ vanish and hκn+1 = hnκ . The concentrations can in that case be chosen arbitrarily L such that i=1 cs,n+1 = 1. Let us now consider the sedimentation case for which i,κ n+1 n hκ − hκ > 0. It results from (3.2) and the induction hypothesis that



 n+1  − hnκ s,n+1 hκ n+1 n+1 (−),n+1 ≥ 0, |κ| + Tκκ (hκ − hκ ) + |∂κ ∩ ∂Ω| gκ ci,κ Δtn+1 n+1 n+1  κ ∈Kκ ,hκ



≥hκ



≥ 0 for all i = 1, . . . , L. Since hn+1 = hnκ for any degenerate point and hence cs,n+1 κ i,κ (κ, n + 1), there exists a unique column concentration cn+1 i,κ solution of the set of equations (3.2)–(3.5) for each lithology. Let us deﬁne for all κ ∈ K, n ∈ N, and t ∈ (tn , tn+1 ] the following interpolation of the discrete sediment thickness: (5.3)



hκ (t) = hnκ + (t − tn )



− hnκ hn+1 κ . Δt



Then, the discrete solutions (cni,κ )n∈N , (uni,κ )n∈N , and (cs,n+1 )n∈N , given by Lemma i,κ 5.1, are extended to t ∈ R+ for all κ ∈ K as follows: ⎧  n ⎪ χ(hnκ ,hκ (t)) if hκn+1 ≥ hnκ , ci,κ (z) χ(−∞,hnκ ] + cs,n+1 ⎪ i,κ ⎪ c (z, t) = i,κ ⎪ n ⎨ otherwise ci,κ (z) χ(−∞,hκ (t)) (5.4) ⎪ for all t ∈ (tn , tn+1 ] and z < hκ (t), ⎪ ⎪ ⎪ ⎩ c (z, 0) = c0 (z) for all z < h0 , i,κ κ i,κ (5.5)



ui,κ (ξ, t) = ci,κ (hκ (t) − ξ, t) for all t ≥ 0 and ξ ∈ R∗+ ,



(5.6)



csi,κ (t) = cs,n+1 for all t ∈ (tn , tn+1 ]. i,κ



For any admissible mesh (K, Σint , P) of Ω in the sense of Deﬁnition 3.1 and any time step Δt > 0, let u ¯i,K,Δt be deﬁned on Ω × R∗+ × R+ , and let ci,K,Δt be deﬁned on {(z, t), t ≥ 0, z < hκ (t)}, such that  u ¯i,K,Δt (x, ξ, t) = ui,κ (ξ, t), (5.7) ci,K,Δt (x, z, t) = ci,κ (z, t) for all x ∈ κ, κ ∈ K, t ≥ 0, ξ ∈ R∗+ , z < hκ (t). From Lemma 5.1, the unique functions ci,K,Δt , u ¯i,K,Δt , ui,K,Δt deﬁned by (5.7) and (3.7) and any function csi,K,Δt deﬁned by (3.7) from any solution of (3.2)–(3.6) chosen according to Lemma 5.1 take their values into the interval [0, 1]. We deduce the following result. Proposition 5.2. For all m ∈ N, let (Km , Σm int , Pm ) be an admissible mesh of Ω in the sense of Deﬁnition 3.1, and let Δtm > 0. Let us assume that Δtm → 0 and δKm → 0 as m → ∞. For all m ∈ N and i = 1, . . . , L, let ui,Km ,Δtm (resp., u ¯i,Km ,Δtm ) denote the unique function deﬁned by (3.7) (resp., by (5.7)) and csi,Km ,Δtm be a function deﬁned by (3.7), from any solution of (3.2)–(3.6) chosen according to Lemma 5.1 with K = Km , Δt = Δtm . Then, under Hypothesis 1, there exists a subsequence of (Km , Δtm )m∈N , still denoted by (Km , Δtm )m∈N , such that for all i ∈ {1, . . . , L}
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(i) the subsequence (csi,Km ,Δtm )m∈N converges to a function csi in L∞ (Ω × R∗+ ) for the weak- topology, and (ii) the subsequences (ui,Km ,Δtm )m∈N and (¯ ui,Km ,Δtm )m∈N converge to a function ui in L∞ (Ω × R∗+ × R∗+ ) for the weak- topology. Proof. For the sake of simplicity, the subscript i is dropped. Thanks to Lemma 5.1, the sequence (csKm ,Δtm )m∈N (resp., (uKm ,Δtm )m∈N and (¯ uKm ,Δtm )m∈N ) is bounded in L∞ (Ω × R∗+ ) (resp., in L∞ (Ω × R∗+ × R∗+ )). Then, there exists a subsequence of (Km , Δtm )m∈N , still denoted by (Km , Δtm )m∈N , such that (csKm ,Δtm )m∈N (resp., (uKm ,Δtm )m∈N and (¯ uKm ,Δtm )m∈N ) converges to cs (resp., u and u ) in L∞ (Ω × R∗+ ) ∞ ∗ (resp., in L (Ω × R+ × R∗+ )) for the weak- topology. It remains to prove that u = u in L∞ (Ω × R∗+ × R∗+ ). Using deﬁnitions (3.6) and (5.5), for x ∈ κ, κ ∈ Km , and t ∈ (tn , tn+1 ], the functions u ¯Km ,Δtm and uKm ,Δtm are related as follows:  for all ξ ≥ hκ (t) − hnκ if hn+1 ≥ hnκ , uκ (ξ − (hκ (t) − hnκ ), t) κ n+1 uκ (ξ) = uκ (ξ + (hκ (t) − hn+1 ), t) for all ξ ≥ 0 if hn+1 < hnκ . κ κ Let ϕ ∈ Cc∞ (Ω × R∗+ × R∗+ ) and T > 0 be such that ϕ(., ., t) = 0 for all t ≥ T . Since the concentrations are bounded in [0, 1], it can be shown that         (¯ uKm ,Δtm − uKm ,Δtm ) ϕ(x, ξ, t) dx dξ dt    Ω R∗ R∗ +



+







NΔtm



≤ C1



n=0



Δtm







|κ||hn+1 − hnκ |, κ



κ∈Km



with C1 depending only on ϕ, Ω, and T . From the estimate (4.16) it results that         (¯ uKm ,Δtm − uKm ,Δtm ) ϕ(x, ξ, t) dx dξ dt → 0 as m → ∞,    Ω R∗ R∗ +



+







and u = u in the space of distributions on Ω × R∗+ × R∗+ , and hence in L∞ (Ω × R∗+ × R∗+ ). Flux term. The following proposition provides a result of convergence for the ﬂux term appearing in the discretization of the surface conservation equation. It will be used to show that (csi , ui ) satisﬁes the second equation (2.9) of the weak formulation. The proof of this proposition is an adaptation to the coupling of a parabolic and a hyperbolic equation of the result proved in [6] for the coupling of an elliptic and a hyperbolic equation in the case of a two phase Darcy ﬂow. Proposition 5.3. Let us assume that Hypothesis 1 holds and let h denote the solution of problem (2.6). Let us consider a family of admissible discretizations (K, Σint , P, Δt) of Ω × R∗+ , with (K, Σint , P) an admissible mesh of Ω in the sense of Deﬁnition 3.1 and Δt > 0 a time step. Let us also assume that there exist α√and β > 0 such that, for all discretizations (K, Σint , P, Δt) of this family, δK ≤ β Δt and reg(K) ≤ α. For any admissible discretization (K, Σint , P, Δt), let hK,Δt denote )κ∈Km ,n≥0 be the function deﬁned by (3.7) from the solution of (4.1), and let (cs,n+1 i,κ any solution of (3.2)–(3.5) chosen according to Lemma 5.1. Let T > 0, then, for all ϕ ∈ As0 = {v ∈ Cc∞ (Rd+1 ) | v(x, t) = 0 on ∂Ω × R∗+ \ Σ+ }, and for all i = 1, . . . , L,  T   s Ti,K,Δt → ci (x, t) ∇h(x, t) · ∇ϕ(x, t) dx − c˜i (x, t) g(x, t) ϕ(x, t) dγ(x) dt 0



Ω



∂Ω
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as Δt → 0, with N Δt 



Ti,K,Δt =



Δt



n=0



−



N Δt 



Δt



n=0







 



n+1 n+1 Tκκ cs,n+1 − hn+1 ) κ ) ϕ(xκ , t i,κκ (hκ



κ∈K κ ∈Kκ







|∂κ ∩ ∂Ω|



(−),n+1 s,n+1 ϕ(xκ , tn+1 ). gκ(+),n+1 c˜n+1 − g c κ i,κ i,κ



κ∈K



Columns property. The following proposition states that the column concentrations interpolated in time u ¯i,K,Δt , i = 1, . . . , L, satisfy in the weak sense a linear advection equation. This property is used in the proof of Theorem 3.3 to show the convergence, up to a subsequence, of the approximate solutions to a solution of the weak formulation (2.7). Proposition 5.4. Let us assume that Hypothesis 1 holds and let h denote the solution of problem (2.6). Let (K, Σint , P) be an admissible mesh of Ω in the sense of Deﬁnition 3.1, T > 0, and Δt ∈ (0, T ). Let hK,Δt , ui,K,Δt , i = 1, . . . , L (resp., δt hK,Δt and u ¯i,K,Δt , i = 1, . . . , L), denote the unique functions deﬁned by (3.7) (resp., by (4.17) and (5.7)) and csi,K,Δt , i = 1, . . . , L, be a function deﬁned by (3.7), from any solution of (3.2)–(3.6) chosen according to Lemma 5.1. Then, for any κ ∈ K and i ∈ {1, . . . , L}, the following hold. (i) For all ϕ ∈ WT = {v ∈ Cc∞ (R2 ) | v(., T ) = 0 on R},  T 



∂t ϕ(ξ, t) + ∂t hκ (t) ∂ξ ϕ(ξ, t) ui,κ (ξ, t) dξ dt 0 R+  T (5.8) + u0i,κ (ξ)ϕ(ξ, 0) dξ + ∂t hκ (t)ui,κ (0, t)ϕ(0, t) dt = 0. R+



0



Cc∞ (R2 ) | v(., T )



= {v ∈ = 0 on R and v(0, t) = 0 for all t ≥ (ii) For all ϕ ∈ 0 such that ∂t hκ (t) ≤ 0},  T 



∂t ϕ(ξ, t) + ∂t hκ (t) ∂ξ ϕ(ξ, t) ui,κ (ξ, t) dξ dt 0 R+  T (5.9) + u0i,κ (ξ)ϕ(ξ, 0) dξ + ∂t hκ (t)csi,κ (t)ϕ(0, t) dt = 0. AsT,κ



R+



0



Proof. Thanks to deﬁnition (5.4), ∂t ci,κ (z, t) = 0 for all z ∈ (−∞, hκ (t)) and t ∈ (0, T ). It results that for all ψ ∈ W 1,∞ (R × R+ ), compactly supported, one has  T   hκ (t)  T  hκ (t) ∂t ci,κ (z, t)ψ(z, t)dz dt = ∂t ci,κ (z, t)ψ(z, t)dz dt 0=  − 0



0 T







−∞ hκ (t)



−∞



ci,κ (z, t)∂t ψ(z, t)dz dt −



0



−∞







T



ci,κ (z, t)∂t ψ(z, t)dz dt +







−



∂t hκ (t)ci,κ (hκ (t), t)ψ(hκ (t), t) dt, 0



and consequently  T  hκ (t) (5.10)



−∞



0 T







hκ (T )



−∞



∂t hκ (t)ci,κ (hκ (t), t)ψ(hκ (t), t) dt 0



ci,κ (z, T )ψ(z, T ) dz +







hκ (0)



−∞



c0i,κ (z)ψ(z, 0) dz = 0.
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Let ϕ be in WT , and let ψ ∈ W 1,∞ (R × R+ ) be such that ψ(z, t) = ϕ(hκ (t) − z, t) ∀ (z, t) ∈ R × R+ . Considering (5.10) in the new coordinate system ξ = hκ (t) − z and using the property ϕ(., T ) = 0, (5.8) is derived. Finally, thanks to the deﬁnition of AsT,κ and since ui,κ (0, t) = csi,κ (t) if ∂t hκ (t) > 0, we obtain (5.9). Convergence. We will now prove that the limits (csi , ui )i=1,...,L are solutions of the weak formulation given in Deﬁnition 2.1. Lemma 5.5. Let O be an open bounded subset of Rd , and let (fn )n∈N be a sequence of L1 (O) which converges to f in L1 (O). Let us deﬁne, for any g ∈ L1 (O), Sg+ = {x ∈ O | g(x) > 0} and Sg− = {x ∈ O | g(x) ≤ 0}; then   fn χS + ∩S − → 0 as n → ∞, and Jn = fn χS − ∩S + → 0 as n → ∞. In = fn



O



f



fn



O



f



−



Proof. Note that if f ∈ L (O), then f and f belong to L1 (O); thus     + + + fn χS + χS − = fn χS − = (fn − f )χS − + f + χS − . In = 1



fn



O



+



f



f



O



f



O



O



f



 Since O f + χS − = 0 and |fn+ −f + | ≤ |fn −f | on O, we deduce that In → 0 as n → ∞. f The proof is similar for Jn . Let us now prove the convergence result given by Theorem 3.3. Proof of Theorem 3.3. The convergence of the approximate solutions for the sediment thickness toward the solution of problem (2.6) has already been proved in Proposition 4.2. Let us now show that the limits (csi , ui )i=1,...,L given by Proposition 5.2 satisfy the weak formulation of problem (2.7) in the sense of Deﬁnition 2.1. Let i belong to {1, . . . , L} and ϕ ∈ A. Since ϕ ∈ Cc∞ (Rd+2 ), there exists T > 0 such that, for all t ≥ T , ϕ(., ., t) = 0. Let m0 ∈ N be such that Δtm0 < T . For the sake of simplicity, we shall drop the subscript i. For all κ ∈ Km , m ∈ N, note that ϕ(xκ , ., .) ∈ WT . Applying (5.8) to the test function ϕ(xκ , ., .) and summing this equation over κ ∈ Km , we get, for any m ≥ m0 ,  κ∈Km











 |κ|



R+



T



0







∂t ϕ(xκ , ξ, t) + ∂t hκ (t) ∂ξ ϕ(xκ , ξ, t) uκ (ξ, t) dt dξ  (A m)   0 + |κ| uκ (ξ)ϕ(xκ , ξ, 0) dξ



(5.11)



κ∈Km







+



 κ∈Km











R+



 (Bm )



!



!



T



|κ|



∂t hκ (t)uκ (0, t)ϕ(xκ , 0, t) dt = 0. 0



 (Cm )



!



In this equation, (Am ) is equal to   Ω



R+



 0



T







∂t ϕKm (x, ξ, t) + δt hKm ,Δtm (x, t) ∂ξ ϕKm (x, ξ, t) u ¯Km ,Δtm (x, ξ, t) dt dξ dx,
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where ϕKm (x, ξ, t) = ϕ(xκ , ξ, t) for all x ∈ κ. Thanks to Proposition 4.2, the sequence of functions (δt hKm ,Δtm ) converges strongly to ∂t h in L2 (Ω×(0, T )) as m → ∞. Since ϕ ∈ A, we deduce that the sequence (∂ξ ϕKm · δt hKm ,Δtm ) converges to ∂ξ ϕ · ∂t h in uKm ,Δtm ) converges to u in L∞ (Ω × R∗+ × R∗+ ) L1 (Ω × R∗+ × R∗+ ). Since the sequence (¯ for the weak- topology, we conclude that    



∂t ϕ(x, ξ, t) + ∂t h(x, t) ∂ξ ϕ(x, ξ, t) u(x, ξ, t) dt dξ dx (5.12) (Am ) → Ω



R+



R+



as m → ∞. Let us deﬁne u0Km by u0Km (x, ξ) = u0κ (ξ) for all x ∈ κ, κ ∈ Km , and ξ ∈ R∗+ . From Hypothesis 1 on u0 , it results that u0Km converges to u0 in L1 (Ω×(0, T )) for all T > 0, and consequently   (Bm ) → (5.13) u0 (x, ξ)ϕ(x, ξ, 0) dξ dx as m → ∞. R+



Ω



In (5.11), (Cm ) is equal to  



T



(Cm ) =



δt hKm ,Δtm (x, t)¯ uKm ,Δtm (x, 0, t)ϕKm (x, 0, t) dt dx. 0



Ω



Let us introduce the following notation: + PK m − PK m P+ P−



= = = =



{(x, t) ∈ Ω × (0, T ) | δt hKm ,Δtm (x, t) > 0}, {(x, t) ∈ Ω × (0, T ) | δt hKm ,Δtm (x, t) ≤ 0}, {(x, t) ∈ Ω × (0, T ) | ∂t h(x, t) > 0}, {(x, t) ∈ Ω × (0, T ) | ∂t h(x, t) ≤ 0}.



+ − + − = (P + \ (P + ∩ PK )) ∪ (PK ∩ P − ) and PK = (P − \ (P − ∩ Noticing that PK m m m m + − + PKm )) ∪ (PKm ∩ P ), one has



  (Cm ) =



+



δt hKm ,Δtm (x, t) csKm ,Δtm (x, t) ϕKm (x, 0, t)



0 · [χP + T Ω



 



T



− χP + ∩P − + χP + Km



Km



∩P − ] dt dx



δt hKm ,Δtm (x, t) u ¯Km ,Δtm (x, 0, t) ϕKm (x, 0, t) Ω



0



· [χP − − χP − ∩P + + χP − Km



Km



∩P + ] dt dx.



Since the functions csKm ,Δtm (x, t), u ¯Km ,Δtm (x, 0, t), and ϕKm (x, 0, t) are bounded on Ω × (0, T ) and (δt hKm ,Δtm ) converges to ∂t h in L2 (Ω × (0, T )), Lemma 5.5 applied to the sequence (δt hKm ,Δtm )m∈N yields   0



Ω



  Ω



T



0



δt hKm ,Δtm (x, t) csKm ,Δtm (x, t) ϕKm (x, 0, t)[−χP + ∩P − + χP + Km



Km



∩P − ] dt dx



→ 0,



T



δt hKm ,Δtm (x, t) u ¯Km ,Δtm (x, 0, t)ϕKm (x, 0, t)[−χP − ∩P + +χP − Km



Km



∩P + ] dt dx



→0



as m → ∞. Furthermore, ϕ ∈ A, so that the sequence (ϕKm (., 0, .) δt hKm ,Δtm ) converges to ϕ(., 0, .) ∂t h in L1 (Ω × (0, T )). As the sequence (csKm ,Δtm ) converges to



¨ R. EYMARD, T. GALLOUET, V. GERVAIS, AND R. MASSON



492



cs in L∞ (Ω × R∗+ ) for the weak- topology, we conclude that  



T



δt hKm ,Δtm (x, t)csKm ,Δtm (x, t)ϕKm (x, 0, t) χP+ dt dx → 0  T ∂t h(x, t)cs (x, t)ϕ(x, 0, t) χP+ dt dx as m → ∞.



Ω



0



Ω



¯Km ,Δtm (x, 0, t) is bounded and On χP− , by deﬁnition, one has ϕ(x, 0, t) = 0. Since u the sequence (ϕKm (., 0, .) δt hKm ,Δtm ) converges to ϕ(., 0, .) ∂t h in L1 (Ω × (0, T )), we obtain   T δt hKm ,Δtm (x, t) u ¯Km ,Δtm (x, 0, t) ϕKm (x, 0, t) χP− dt dx → 0 as m → ∞, Ω



0



and ﬁnally   (Cm ) →



 



T



∂t h(x, t)cs (x, t)ϕ(x, 0, t)dt dx =



0



Ω



Ω



R+



∂t h(x, t)cs (x, t)ϕ(x, 0, t) dt dx



as m → ∞. Then (csi , ui ) satisfy the ﬁrst part (2.8) of the weak formulation. Let ϕ ∈ A0 . Since ϕ ∈ Cc∞ (Rd+2 ), there exists T > 0 such that ϕ(., ., t) = 0 for all t ≥ T . Let m0 ∈ N be such that Δtm0 < T . Multiplying the scheme (3.2) by ϕ(xκ , 0, tn+1 ) and summing over κ ∈ Km and n ∈ {0, . . . , NΔtm }, one obtains, for any m ≥ m0 ,  



NΔtm



|κ|ΔMn+1 ϕ(xκ , 0, tn+1 ) κ



n=0 κ∈Km



 



NΔtm



+



Δtm







NΔtm



Δtm



n=0







 (2m )



!



# " |∂κ ∩ ∂Ω| c˜n+1 gκ(+),n+1 − cs,n+1 gκ(−),n+1 ϕ(xκ , 0, tn+1 ) = 0. κ κ



 κ∈Km







!



n+1 n+1 cs,n+1 − hn+1 ) κ )ϕ(xκ , 0, t κκ Tκκ (hκ



κ∈Km κ ∈Kκ



n=0



 −







 (1m )



 (3m )



!



Since ϕ(., 0, .) ∈ As0 , Proposition 5.3 with K = Km and Δt = Δtm states that (2m )+(3m ) converges to   T  cs (x, t) ∇h(x, t) · ∇ϕ(x, 0, t) dx − c˜(x, t)g(x, t)ϕ(x, 0, t)dγ(x) dt A= 0 Ω ∂Ω    = cs (x, t) ∇h(x, t) · ∇ϕ(x, 0, t) dx − c˜(x, t)g(x, t)ϕ(x, 0, t)dγ(x) dt, R+



∂Ω



Ω



as m → ∞. Let us now prove the convergence of Am



 



NΔtm



= −(1m ) = −



n=0 κ∈Km



|κ|ΔMn+1 ϕ(xκ , 0, tn+1 ) κ
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toward



 







B= R+



Ω 



∂t ϕ(x, ξ, t) + ∂t h(x, t) ∂ξ ϕ(x, ξ, t) u(x, ξ, t) dt dξ dx R+   + u0 (x, ξ)ϕ(x, ξ, 0) dξ dx Ω



R+



as m → ∞. From (5.12) and (5.13), we have, for any ϕ ∈ Cc∞ (Rd+2 ) ⊃ A0 ,   T  



 Bm = |κ| ∂t ϕ(xκ , ξ, t) + ∂t hκ (t) ∂ξ ϕ(xκ , ξ, t) uκ (ξ, t) dt dξ R+ 0 κ∈Km   + |κ| u0κ (ξ)ϕ(xκ , ξ, 0) dξ → B as m → ∞, R+



κ∈Km



T   and, from (5.11), Bm = − κ∈Km |κ| 0 ∂t hκ (t)uκ (0, t)ϕ(xκ , 0, t) dt. Hence, it will  | → 0 as m → ∞. suﬃce to show that |Am − Bm For given κ ∈ Km and n ∈ {0, . . . , NΔtm }, let us recall that ⎧  n+1 ⎨ hκ cn+1 (z)dz if hn+1 ≥ hnκ , κ κ hn κ = ΔMn+1 n+1  κ ⎩ hnκ cn (z) dz if hn+1 < hn . κ



hκ



κ



κ



Considering the change of coordinates z = hκ (t) in these integrals, one can show that, in both the sedimentation (hn+1 ≥ hnκ ) and erosion (hn+1 < hnκ ) cases, one has κ κ  = ΔMn+1 κ







tn+1



tn+1



cκ (hκ (t), t)∂t hκ (t) dt = tn



uκ (0, t)∂t hκ (t) dt. tn



Substituting this equality in the deﬁnition of Am leads to  − Am = Bm



−



 κ∈Km







NΔtm



|κ|



n=0











κ∈Km  tn+1 tn



tNΔtm +1



|κ|



u ¯Km ,Δtm (x, 0, t) δt hKm ,Δtm (x, t)ϕ(xκ , 0, t)dt T



u ¯Km ,Δtm (x, 0, t)δt hKm ,Δtm (x, t)[ϕ(xκ , 0, tn+1 ) − ϕ(xκ , 0, t)] dt.



Thanks to the regularity of ϕ, there exists C1 > 0, depending only on ϕ, such that |ϕ(xκ , 0, tn+1 ) − ϕ(xκ , 0, t)| ≤ C1 Δtm for all t ∈ [tn , tn+1 ]. Since the function δt hKm ,Δtm is uniformly bounded in L2 (Ω × (0, tNΔtm +1 )), and u ¯Km ,Δtm ∈ [0, 1],  | to 0 as m → ∞ is obtained, and |tNΔtm +1 − T | < Δtm , the convergence of |Am − Bm which ends the proof of the theorem. 6. Conclusion. In this article, a fully implicit ﬁnite volume discretization of the multilithology stratigraphic model is considered in the simpliﬁed case for which the diﬀusion coeﬃcients of all the lithologies are equal. In such a case, the sediment thickness variable decouples from the other variables and satisﬁes a parabolic equation. A weak formulation has been deﬁned for the remaining surface and basin concentration variables in order to cope with the diﬃculty to deﬁne the trace of the basin concentrations at the top of the basin. Then, the main result of this article is the convergence, up to a subsequence, of the discrete sediment thickness in L∞ (0, T ; L2 (Ω)) and of the discrete concentrations in the L∞ weak- topology to a weak solution.
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In particular, this proves the existence of at least one solution to the weak formulation for the coupled problem. The uniqueness of such a solution, and hence the full convergence of the discrete solutions, will be obtained in a forthcoming paper. Appendix. Proof of Proposition 5.3. To prove Proposition 5.3, the following weak-BV estimate will be used. It is an extension to the coupling of a parabolic and a hyperbolic equation of the result proved in [6] for the coupling of an elliptic and a hyperbolic equation in the case of a two phase Darcy ﬂow. Lemma A.1. Let us assume that Hypothesis 1 holds, and let h denote the solution of problem (2.6). Let i ∈ {1, . . . , L} (K, Σint , P) be an admissible mesh of Ω in the sense of Deﬁnition 3.1, T >√0, and Δt ∈ (0, T ). Let α > 0 be such that reg(K) ≤ α and β > 0 be such that δK ≤ β Δt. Then, there exists H > 0, depending only on T , Ω, h W 2,∞ (Ω×(0,2T )) , g L2 (∂Ω×R+ ) , β, and α, such that the following inequality holds: N Δt  n=0



(A.1)







Δt



s,n+1 Tκκ |hn+1 − hn+1 − cs,n+1 κ i,κ | κ | |ci,κ



σ∈Σint σ=κ|κ



+



N Δt 



Δt



n=0







H (+),n+1 |∂κ ∩ ∂Ω| |cs,n+1 − c˜n+1 ≤√ . i,κ | gκ i,κ δK κ∈K



Proof. Let i belong to the set {1, . . . , L}. Again, the subscript i will be dropped in the proof, and csi will be denoted by c. Multiplying (3.2) by cκn+1 and summing over κ ∈ K and n ∈ {0, . . . , NΔt } yield that N Δt 







|κ|c∗,n+1 cn+1 (hn+1 − hnκ ) κ κ κ



n=0 κ∈K N Δt 



+



(A.2) − +



n=0 N Δt  n=0 N Δt 



Δt



κ∈K



Δt







n+1 n+1 Tκκ cn+1 (hκ − hn+1 κκ cκ κ )



κ ∈Kκ



|∂κ ∩ ∂Ω| gκ(+),n+1 c˜n+1 cκn+1 κ



κ∈K



Δt



n=0



c∗,n+1 κ



 







|∂κ ∩ ∂Ω| gκ(−),n+1 (cn+1 )2 = 0, κ



κ∈K



c∗,n+1 (hn+1 κ κ



is deﬁned by − hnκ ) = ΔMn+1 , such that c∗,n+1 ∈ [0, 1]. where κ κ The upstream evaluation of the surface concentrations at the edges of the control volumes implies that, for all κ ∈ K,   n+1 n+1 + Tκκ cn+1 (hκ − hn+1 Tκκ (cn+1 )2 (hn+1 − hn+1 κ κ κκ cκ κ ) = κ ) κ ∈Kκ κ ∈Kκ  n+1 n+1 − − Tκκ cn+1 c (hκ − hn+1  κ κ κ ) . κ ∈Kκ



Therefore, since (hκ − hκ )+ = (hκ − hκ )− , one has   n+1 n+1 Tκκ cn+1 (hκ − hn+1 κκ cκ κ ) κ∈K κ ∈Kκ



=



 



κ∈K



κ ∈Kκ



n+1 + Tκκ ((cn+1 )2 − cn+1 )(hn+1 − hn+1 κ κ κ cκ κ ) .
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  Then, using the equalities (cκ )2 −cκ cκ = 12 (cκ −cκ )2 + 12 (cκ )2 −(cκ )2 , (hκ −hκ )+ = (hκ −hκ )− , and (hκ −hκ ) = (hκ −hκ )+ −(hκ −hκ )− leads to the following successive equalities:   n+1 n+1 Tκκ cn+1 (hκ − hκn+1 )  κκ cκ κ∈K κ ∈Kκ



1  2 n+1 + Tκκ (cn+1 − cn+1 − hn+1 κ κ ) (hκ κ ) 2 κ∈K κ ∈Kκ 1  + + Tκκ (cn+1 )2 (hn+1 − hn+1 κ κ κ ) 2  κ∈K κ ∈Kκ 1  2 n+1 + − Tκκ (cn+1 − hn+1 κ ) (hκ κ ) 2  κ∈K κ ∈Kκ 1  2 n+1 + = Tκκ (cn+1 − cn+1 − hn+1 κ κ ) (hκ κ ) 2 κ∈K κ ∈Kκ 1  + Tκκ (cn+1 )2 (hn+1 − hn+1 κ κ κ ). 2  =



(A.3)



κ∈K κ ∈Kκ



Furthermore, summing (3.2) over i ∈ {1, . . . , L}, we obtain, for all κ ∈ K and n ∈ {0, . . . , NΔt },  n+1 (A.4) |κ|(hn+1 − hnκ ) + Δt Tκκ (hn+1 − hn+1 = 0. κ κ κ ) − Δt |∂κ ∩ ∂Ω| gκ κ ∈Kκ



)2 and summing over κ ∈ K gives in (A.3) Multiplying (A.4) by (cn+1 κ  



n+1 n+1 Tκκ cn+1 (hκ − hn+1 κκ cκ κ ) = −



κ∈K κ ∈K



n+1 − hnκ 1 2 hκ |κ|(cn+1 ) κ 2 Δt κ∈K



κ 1  1 2 n+1 |∂κ ∩ ∂Ω| (cn+1 )2 gκn+1 + Tκκ (cn+1 − cn+1 − hκn+1 )+ , +  κ κ κ ) (hκ 2 2 



κ∈K κ ∈Kκ



κ∈K



which ﬁnally results in the equality N Δt 



Δt



n=0



  κ∈K



−



+



N Δt 



Δt







n=0



κ∈K



N Δt 







Δt



n=0



=



n+1 n+1 Tκκ cn+1 (hκ − hn+1 κκ cκ κ )



κ ∈Kκ



|∂κ ∩ ∂Ω| gκ(+),n+1 c˜n+1 cn+1 κ κ |∂κ ∩ ∂Ω| gκ(−),n+1 (cn+1 )2 κ



κ∈K



N Δt 



 1 2 n+1 Δt Tκκ (cn+1 − cn+1 − hn+1 κ κ ) |hκ κ | 2 n=0 σ∈Σ int σ=κ|κ



+



NΔt NΔt   1 1 n+1 2 Δt |∂κ ∩ ∂Ω| gκ(+),n+1 (cn+1 − c ˜ ) − |κ|(cn+1 )2 (hn+1 − hnκ ) κ κ κ κ 2 n=0 2 n=0 κ∈K



+



N Δt 



κ∈K



 1 Δt (|∂κ ∩ ∂Ω| gκ(−),n+1 (cκn+1 )2 − |∂κ ∩ ∂Ω| gκ(+),n+1 (˜ cn+1 )2 ). κ 2 n=0 κ∈K
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(−),n+1



Using this last result in (A.2), together with gκ {0, . . . , NΔt }, one obtains the estimate



≥ 0 for all κ ∈ K and n ∈



NΔt  1 2 n+1 Δt Tκκ (cn+1 − cn+1 − hn+1 κ κ ) |hκ κ | 2 n=0 σ∈Σ int σ=κ|κ



+ (A.5)



N Δt 



 1 Δt |∂κ ∩ ∂Ω| gκ(+),n+1 (cn+1 − c˜n+1 )2 κ κ 2 n=0



 



hn+1 1 − hnκ κ Δt |κ| (cn+1 )2 − 2 c∗,n+1 cn+1 κ κ κ 2 n=0 Δt



≤ +



κ∈K



N Δt 



κ∈K



N Δt 



1 Δt 2 n=0







|∂κ ∩ ∂Ω|gκ(+),n+1 (˜ cn+1 )2 . κ



κ∈K



Noticing that, according to Corollary 1, N Δt 



 



hn+1 − hnκ κ |κ| (cn+1 )2 − 2 c∗,n+1 cn+1 κ κ κ Δt n=0 κ∈K  12



N Δt  Δt δt hnK 2L2 (Ω) ≤ C1 (T, Ω)D6 ≤ C1 (T, Ω)



(A.6)



Δt



n=0



and N Δt 



(A.7)



Δt



n=0







|∂κ ∩ ∂Ω| gκ(+),n+1 (˜ cn+1 )2 ≤ C2 (Ω, T ) g + L2 (∂Ω×R+ ) , κ



κ∈K



we deduce from (A.5), (A.6), and (A.7) the estimate N Δt 







Δt



n=0



+



2 n+1 Tκκ (cn+1 − cn+1 − hn+1 κ κ ) |hκ κ |



σ∈Σint σ=κ|κ



N Δt 



Δt



n=0







|∂κ ∩ ∂Ω| gκ(+),n+1 (cn+1 − c˜n+1 )2 ≤ C1 κ κ



$



D6 + C2 g + L2 (∂Ω×R+ ) .



κ∈K



Finally, the Cauchy–Schwarz inequality yields N Δt 







Δt



n=0



+ ≤



σ∈Σint σ=κ|κ



N Δt 



Δt







|∂κ ∩ ∂Ω cn+1 − c˜κn+1 | gκ(+),n+1 κ



n=0



N κ∈K Δt  



Δt



n=0



+



n+1 Tκκ |cn+1 − cn+1 − hκn+1 |  κ κ ||hκ



N Δt 



Δt



n=0 



N Δt 



n=0



2 n+1 Tκκ (cn+1 − cn+1 − hn+1 κ κ ) |hκ κ |



σ∈Σint σ=κ|κ







 12



|∂κ ∩ ∂Ω|(cn+1 − c˜n+1 )2 gκ(+),n+1 κ κ



κ∈K



Δt



 σ∈Σint σ=κ|κ



Tκκ |hn+1 κ



−



hn+1 κ |



+



N Δt  n=0



Δt



 κ∈K



 12 |∂κ ∩



∂Ω| gκ(+),n+1



.
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The term N Δt 







Δt



n=0



Tκκ |hn+1 − hn+1 κ κ | ≤ 



N Δt 



Δt



n=0



σ∈Σint σ=κ|κ







Tκκ



 12 N Δt 



 12 2 Δt|hn+1 K |1,K



n=0



σ∈Σint σ=κ|κ



is estimated by Corollary 1 and the following bound from (3.1): N Δt 



(A.8)







Δt



n=0 



Tκκ ≤



σ∈Σint σ=κ|κ







 



|σ| d(κ, κ )



σ∈Σint σ=κ|κ



2T α2 2T d α2 |Ω| ≤ . 2 δK δK2



We conclude from estimates similar to (A.7) that the inequality (A.1) holds. Proof of Proposition 5.3. Let i belong to the set {1, . . . , L}, and let (K, Σint , P, Δt) be an admissible discretization of Ω × R∗+ with Δt < T . For all κ ∈ K, x ∈ ∂κ ∩ ∂Ω, t ∈ (tn , tn+1 ], n ≥ 0, let us deﬁne c˜i,K,Δt (x, t) = c˜n+1 i,κ . Throughout this proof we shall now drop the subscript i and use the simpliﬁed notation csi = c. Let us deﬁne the auxiliary expression E3 by E3 =



n+1 N Δt  t 



n=0



tn 



 cK,Δt (x, t) ∇h(x, t) · ∇ϕ(x, tn+1 ) dx Ω







−



n+1



c˜K,Δt (x, t) g(x, t) ϕ(x, t







) dγ(x) dt.



∂Ω



From the L∞ weak- convergence of cK,Δt to c and c˜K,Δt to c˜ as Δt and δK → 0, and their boundedness, it results that 



T







E3 →



c˜(x, t)g(x, t)ϕ(x, t)dγ(x) dt



 c(x, t) ∇h(x, t) · ∇ϕ(x, t)dx −



0



∂Ω



Ω



as Δt → 0. Multiplying (2.6) by ϕ(x, tn+1 ) and integrating it over the time interval (tn , tn+1 ) and cell κ yield 



tn+1











tn+1







∂t h(x, t) ϕ(x, tn+1 ) dx dt − tn



Δh(x, t) ϕ(x, tn+1 ) dx dt = 0. tn



κ



κ



Since ϕ ∈ Cc∞ (Rd+1 ), one obtains 



tn+1



tn







 tn+1  ∇h(x, t) · ∇ϕ(x, tn+1 ) dx dt = − ∂t h(x, t) ϕ(x, tn+1 ) dx dt n κ t κ  tn+1  n+1 + ∇h(x, t) · nκ ϕ(x, t )dγ(x) dt, tn



∂κ
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where nκ is the normal unit vector to ∂κ outward to κ. Thus, one has  tn+1  N Δt   n+1 n+1 (cκ − cκ ) ∇h(x, t) · nκκ ϕ(x, tn+1 ) dγ(x) dt E3 = n=0



+ −



N Δt 



tn



σ∈Σint σ=κ|κ







tn+1



n n=0 κ∈K t  N Δt  tn+1 



 (cκn+1 − c˜n+1 ) g(x, t) ϕ(x, tn+1 ) dγ(x) dt κ ∂κ∩∂Ω







cn+1 ∂t h(x, t) ϕ(x, tn+1 ) dx dt. κ



tn



n=0 κ∈K



σ



κ



Deﬁning the second auxiliary expression E2 by E2



=− +



N Δt 







n=0 κ∈K N Δt  



Δt



n=0



+



|κ|cn+1 (hn+1 − hnκ ) ϕ(xκ , tn+1 ) κ κ n+1 (cn+1 − cn+1 − hn+1 ) κ κ κ )Tκκ (hκ



σ∈Σint σ=κ|κ n+1



N Δt    n=0 κ∈K



t



1 |σ|



 ϕ(x, tn+1 ) dγ(x) σ



 (cn+1 − c˜n+1 ) g(x, t) ϕ(x, tn+1 ) dγ(x) dt, κ κ



tn



∂κ∩∂Ω



we have N Δt 



E3 − E 2 = − −



(hn+1 − κ Δt







n+1



t



· tn







 cn+1 κ



tn+1



  ∂t h(x, t) ϕ(x, tn+1 )



tn κ n=0 κ∈K  N Δt  hnκ ) ϕ(xκ , tn+1 ) dx dt + n=0







(cn+1 − cn+1 κ κ )



σ∈Σint σ=κ|κ



   − hn+1 hn+1  κ ϕ(x, tn+1 )dγ(x) dt. ∇h(x, t) · nκκ − κ ) d(κ, κ σ



and integrating it over the time interval Multiplying (2.6) by ϕ(xκ , tn+1 ) and cn+1 κ (t , tn+1 ) and cell κ yield n+1  N Δt   t  cn+1 ∂t h(x, t) ϕ(xκ , tn+1 ) dx dt κ n



(A.9)



n n=0 κ∈K t N Δt  







κ tn+1







−



n=0 κ∈K



cn+1 ∇h(x, t) · nκ ϕ(xκ , tn+1 ) dγ(x) dt = 0. κ



tn



∂κ



Similarly, multiplying (4.1) by cn+1 and ϕ(xκ , tn+1 ) and summing the result over κ κ ∈ K and n ∈ {0, . . . , NΔt }, we obtain N Δt 



(A.10)







n=0 κ∈K N Δt 



+



−



n=0 N Δt  n=0



|κ|cn+1 (hn+1 − hnκ )ϕ(xκ , tn+1 ) κ κ Δt



  κ∈K



Δt







κ∈K



n+1 Tκκ cn+1 (hn+1 − hn+1 ) κ κ κ )ϕ(xκ , t



κ ∈Kκ



|∂κ ∩ ∂Ω| gκn+1 cn+1 ϕ(xκ , tn+1 ) = 0. κ
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Then, E3 − E2 + (A.9) − (A.10) yields the equality E3 − E2 = +



N Δt 



N Δt 







 cn+1 κ



n=0 κ∈K



Δt







cn+1 κ







tn+1



tn



% & ∂t h(x, t) ϕ(xκ , tn+1 ) − ϕ(x, tn+1 ) dx dt



κ







  σ



1 Δt







κ∈K σ∈Σκ ∩Σκ n=0 · ϕ(x, tn+1 ) − ϕ(xκ , tn+1 ) dγ(x).



tn+1



∇h(x, t) · nκκ dt − tn



− hn+1 hn+1 κ κ d(κ, κ )







Since ϕ is regular, there exists C1 > 0 depending only on ϕ such that, for all κ ∈ K and x ∈ κ, |ϕ(x, tn+1 ) − ϕ(xκ , tn+1 )| ≤ C1 δK.



(A.11)



Thanks to the regularity of h, there exists C2 > 0 depending only on h L∞ (0,2T ;W 2,∞ (Ω)) , such that, for all κ ∈ K, σ ∈ Σκ , x ∈ σ, and t ∈ (0, 2T ),    1     ∇h(u, t) · nκ dγ(u) − ∇h(x, t) · nκ  ≤ C2 δK.   |σ| σ  Thus, the following estimate is derived:



|E3 − E2 | ≤ C3 δK ∂t h L∞ (Ω×[0,2T ]) + 2C1 δK



N Δt  n=0



Δt



 



|σ|C2 δK



σ∈Σint σ=κ|κ



   tn+1    1   − hn+1 )− ∇h(u, t) · nκκ dγ(u) dt . + Tκκ (hn+1 κ κ   Δt tn σ The last term in this estimate is bounded using Cauchy–Schwarz inequality as follows:    tn+1     1  n+1 n+1 Δt ∇h(u, t) · nκκ dγ(u) dt Tκκ (hκ − hκ ) −   Δt n t σ σ∈Σ n=0



N Δt 



int σ=κ|κ



≤



'N Δt  n=0 



Δt



 σ∈Σint σ=κ|κ



− hn+1 hn+1 1 1 κ κ − d(κ, κ ) Δt |σ|



Tκκ



( 12 ' N Δt 



Δt



n=0







tn+1











d(κ, κ ) |σ|



σ∈Σint σ=κ|κ



2 ( 12



∇h(u, t) · nκκ dγ(u) dt tn



Finally, using (A.8), (4.5), and the bound



.



σ



 σ∈Σint



|σ| ≤



E3 − E2 → 0 as Δt → 0.



d α |Ω| δK ,



we obtain that
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It remains only to prove that E2 − E → 0 as Δt → 0. Removing (A.10) from E yields N Δt 



E=



 



Δt



n=0



κ∈K



N Δt 







κ ∈Kκ



n+1 n+1 Tκκ (cn+1 ) (hn+1 − hn+1 ) κ κκ − cκ κ ) ϕ(xκ , t   !



(F ) + −



n=0 N Δt 



Δt



|∂κ ∩ ∂Ω| gκ(+),n+1 (cn+1 − c˜n+1 ) ϕ(xκ , tn+1 ) κ κ



κ∈K







|κ|cn+1 (hn+1 − hnκ ) ϕ(xκ , tn+1 ). κ κ



n=0 κ∈K



Thanks to the upstream evaluation of the concentrations at the edges, (F ) vanishes n+1 if hn+1 ≥ hn+1 − cn+1 ) (hn+1 − κ κ κ κ . In the opposite case, it is equal to Tκκ (ck n+1 n+1 hκ ) ϕ(xκ , t ), and thus E=



N Δt 



Δt



n=0



+ −



N Δt  n=0 N Δt 







n+1 Tκκ (cn+1 − cn+1 ) (hn+1 − hn+1 ) κ κ κ κ ) ϕ(xκκ , t



σ∈Σint σ=κ|κ



Δt







|∂κ ∩ ∂Ω| gκ(+),n+1 (cn+1 − c˜n+1 ) ϕ(xκ , tn+1 ) κ κ



κ∈K







|κ|cn+1 (hn+1 − hnκ ) ϕ(xκ , tn+1 ), κ κ



n=0 κ∈K



with  xκκ =



xκ xκ



if hκ ≤ hκ , otherwise.



Therefore, E2 − E writes E2 − E =



N Δt  n=0



 



1 |σ|



tn







Tκκ (cn+1 − cn+1 ) (hn+1 − hn+1 κ κ κ κ )



σ∈Σint σ=κ|κ



 N Δt   ϕ(x, tn+1 ) dγ(x) − ϕ(xκκ , tn+1 ) + (cn+1 − c˜n+1 ) κ κ



 σ



tn+1



Δt







%



n=0 κ∈K



& g(x, t) ϕ(x, tn+1 ) − gκ(+),n+1 ϕ(xκ , tn+1 ) dγ(x) dt.



∂κ∩∂Ω



Thanks to the regularity of ϕ, there exists C3 > 0 depending only on ϕ such that    1     (A.12) ϕ(x, tn+1 ) dγ(x) − ϕ(xκκ , tn+1 ) ≤ C3 δK.   |σ| σ  Furthermore, since ϕ ∈ As0 , one has   g(x, tn+1 ) ϕ(x, tn+1 )dγ(x) = ∂κ∩∂Ω



∂κ∩∂Ω



g + (x, tn+1 ) ϕ(x, tn+1 )dγ(x).
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Finally, inequalities (A.11) and (A.12) and the deﬁnition of gκ |E2 − E| ≤ C3 δK



N Δt  n=0



+ C1 δK







Δt



N Δt  n=0



give the estimate



Tκκ |cn+1 − cn+1 | |hn+1 − hn+1 κ κ κ κ |



σ∈Σint σ=κ|κ



Δt







|∂κ ∩ ∂Ω||cn+1 − c˜n+1 |gκ(+),n+1 . κ κ



κ∈K



It results from Lemma A.1 that |E2 − E| ≤ C4 δK



√H , δK



which ends the proof.
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