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Peter J. Schmid Ladhyx, Ecole Polytechnique, 91128 Palaiseau, France In this article, a full-state control approach is used to stabilize the flow over a square cavity. The control consists of a blowing and suction actuator located at the upstream boundary whose time behavior is given by the solution of a Riccati equation. Such a direct approach is only feasible for low dimensional systems, so a reduced model based on global modes of the flow has been used. We show that for a full-state control, a reduced order model composed of only the unstable modes is sufficient to stabilize the flow. This result has been validated using a linearized direct numerical simulation. It turns out that the control also strongly modifies the dynamics of stable eigenmodes. It is then shown that this property can be problematic for the estimation of the flow in a partial-state control approach.



I.



Introduction



Air flowing over a cavity is a classical situation occurring in aeronautical applications. The interaction between the fluid and the downstream edge of the cavity is responsible for the emission of a very intense noise (up to 160 dB) which can cause damages to the structure. The commonly admitted mechanism, initially explained by Rossiter1 and completed by Bilanin & Covert2 and Tam & Block,3 is a self-sustained phenomenon which may trigger a characteristic frequency of the structure and thus cause damage to the latter. Passive control strategies were first applied (and are still subject of research) but with the recent developments in optimal control theory, new areas of research are under investigations. The direct application of these concepts for fluid control is not straightforward, mainly because of the nonlinearity of the Navier-Stokes equations. Therefore, the use of control theory is generally restricted to linear analysis. Furthermore, accurate numerical simulations are dealing with very high dimensional systems (107 − 108 unknowns for 3D Direct Numerical Simulations ) which are out of reach of classical control theory techniques such as Lyapunov solvers. The solution is then to use a reduced model which accurately represents some features of the flow. The most common model in fluid dynamics is the one obtained with a Proper Orthogonal Decomposition (see Rowley4 for an application in a compressible cavity case). In our case, the perturbations are due to the instability of the shear-layer which leads to the development of 2D globally unstable modes. Because of their easy physical interpretation a reduced model based on global modes was considered here. Contrary to the open-loop control which needs significant energy to modify the mean flow (see Cattafesta et al.,5 see Illy et al.6 ), we choose to stabilize an initially unstable flow by acting directly on the perturbations. Here the control consists of a blowing and suction actuator located just upstream of the cavity. The control law is computed using optimal control theory based on the direct method (resolution of an algebraic Riccati equation, see Kim & Bewley7 ), which allows us to obtain the “optimal” balance between the consumed energy and the desired stabilization. This control law is then multiplied by a vertical velocity distribution (of parabolic shape) near the upwind edge. ∗ Master
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II.



Configuration



Let us consider an open two-dimensional square cavity of depth D. The upstream velocity U∞ and the length D are used to make all quantities non-dimensional. The configuration and structure of the mesh is shown in figure 1. The upstream and downstream corners of the cavity are located at (x = 0, y = 0) and (x = 1, y = 0). The upstream boundary ∂Ω1 , downstream boundary ∂Ω3 and upper boundary ∂Ω4 are respectively located at x = −1.2, x = 2.5 and y = 0.5. A uniform and unit velocity field is prescribed at the inlet boundary ∂Ω1 at x = −1.2 and a laminar boundary layer starts developing at the lower boundary at (x = −0.4, y = 0). A free-slip condition with zero tangential stress (∂y u = 0, v = 0) is prescribed on the boundaries (−1.2 ≤ x < −0.4, y = 0) and (1.75 < x ≤ 2.5, y = 0) which altogether form ∂Ω2 . No-slip boundary conditions are imposed on (−0.4 ≤ x ≤ −0.35, y = 0), on the cavity wall and on the downstream wall (1 ≤ x ≤ 1.75, y = 0). This no-slip boundary is denoted ∂Ω0 . Note that symmetry boundary conditions are used at the upper boundary ∂Ω4 . Finally, the control actuation is located at (−0.35 ≤ x ≤ 0, y = 0) where the velocity v(x, t) is prescribed at each time step (see paragraph V.A). 0.5 0.3 0.15



(−0.6, 0.1)



−1.2



(0, 0) −0.4
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2.5



−0.35



−1.0 Figure 1. Mesh structure for the open cavity flow. The thick solid line is characterized by the vertex density n. The thin solid line, dashed line and dotted line appearing in the upper part of the mesh, i.e. in the open flow, are + + respectively characterized by the vertex densities n+ 1 , n2 and n3 . The same lines in the lower part of the mesh, i.e. in − − the cavity region, are respectively characterized by the vertex densities n− 1 , n2 and n3 .



Concerning the structure of the mesh, the thick solid line in figure 1 is characterized by the vertex density n. The corresponding region is meshed in a very dense way in order to capture the small scales of the flow appearing there, namely the upstream and downstream boundary layers and the shear layer spanning the top of the cavity. The thin solid line, dashed line and dotted line appearing in the upper part of the mesh, + + i.e. in the open flow, are respectively characterized by the vertex densities n+ 1 , n2 and n3 . The same lines in the lower part of the mesh, i.e. in the cavity region, are respectively characterized by the vertex densities − − + − + − + − + + n− 1 , n2 and n3 , where n1 = n1 > n2 = n2 > n3 = n3 . Here we use: n = 350, n1 = 200, n2 = 100, + n3 = 100, which yields 194771 triangles.



III.



Global modes



We consider the evolution of small perturbations, which allows us to perform a linear stability analysis. III.A.



The Base flow



In the configuration described previously, Sipp and Lebedev8 have shown that the flow becomes unstable for a critical Reynolds number of Rec = 4140 where Re is the Reynolds number based on the length L of the cavity and the velocity U∞ . The aim of this article is to stabilize an initially unstable flow. Consequently we chose a Reynolds number of 7500. The base flow is the solution of the steady Navier-Stokes equations: (U · ∇)U = −∇P +



1 2 ∇ U Re



and



∇·U =0
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Figure 2. Base flow: contour of longitudinal velocity and streamlines are represented. Note that the shear-layer is very thin, which makes it more unstable.



Since the flow is unstable, the computation of the base flow is not straigthtforward: perturbations would develop, leading to unsteadiness. The base flow was thus obtained using a Newton method which enables us to follow the branch of steady solutions as the Reynolds number increases. III.B.



Stability analysis



Let us consider a finite-element discretization of the linearized Navier-Stokes equations. We use classical Taylor-Hood elements with P2 elements for velocities and P1 elements for the pressure. This yields ∂t B x = A x



(1)



where x is the state vector composed of the velocity components and the pressure, B is the weight matrix and A is the discretized linearized Navier-Stokes operator. The solution xsol (x, y, t) of equation (1) can be represented as a sum of fundamental solutions xk (x, y, t). As A does not depend on time (the base flow is steady), each solution xk can be written in the form of normal modes: xk (x, y, t) = x ˆk (x, y) exp(λk t)



where λk = σk + i ωk .



(2)



A mode is unstable (amplitude growing in time) if σk > 0. In reality, non-linear effects saturate the amplitude at a finite level. Inserting (2) into equation (1) leads to the generalized eigenvalue problem λBx ˆ = Ax ˆ (the index k is omitted), which is solved using a shift-invert Arnoldi method (ARPACK library).



Figure 3. Least stable eigenvalues for Re = 7500.
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The spectrum of the cavity flow is presented in figure 3. Note that for symmetry reasons only the positive imaginary part is shown. One can distinguish four unstable modes on the right of the picture. These eigenmodes are localized on the shear-layer separating the flow inside the cavity from the flow outside of it. Contours of vorticity for the four unstable modes are shown in figure 4. On the left part of the spectrum, the stable modes are organized into branches. These modes are eventually located in the cavity (see figure 5). It can be shown that when a branch is followed, the number of vortices increases but the general structure of the mode is not changed. In particular, the modes with ω = 0 belong to the same branch which has a purely exponentially decreasing behavior. An example is displayed on the right part of figure 5.



Figure 4. The four unstable modes (contour of vorticity).



Figure 5. Two stable modes: on the left is displayed the 20th least stable mode and on the right the 19th least stable mode (contour of vorticity).



IV. IV.A.



Reduced Order Model (ROM)



State equation



Our control strategy consists of a blowing / suction actuator located at the wall. This means that the velocity is not zero at this precise location. However, eigenvectors (the global modes) are by construction homogeneous and thus, to project the equations onto the global mode basis, we need to extract a homogeneous state x′ from the non-homogeneous state vector x. This is achieved by splitting x into a non-homogeneous 4 of 10 American Institute of Aeronautics and Astronautics



part involving the control and a homogeneous field x′ : x = ρ(t) x ˜ + x′



(3)



where ρ(t) is the control law and x ˜ is a vector with unit control values at the control location, zero on the other boundaries and which satisfies A x ˜ = 0 inside the domain. As a result, x ˜ can be seen as a solution of the steady linearized Navier-Stokes equations with a unit magnitude control blowing (ρ(t) = 1 ∀ t). Using (3), equation (1) becomes:



∗



′



∂t B x′ = A x′ + B x ˜ u(t)



(4)



with u(t) = −ρ(t). ˙



(5)



′



We now use the relation W Bx = y , where W is the matrix whose columns are the left eigenvectors of A ordered by decreasing real parts (σ1 ≥ σ2 ≥ ...), to project onto the global mode basis. (4) turns into the classical form used in control theory: ∂t y′ = Λ y′ + B2 u(t)



(6)



∗



where B2 = W B x ˜, Λ is a diagonal matrix composed of the eigenvalues ordered by decreasing real parts (σ1 ≥ σ2 ≥ ...), and y′ is the state vector projected onto the global mode basis. Taking only the first m components of (6) will result in a reduced model of order m. IV.B.



Cost functional



Optimal control is concerned with the minimization of a functional J subject to constraints. Here, the constraint is the Navier-Stokes equation, and the variable to minimize is the kinetic energy of the perturbations, which is written in the new basis as y′∗ My′ (in matrix form). To ensure a reasonable price for the control, a cost (ku2 k = u∗ u) is also introduced into the functional weighted by the parameter l2 so that the total cost functional is y′∗ My′ + l2 u∗ u. The minimization is achieved for t ∈ [0, ∞] which introduces the following scalar product: Z ∞ ha , bi = a∗ (t) b(t) dt + complex conjugate 0



such that J can be written (see Bewley et al.9 ) as: J = IV.C.



1 (hC1 y′ , C1 y′ i + l2 hu , ui) 2



with



M = C∗1 C1 .



(7)



Augmented system



With (6) and (7), optimal control theory ensures that limt→∞ u(t) −→ 0, thus ρ(∞) might not be zero, i.e., the actuation is continuously blowing at infinite time. In order to impose ρ(∞) = 0, we now consider the augmented state defined as: ! y′ y= ρ which satisfies the following system: ! y˙′ = ρ˙



Λ 0 0 0



!



y′ ρ



!



+



B2 −1



!



u(t).



To obtain equations that are similar to (6) and (7), we define the following new matrices: ! ! ! Λ 0 B2 M 0 Λ= B2 = M= 0 0 −1 0 ξ2 5 of 10 American Institute of Aeronautics and Astronautics



where ξ denotes a weight parameter applied on ρ(t). Hence: ∂t y = Λ y + B2 u(t)



and the total cost functionnal reads



y∗ My + l2 u∗ u.



(8)



To minimize the perturbations at infinite time, one needs to solve the algebraic Riccati equation: 0 = Λ∗ X + XΛ − XGX + M with G = l12 B2 B2 ∗ . For the full-state case, the control parameter u satisfies u(t) = − l12 B∗2 Xy(t). IV.D.



Modification of the ROM spectrum



We will now see how the unstable modes are modified as the system is controlled. A reduced model composed only of the four unstable modes is used (the model’s dimension is actually eight because of the spectrum’s symmetry). The values for the parameters are l2 = 104 and ξ 2 = 104 . They were chosen to verify theorems existing for sufficiently high cost parameters referred as the small gain limit (see Burl10 ). The initial condition is the real part of the most unstable mode.



Figure 6. Effect of the control on a reduced model. On the left, the modification of the spectrum: the uncontrolled modes (red diamonds) are moved to their controlled location (blue triangles). For comparison, the uncontrolled spectrum is also plotted (green dots). On the right, the energy of the four initially unstable modes is plotted with respect to time.



The stabilization of the flow is obtained only if each mode is stable, which means that the spectrum has no values on the right side of the imaginary axis. The spectrum of the controlled cavity is shown in figure 6. It was obtained considering the eigenvalues of the “controlled matrix” Λc = Λ − l12 B2 B∗2 X. One can note than not only have the modes been stabilized, they are perfectly mirrored with respect to the imaginary axis. This result, expected for a high coefficient l2 , corresponds to “the worst possible” case (very high cost) and confirms the fact that if a system is controllable and observable, the stabilization can be obtained with any cost. More details concerning these theorems can be found in Burl.10 If the initial condition consists of the least stable eigenmode of the uncontrolled system, the stabilization is also visible on a time-energy curve obtained by integrating in time the reduced-order model (ROM). For sufficient times, the perturbation energy is decreasing: stabilization is obtained. On the contrary, a transient growth is visible for t < 1. Since these modes are stables, their amplitude is decreasing exponentially (σ < 0), thus this transient growth is due to the non-normality of the modes (see Schmid & Henningson11 ).



V. V.A.



Closed-loop control in linearized DNS



Numerical method



The linearized Navier-Stokes equations are solved in time using a second order time-scheme (Backward Differentiation Formulae for the implicit viscous terms and Adams-Bashforth for the explicit non-linear 6 of 10 American Institute of Aeronautics and Astronautics



terms). Again we use P2 elements for the velocities and P1 elements for the pressure. The pressure is solved using an iterative Usawa algorithm associated to a Laplace preconditioner. The initial condition is the real part of the most unstable mode. The control is implemented directly at the boundary between (x = −0.35, y = 0) and (x = 0, y = 0) with the value: ρ(t)f (x) where f (x) is a parabolic function whose roots are x = −0.35 and x = 0. The control law ρ(t) is integrated for each time step with a second order Adams-Bashforth scheme according to the formula: ρ(t) ˙ = −u(t) = l12 B∗2 Xy(t). Here y(t) is given by ∗ W B (x(t) − ρ(t)˜ x). This relation is computed considering (as in the previous paragraph) only the four unstable modes for the reduced model. V.B.



Results



Figure 7. On the left: comparison between the energy of the perturbations computed in the linearized DNS without control (in red) and with control (in blue). On the right: the control law ρ(t).



In figure 7 (left part) the energy of the perturbations with respect to time is displayed when the control is turned off (red curve) and turned on (blue curve). Without control, the perturbation is growing exponentially with the expected growth rate of the least unstable mode (because of the initial condition, only this mode is excited). With control, the energy is growing until t = 1 and then decays to zero: the stabilization of the flow is achieved. During the transient growth, the energy behaves almost exactly as in the uncontrolled case: the slight difference stems from the small amount of energy provided to the flow by the actuator. We observe that the existence of a so-called “actuation time” which is the time needed for the control to be effective, i.e., to be convected by the base flow and starts to act on the energetic structures located near the downstream edge of the cavity. One can observe that even with an “infinite horizon control” the stabilization of the flow is fast. On the right part of figure 7 the function ρ(t) is displayed. We can see that, as expected, ρ(t) → 0 for large times and that the control law both prescribes suction and blowing. In figure 8, we compare the energy predicted by the ROM (blue curve), the energy given by the linearized DNS (red curve) and the energy of the perturbation given by the DNS projected on the ROM (red dots). As expected, the red dots lie on the blue curve which yields a validation of the ROM and of the linearized DNS. Moreover, the general behavior of the blue and red curves are the same: initially the energy is increasing (actuation time) and then the stabilization occurs. Nevertheless, as the curves are not exactly the same, one can deduce that the control excites modes that are not considered in the ROM. This can be shown analytically. Let us split the complete state y into yc which is composed of the components used in the reduced-order model and yo which is composed of all other components: ! yc . y= yo Equation (8) can now be rewritten: 7 of 10 American Institute of Aeronautics and Astronautics



Figure 8. Comparison between the energy of the perturbations computed in the linearized DNS (red curve) and with the reduced model (blue curve). The red dots represent the energy of the projection of the complete state (from the linearized DNS) onto the four initially unstable modes.



y˙ c y˙ o



!
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Λc 0



0 Λo



!
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1 − 2 l
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B∗2c



Λc − l12 B2c B∗2c Xc − l12 B2o B∗2 c Xc



0 Λo



B∗2o



Xc 0







0 0



!



yc yo



!



and becomes: y˙ c y˙ o



!



=



!



yc yo



!



.



This form of equation (8) makes clear the fact that the ROM modes are no longer eigenvectors. The modes which are not considered in the ROM are still eigenvectors but they are also influenced by the control because of the term − l12 B2 o B∗2c Xc . This results in the fact that the associated adjoint eigenvectors are modified. In figure 9 four snapshots of the controlled longitudinal velocity from the linearized DNS simulations are shown at the four time steps: t1 = 0.01, t2 = 0.05, t3 = 0.10, and t4 = 0.30. On the left the complete field is displayed, in the center the projection on the ROM modes is displayed, and on the right the projection on the modes which are not in the ROM is displayed. We remind the reader that because of our initial condition, when the flow is not controlled the fields on the left are exactly the same as the fields in the center while the fields on the right are zero. In the case of control, we observe that the complete field (first column) is not affected during the actuation time (t < 1) while the perturbation in the ROM (second column) and the perturbation which is not considered in the ROM (third column) are strongly modified. This is confirmed by the observations in figure 7 where the energy growth during the actuation time is displayed: it is (nearly) the same as in the uncontrolled case. In other words, even if the amplitude of each mode is affected by the control, the overall energy is not. This implies that the modes are modified (as are their adjoints) in such a way that the transient energy growth is conserved and mimics the physical behavior of the flow. Another important issue is that the excited modes which are not in the ROM resemble shear-layer modes, in particular they have important amplitudes around the downstream cavity edge. This feature is important for the estimation issue and will be explained in the following section.



VI.



Extention of the global-mode model for the estimation



If flow control is to be used in a real application, or in an experiment, the full-state information control studied here cannot be directly used because it needs the complete state vector (velocity at each point and for all time), which is not available. The next step is then to use only a fraction of the information, for example 8 of 10 American Institute of Aeronautics and Astronautics



complete field



projection on the ROM modes



projection on the other modes



t1



t2



t3



t4



Figure 9. Evolution of the velocity field for various times: t1 = 0, 01, t2 = 0, 05, t3 = 0.10, and t4 = 0.30. On the left, the complete state is shown. The projection on the four ROM modes is displayed in the center. The projection on the other modes is shown on the right.
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data given by pressure or shear-stress sensors, to estimate the flow and compute the optimal control law based on this estimated flow. Nevertheless, as the goal of the estimator is just to compute the control law, the estimation of the complete state is not needed but only the estimation of the ROM modes is necessary. We will now use the result from the previous paragraph ( the control modifies the dynamics of both the ROM modes and the modes which are not in the ROM) to show that the use of the ROM for estimation can be problematic. First, we recall the basic steps of the partial-state control. A measurement m is taken from the simulation or the experiment. It is compared to an estimation of the measurement m, ˆ and the minimization of m − m ˆ gives the estimated state x ˆ which is used to compute the control law. For further details, the reader is referred to Lewis et al.12 We now assume that the measurement comes from a shear-stress sensor located at the wall. The shearstress measured by the sensor is the sum of the shear due to each modes. Let us divide the measurement m into the part due to the ROM modes mc and the part due to the other modes mo . We thus have m = mc +mo . The problem is that if the estimator is based only on the ROM modes, the estimated shear-stress is mˆc . But the measured shear-stress m will be interpreted as the measurement due to the ROM modes (the estimator “does not know of the existence of the modes which are not in the ROM”). Thus, it will use the minimization of mc + mo − mˆc instead of mc − mˆc to compute the estimated state. To have good measurements, the sensor needs to be localized where the modes have the maximum of amplitude, which is for our cavity near the downstream edge (see figure 9). But, as seen in the previous paragraph, because of the control, modes that are not in the ROM are also excited at this location. Their amplitude is maximum around the downstream edge, which means that mo is strong. Then, minimizing mc + mo − mˆc instead of mc − mˆc leads to an error in the estimated state and as a result in the control law.



VII.



Conclusion



In this article, a full-state control based on global modes was used to stabilize cavity perturbations. Using a reduced model only composed of the unstable modes was found to be enough to stabilize the flow. But, the control is modifying both the dynamics of the ROM modes and the dynamics of the other modes which can be problematic for the estimation process used for partial-state control. A possible solution would be to find and incorporate in the reduced model the modes which are modified by the control and which are also highly measurable. But, the number and the localization of these modes is not known a priori, and looking for them “manually” might be difficult. Another solution of this difficulty would be to use other strategies, such as Balanced POD.13
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