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To my family



Preface



As far back as the 1870s, when two American inventors Elisha Gray and Graham Bell independently designed devices to transmit speech electrically (the telephone), and the 1890s, when the Russian scientist Aleksandr Popov and the Italian engineer Guglielmo Marconi independently demonstrated the equipment to transmit and receive messages wirelessly (the radio), the theory of electrical signal was born. However, the idea of signals has been employed by mankind all through history, whenever any message was transmitted from a far point. Circles on water indicating that some disturbance is present in the area give a vivid example of such messages. The prehistory of electrical signals takes us back to the 1860s, when the British scientist James Clerk Maxwell predicted the possibility of generating electromagnetic waves that would travel at the speed of light, and to the 1880s, when the German physicist Heinrich Hertz demonstrated this radiation (hence the word “radio”). As a time-varying process of any physical state of an object that serves for representation, detection, and transmission of messages, a modern electrical signal, in applications, possesses many speciﬁc properties including: • A ﬂow of information, in information theory; • Disturbance used to convey information and information to be conveyed over a communication system; • An asynchronous event transmitted between one process and another; • An electrical transmittance (either input or output) that conveys information; • Form of a radio wave in relation to the frequency, serving to convey intelligence in communication; • A mechanism by which a process may be notiﬁed by the kernel of an event occurring in the system; • A detectable impulse by which information is communicated through electronic or optical means, or over wire, cable, microwave, laser beams, etc; • A data stream that comes from electrical impulses or electromagnetic waves;
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• Any electronic visual, audible, or other indication used to convey information; • The physical activity of the labeled tracer material that is measured by a detector instrument; the signal is the response that is measured for each sample; • A varying electrical voltage that represents sound. How to pass through this jungle and understand the properties of signals in an optimum way? Fundamental knowledge may be acquired by learning the continuous-time signals, for which this book oﬀers ﬁve major steps: 1. Observe applications of signals in electronic systems, elementary signals, and basic canons of signals description (Chapter 1). 2. Consider the representation of signals in the frequency domain (by Fourier transform) and realize how the spectral density of a single waveform becomes that of its burst and then the spectrum of its train (Chapter 2). 3. Analyze diﬀerent kinds of amplitude and angular modulations and note a consistency between the spectra of modulating and modulated signals (Chapter 3). 4. Understand the energy and power presentations of signals and their correlation properties (Chapter 4). 5. Observe the bandlimited and analytic signals, methods of their description, transformation (by Hilbert transform), and sampling (Chapter 5). This book is essentially an extensive revision of my Lectures on Radio Signals given during a couple of decades in Kharkiv Military University, Ukraine, and several relevant courses on Signals and Systems as well as Signal Processing in the Guanajuato University, Mexico, in recent years. Although, it is intended for undergraduate and graduate students, it may also be useful in postgraduate studies.
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Yuriy S. Shmaliy
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1 Introduction



Signals and processes in electronic systems play a fundamental role to transfer information from one point or space to any other point or space. Their description, transformation, and conversion are basic in electrical engineering. Therefore, it becomes possible to optimize systems with highest eﬃciency both in the time and frequency domains. This is why the theory of signals is fundamental for almost all electrical engineering ﬁelds; Mechanical, chemical, physical, biological, and other systems exploit fundamentals of this theory whenever waves and waveforms appear. Our purpose in this chapter is to introduce a concept and necessary fundamental canons of signals, thereby giving readers food for learning the following chapters.



1.1 Signals Application in Systems The word “signal” has appeared from the Latin term signum meaning “sign” and occupied a wide semantic scope in various ranges of science and engineering. It is deﬁned as follows: Signal : A signal is a time-varying process of any physical state of any object, which serves for representation, detection, and transmission of messages.   In electrical engineering, time variations of electric currents and voltages in electronic systems, radio waves radiated by a transmitter in space, and noise processes in electronic units are examples of signals. Application of signals in several most critical electronic systems are illustrated below. 1.1.1 Radars The radar is usually called a device for determining the presence and location of an object by measuring the time for the echo of a radio wave to return from
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it and the direction from which it returns. In other words, it is a measuring instrument in which the echo of a pulse of microwave radiation is used to detect and locate distant objects. A radar pulse-train is a type of amplitude modulation of the radar frequency carrier wave, similar to how carrier waves are modulated in communication systems. In this case, the information signal is quite simple: a single pulse repeated at regular intervals. Basic operation principle of radars is illustrated in Fig. 1.1. Here transmitter generates radio frequency (RF) impulse signal that is reﬂected from the target (moving or stationary object) and is returned to receiver. Conventional (“monostatic”) radar, in which the illuminator and receiver are on the same platform, is vulnerable to a variety of countermeasures. Bistatic radar, in which the illuminator and receiver are widely separated, can greatly reduce the vulnerability to countermeasures such as jamming and antiradiation weapons, and can increase slow moving target detection and identiﬁcation capability by “clutter tuning” (receiver maneuvers so that its motion compensates for the motion of the illuminator; creates zero Doppler shift for the



Target θ



(a)



(b) Fig. 1.1 Operation principle of radars: (a) pulse radar and (b) long-range radar antenna.
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area being searched). The transmitter can remain far from battle area, in a “sanctuary.” The receiver can remain “quiet.” At the early stage, radars employed simple single pulses to fulﬁll requirements. With time, for the sake of measuring accuracy, the pulses with frequency modulation and pulse-coded bursts were exploited. The timing and phase coherent problems can be orders of magnitude more severe in bistatic than in monostatic radar, especially when the platforms are moving. The two reference oscillators must remain synchronized and synchronized during a mission so that the receiver knows when the transmitter emits each pulse, so that the phase variations will be small enough to allow a satisfactory image to be formed. Low noise crystal oscillators are required for short-term stability. Atomic frequency standards are often required for long-term stability. 1.1.2 Sonar Sonar (acronym for SOund NAvigation and Ranging) is called a measuring instrument that sends out an acoustic pulse in water and measures distances in terms of the time for the echo of the pulse to return. This device is used primarily for detection and location of underwater objects by reﬂecting acoustic waves from them, or by interception of acoustic waves from an underwater, surface, or above-surface acoustic source. Note that sonar operates with acoustic waves in the same way that radar and radio direction-ﬁnding equipment operate with electromagnetic waves, including use of the Doppler eﬀect, radial component of velocity measurement, and triangulation. 1.1.3 Remote Sensing Remote sensing is the science — and to some extent, art — of acquiring information about the Earth’s surface without actually being in contact with it. This is done by sensing and recording reﬂected or emitted energy and processing, analyzing, and applying that information. Two kinds of remote sensing are employed. In active remote sensing, the object is illuminated by radiation produced by the sensors, such as radar or microwaves (Fig. 1.2a). In passive remote sensing, the sensor records energy that is reﬂected or emitted from the source, such as light from the sun (Fig. 1.2b). This is also the most common type of system. 1.1.4 Communications Analog and digital communications are likely the most impressive examples of eﬃcient use of signals. In analog communications, an analog method of modulating radio signals is employed so that they can carry information such as voice or data. In digital communications, the carrier signal is modulated digitally by encoding information using a binary code of “0” and “1”. Most
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(a)



Fig. 1.2 Remote sensing operation principle: (a) active and (b) passive.



newer wireless phones and networks use digital technology and one of the most striking developments of the past decade has been the decline of public service broadcasting systems everywhere in the world. Figure 1.3 illustrates the basic principle of two-way satellite communications. To transfer a maximum of information for the shortest possible time duration, diﬀerent kinds of modulation had been examined for decades at diﬀerent
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Fig. 1.3 Two-way satellite communications.



carrier frequencies. In digital transmission, either a binary or M -ary keying is used in amplitude, phase, and frequency providing the commercially available resources with a minimum error. Historically, as the number of users of commercial two-way radios have grown, channel spacing have been narrowed, and higher-frequency spectra have had to be allocated to accommodate the demand. Narrower channel spacings and higher operating frequencies necessitate tighter frequency tolerances for both the transmitters and the receivers. In 1949, when only a few thousand commercial broadcast transmitters were in use, a 500 ppm (ppm = 10−6 ) tolerance was adequate. Today, the millions of cellular telephones (which operate at frequency bands above 800 MHz) must maintain a frequency tolerance of 2.5 ppm. The 896–901 MHz and 935–940 MHz mobile radio bands require frequency tolerances of 0.1 ppm at the base station and 1.5 ppm at the mobile station. The need to accommodate more users will continue to require higher and higher frequency accuracies. For example, NASA concept for a personal satellite communication system would use walkie-talkie-like hand-held terminals, a 30 GHz uplink, a 20 GHz downlink, and a 10 kHz channel spacing. The terminals’ frequency accuracy requirement is few parts in 10−8 . 1.1.5 Global Positioning System Navigation systems are used to provide moving objects with information about their positioning. An example is the satellite-based global positioning system (GPS) that consists of (a) a constellation of 24 satellites in orbit 11,000 nmi above the Earth, (b) several on-station (i.e., in-orbit) spares, and (c) a ground-based control segment. Figure 1.4 gives an example of the GPS use in ship navigation. Each space vehicular (SV) transmits two microwave carrier signals (Fig. 1.5). The L1 frequency (1575.42 MHz) carries the navigation message and the standard positioning service (SPS) code signals. The L2 frequency (1227.60 MHz) is used to measure the ionospheric delay by precise
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(b) Fig. 1.4 GPS system: (a) ship navigation and (b) GPS constellation.



positioning service (PPS) equipped receivers. Three binary codes shift the L1 and/or L2 carrier phase: • The coarse acquisition (C/A) code modulates the L1 carrier phase. The C/A code is a repeating 1 MHz pseudorandom noise (PRN) code. This noise-like code modulates the L1 carrier signal, “spreading” the spectrum over a 1 MHz bandwidth. The C/A code repeats every 1023 bits (one millisecond). There is a diﬀerent C/A code PRN for each SV. GPS satellites are often identiﬁed by their PRN number, the unique identiﬁer for each PRN code. The C/A code that modulates the L1 carrier is the basis for the civil SPS. • The precision (P) code modulates both the L1 and the L2 carrier phases. The P code is a very long (7 days) 10 MHz PRN code. In the antispooﬁng (AS) mode of operation, the P code is encrypted into the Y code. The
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L1 career 1575.42 MHz L1 signal C/A code 1.023MHz



NAV/SYSTEMdata 50 MHz



P - code 10.23 MHz L2 carrier 1227.6 MHz L2 signal



Fig. 1.5 GPS satellite signals.



encrypted Y code requires a classiﬁed AS module for each receiver channel and is for use only by authorized users with cryptographic keys. The P(Y) code is the basis for the PPS. •



The navigation message also modulates the L1-C/A code signal. The navigation message is a 50 Hz signal consisting of data bits that describe the GPS satellite orbits, clock corrections, and other system parameters.



Any navigation system operates in time. Therefore, to obtain extremely accurate 3-D (latitude, longitude, and elevation) global navigation (position determination), precise time (time signals) must also be disseminated. These signals are used in what is called timekeeping. Historically, navigation has been a principal motivator in man’s search for better clocks. Even in ancient times, one could measure latitude by observing the stars’ position. However, to determine longitude, the problem became one of timing. This is why GPS-derived position determination is based on the arrival times, at an appropriate receiver, of precisely timed signals from the satellites that are above the user’s radio horizon. On the whole, in the GPS, atomic clocks in the satellites and quartz oscillators in the receivers provide nanosecond-level accuracies. The resulting (worldwide) navigational accuracies are about 10 m and some nanoseconds. Accordingly, GPS has emerged as the leading methodology for synchronization not only for communication but also for transport, navigation, commercial two-way radio, space exploration, military requirements, Doppler radar systems, science, etc.



1.2 Signals Classiﬁcation Classiﬁcation of signals may be done for a large number of factors that mostly depend on their applications in systems.
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(a)



(b) Fig. 1.6 Example of signals: (a) deterministic and (b) random.



1.2.1 Regularity Most commonly, the signals are separated into two big classes: deterministic (Fig. 1.6a) (regular or systematic in which a random amount is insigniﬁcant) and random (noisy) (Fig. 1.6b). • Deterministic signals are precisely determined at an arbitrary time instant; their simulation implies searching for proper analytic functions to describe them explicitly or with highest accuracy. • Random signal cannot be described analytically at an arbitrary time instant owing to its stochastic nature; such signals cannot be described in deterministic functions or by their assemblage and are subject to the probability theory and mathematical statistics. It is important to remember that a recognition of signals as deterministic and random is conditional in a sense. Indeed, in our life there are no deterministic physical processes at all, at least because of noise that exists everywhere. The question is, however, how large is this noise? If it is negligible, as compared to the signal value, then the signal is assumed to be deterministic. If not, the signal is random, and stochastic methods would be in order for its description. 1.2.2 Causality The signals produced by physical devices or systems are called causal. It is assumed that such a signal exists only at or after the time the signal generator is turned on. Therefore, the casual signal y(t) satisﬁes y(t) = x(t), if t  0 and
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y(t) = 0, if t < 0. Signals that are not causal are called noncausal. Noncausal signals representation is very often used as a mathematical idealization of real signals, supposing that x(t) exists with −∞ ≤ t ≤ ∞. 1.2.3 Periodicity Both deterministic and random signals may be either periodic (Fig. 1.7a) or single (nonperiodic) (Fig. 1.7b). • Periodic signals (Fig. 1.7a) reiterate their values through the equal time duration T called a period of repetition. For such signals the following equality holds true: x(t) = x(t ± nT ) (1.1) where x(t) is a signal and n = 0, 1, 2, .... It seems obvious that simulation of (1.1) implies that a signal may be described only on the time interval T and then repeated n times with period T . • Single signals or nonperiodic signals (Fig. 1.7b) do not exhibit repetitions on the unlimited time interval and therefore an equality (1.1) cannot be applied. • Impulse signals. A special class of signals unites the impulse signals. A single impulse signal is the one that exists only during a short time. Impulse signals may also be periodic. Two types of impulse signals are usually distinguished: – Video pulse signal, also called waveform, is an impulse signal x(t) without a carrier (Fig. 1.8a). – Radio frequency (RF) pulse signal y(t) is a video pulse signal x(t) ﬁlled with the carrier signal z(t) (Fig. 1.8b).



(a)



(b) Fig. 1.7 Example of signals: (a) x(t) is periodic and (b) y(t) is nonperiodic.
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(a)



(b) Fig. 1.8 Impulse signals: (a) video pulse and (b) radio pulse.



1.2.4 Dimensionality Both periodic and single signals may depend on diﬀerent factors and exist in the same timescale. Accordingly, they may be one-dimensional and multidimensional : • One-dimensional (scalar) signal is a function of one or more variables whose range is 1-D. A scalar signal is represented in the time domain by means of only one function. Examples are shown in Figs. 1.6 and 1.7. A physical example is an electric current in an electronic unit. • Multidimensional (vector) signal is a vector function, whose range is 3-D or, in general, N -dimensional (N -d). A vector signal is combined with an assemblage of 1-D signals. An N -d signal is modelled as a vector of dimensions N × 1 x ≡ x(t) = [x1 (t), x2 (t), . . . , xN (t)]T



(1.2)
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where an integer N is said to be its order or dimensionality. An example of a multidimensional signal is several voltages on the output of a multipole. An example of 2-D signals is an electronic image of the USA and Mexico obtained by NASA with a satellite remote sensing at some instant t1 (Fig. 1.9a). An example of 3-D signals is ﬁxed at some instant t2 , a cosine wave attenuated with a Gaussian1 envelope in the orthogonal directions (Fig. 1.9b).



1.2.5 Presentation Form Regarding the form of presentation, all signals may be distinguished to fall within three classes: •



An analog signal or continuous-time signal is a signal x(t), which value may be determined (measured) at an arbitrary time instant (Fig. 1.10a).



•



Discrete-time signal is a signal x(tn ), where n is an integer that represents an analog signal by discrete values at some time instants tn , usually with a constant sample time ∆ = tn+1 − tn (Fig. 1.10b).



•



Digital signal is a signal x[n], which is represented by discrete values at discrete points n with a digital code (binary, as a role) (Fig. 1.10c). Therefore, basically, x[n] = x(tn ) and the quantization error depends on the resolution of the analog-to-digital converter.



1.2.6 Characteristics Every signal may be explicitly described either in the time domain (by time functions) or in the frequency domain (by spectral characteristics). Signals presentations in the time and frequency domains are interchangeable to mean that any signal described in the time domain may be translated to the frequency domain and come back to the time domain without errors. The following characteristics are usually used to describe signals: •



In the time domain: eﬀective duration, covariance function, peak amplitude, period of repetition, speed of change, correlation time, time duration, etc.



• In the frequency domain: – Spectrum of periodic signals is represented by the Fourier2 series with the magnitude spectrum and phase spectrum. 1



2



Johann Carl Friedrich Gauss, German mathematician, 30 April 1777–23 February 1855. Jean Baptiste Joseph Fourier, French mathematician, 21 March 1768–16 May 1830.
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(b) Fig. 1.9 Multidimensional signals: (a) 2-D satellite electronic image and (b) 3-D Gaussian radio pulse.



• Spectral density of nonperiodic signals is represented by the Fourier transform with the magnitude spectral density and phase spectral density. • Both the spectrum and spectral density are characterized with the signal energy, signal power, spectral width, spectral shape, etc.
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(a)



(b)



(c) Fig. 1.10 Types of signals: (a) continuous-time, (b) discrete-time, and (c) digital.



(d)



(c) (a) (b)



Fig. 1.11 Types of signals: (a) broadband, (b) bandlimited, (c) narrowband, and (d) baseband.



1.2.7 Spectral Width In the frequency domain, all signals may be classiﬁed as follows: • A broadband signal is the one, which spectrum is distributed over a wide range of frequencies as it is shown in Fig. 1.11a. • A bandlimited signal is limited in the frequency domain with some maximum frequency as it is shown in Fig. 1.11b. • A narrowband signal has a spectrum that is localized about a frequency f0 that is illustrated in Fig. 1.11c.
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• A baseband signal has a spectral contents in a narrow range close to zero (Fig. 1.11d). Accordingly, a spectrum beginning at 0 Hz and extending contiguously over an increasing frequency range is called a baseband spectrum. 1.2.8 Power and Energy Every signal bears some energy and has some power. However, not each signal may be described in both terms. An example is a constant noncausal signal that has inﬁnite energy. An instantaneous power of a real signal x(t) is deﬁned by Px (t) = x2 (t).



(1.3)



In applications, however, it is much more important to know the signal energy or average power over some time bounds ±T . Accordingly, two types of signals are recognized: •



Energy signal or ﬁnite energy signal is a signal, which energy T Ex = x22 = lim



T →∞ −T



T Px (t)dt = lim



T →∞ −T



x2 (t)dt < ∞



(1.4)



is ﬁnite. The quantity x2 used in (1.4) is known as the L2 -norm of x(t). •



Power signal or ﬁnite power signal is a signal which average power 







1 Px = x (t) = lim T →∞ 2T 2



T x2 (t)dt < ∞



(1.5)



−T



is ﬁnite. If x(t) is a periodic signal with period T then the limit in (1.5) is omitted. Example 1.1. Given a harmonic noncausal signal x(t) = A0 cos ω0 t, which ∞ energy is inﬁnite, Ex = A20 −∞ cos2 ω0 tdt = A20 ∞. Thus, it is not an energy A2  T signal. However, its average power is ﬁnite, Px (t) = 2T0 −T cos2 ω0 tdt = 1 2 2 A0 < ∞. Hence, it is a power signal.   1.2.9 Orthogonality In the correlation analysis and transforms of signals, orthogonal signals play an important role.
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• Two real signals x(t) and y(t) are said to be orthogonal, x(t)⊥y(t), on the interval [a, b] if their inner (scalar) product (and so the joint energy) is zero: b (1.6) x, y = x(t)y(t)dt = 0 . a



• Two same signals are called orthonormal if  1, x(t) = y(t) x, y = . 0, otherwise In other words, if a function (signal) x(t) has a zero projection on some other function (signal) y(t), then their joint area is zero and they are orthogonal. Such an important property allows avoiding large computational burden in the multidimensional analysis. Example 1.2. Given three signals: x(t) = A0 cos ω0 t , y(t) = A0 sin ω0 t , z(t) = A0 cos(ω0 t + π/4) . It follows, by (1.6), that two ﬁrst signals are orthogonal and that no other pair of these signals satisﬁes (1.6).   We have already classiﬁed the signals with many characteristics. Even so, this list is not exhaustive and may be extended respecting some new methods of signals generation, transmitting, formation, and receiving. Notwithstanding this fact, the above given classiﬁcation is suﬃcient for an overwhelming majority of applied problems.



1.3 Basic Signals Mathematical modeling of signals very often requires its presentation by simple elementary signals, which properties in the time and frequency domains are well studied. Indeed, if we want to describe, for example, a rectangular pulse-train, then a linear combination of gained and shifted elementary unitstep functions will certainly be the best choice. We may also want to describe some continuous function that may be combined with elementary harmonic functions in what is known as the Fourier series. So, basic elementary functions play an important role in the signals theory.
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(a)



(b)



Fig. 1.12 Unit step: (a) Unit-step function and (b) Heaviside unit-step function.



1.3.1 Unit Step A unit-step function (Fig. 1.12a) is deﬁned by  1, t  0 u(t) = 0, t < 0



(1.7)



and is usually used in signals to model rectangular waveforms and in systems to deﬁne the step response. The other presentation of a unit step was given by Heaviside3 in a conventionally continuous form. The Heaviside unit-step function (Fig. 1.12b) is performed as ⎧ ⎪ t>0 ⎨ 1, H(t) = 0.5, t = 0 (1.8) ⎪ ⎩ 0, tξ −ξ  t  ξ , t < −ξ



Oliver Heaviside, English physicist, 18 May 1850–3 February 1925.



(1.9)
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once H(t) = limξ→0 v(t, ξ). This is not the only way to model the unit step. The following function may also be useful: v(t, n) =



1 . 1 + e−nt



(1.10)



It follows from (1.10) that tending n toward inﬁnity makes the function to be more and more close to the Heaviside step function, so that one may suppose that H(t) = limn→∞ v(t, n). Example 1.3. Given a rectangular impulse signal (Fig. 1.13a). By (1.7), it is described to be x(t) = 8.5[u(t − 1) − u(t − 3)].   Example 1.4. Given a truncated ramp impulse signal (Fig. 1.13b). By (1.7) and (1.9), we go to the model x(t) = 8.5[v(t − 2, 1) − u(t − 3)].   Example 1.5. Given an arbitrary continuous signal (Fig. 1.13c). By (1.7), this signal is described as x(t) =



∞ 



x(iT )[u(t − iT ) − u(t − iT − T )] ,



i=−∞



where a sample time T should be chosen to be small enough to make the approximation error negligible.  



(a)



(b)



(c) Fig. 1.13 Signals: (a) rectangular pulse, (b) ramp pulse, and (c) arbitrary signal.
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1.3.2 Dirac Delta Function The Dirac4 delta function, often referred to as the unit impulse, impulse symbol, Dirac impulse, or delta function, is the function that deﬁnes the idea of a unit impulse, having the fundamental properties  ∞, x = 0 δ(x) = , (1.11) 0, x = 0 ∞ δ(x)dx = 1 . (1.12) −∞



Mathematically, δ(t) may be deﬁned by the derivative of the unit-step function, du(t) . (1.13) δ(t) = dt In an equivalent sense, one may also specify the unit step by integrating the delta function, t u(t) = δ(t)dt . (1.14) −∞



The fundamental properties of the delta function, (1.11) and (1.12), are also satisﬁed if to use the following deﬁnition: dH(t, ξ) . ξ→0 dt



δ(t) = lim



(1.15)



Therefore, the unit impulse is very often considered as a rectangular pulse of the amplitude 1/2ξ (Fig. 1.14). Following (1.11), it needs to set ξ = 0 in (1.15) and Fig. 1.14a, and thus the delta function is not physically realizable. The Kronecker 5 impulse (or symbol ) is a discrete-time counterpart of the delta function; however, it is physically realizable, as ξ = 0 in the discrete scale. Both the delta function (Fig. 1.14b) in the continuous time and the Kronecker impulse in the discrete time are used as test functions to specify the system’s impulse response. The following properties of δ(t) are of importance. 1.3.2.1 Sifting This property is also called sampling property or ﬁltering property . Since the delta function is zero everywhere except zero, the following relations hold true: x(t)δ(t) = x(0)δ(t) 4



5



and



x(t)δ(t − θ) = x(θ)δ(t − θ) ,



Paul Adrien Maurice Dirac, English mathematician, 8 August 1902–20 October 1984. Leopold Kronecker, German mathematician, 7 December 1823–29 December 1891.
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Fig. 1.14 Unit impulse: (a) rectangular model and (b) positions, by a time-shift ±θ.



allowing us to write ∞



∞ x(t)δ(t − θ)dt =



−∞



x(θ)δ(t − θ)dt −∞



∞ = x(θ)



δ(t − θ)dt = x(θ) .



(1.16)



−∞



So, if to multiply any continuous-time function with the delta function and integrate this product in time, then the result will be the value of the function exactly at the point where the delta function exists. In a case of θ = 0, (1.16) thus degenerates to ∞ x(t)δ(t)dt = x(0) . (1.17) −∞



Alternatively, the sifting property also claims that b a



⎧ ⎪ ⎨ x(0), x(t)δ(t)dt = 0, ⎪ ⎩ x(0)δ(0),



a 0) harmonic functions (Fig. 1.15). Example 1.9. An oscillatory system is combined with the inductance L, capacitor C, and resistor R included in parallel. The system is described with the second-order ordinarily diﬀerential equation (ODE) 1 1 d d2 v(t) + v(t) = 0, v(t) + dt2 R dt L where v(t) is a system voltage. For the known initial conditions, a solution of this equation is a real part of the general complex exponential signal (1.41) taking the form of t v(t) = V0 e− 2τ0 cos ω0 t , C



where V0 is a peak value, τ0 = RC is a system time constant, and ω0 =  1 1 − LC 4C 2 R2 is the fundamental angular frequency. Since α = −1/2τ0 < 0, then oscillations attenuate, as in Fig. 1.15b starting at t = 0.   7



Leonhard Euler, Switzerland-born mathematician, 15 April 1707–18 September 1783.
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(a)



(b) Fig. 1.15 Exponentially gained harmonic signal eαt cos ω0 t: (a) α > 0 and (b) α < 0. A signal becomes cos ω0 t if α = 0.



1.3.3.3 Real Exponential Signal A real exponential signal is a degenerate version of (1.41) with ω0 = 0, x(t) = eαt .



(1.42)



Since the harmonic content is absent here, the function is performed either by the increasing (α > 0) or by the decaying (α < 0) positive-valued envelope of oscillations shown in Fig. 1.15a and b, respectively. Example 1.10. An RC system is described with the ODE RC



d v(t) + v(t) = 0 . dt



For the known initial conditions, a solution of this ODE regarding the system signal v(t) is a real exponential function (1.42), v(t) = V0 e− 2τ0 , t



where τc = RC. Since α = −1/2τ0 < 0, then the signal (voltage) reduces with time starting at t = 0.  
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π w Fig. 1.16 Harmonic signal.



1.3.4 Harmonic Signal A continuous-time harmonic (sine or cosine) function is fundamental in the spectral presentation of signals. Its cosine version is given by x(t) = A cos(ω0 t + ϑ),



(1.43)



where A is a constant real amplitude and ϑ is a constant phase. An example of this function is shown in Fig. 1.16. The function is periodic with period T (1.40) and the reciprocal of T is called the fundamental frequency f0 =



1 ω0 = , 2π T



(1.44)



where ω0 is a fundamental angular frequency. Euler’s formula gives alternative presentations for the cosine and sine functions, respectively, A cos(ω0 t + ϑ) = A Re{ej(ω0 t+ϑ) } ,



(1.45)



A sin(ω0 t + ϑ) = A Im{ej(ω0 t+ϑ) } ,



(1.46)



which are useful in the symbolic harmonic analysis of signals. Example 1.11. An LC system is represented with the ODE LC



d2 v(t) + v(t) = 0, dt2



which solution for the known initial conditions √ is a harmonic signal (1.43) performed as v(t) = V0 cos ω0 t, where ω0 = 1/ LC. It follows that the peak amplitude of this voltage remains constant with time.  
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1.4 Methods of Signals Presentation and Description We now know that signals may exist in diﬀerent waveforms, lengths, and dimensions and that there are useful elementary signals, which properties are well studied. In diﬀerent applications to systems and signal processing (SP), signals are represented in various mathematical forms that we outline below. 1.4.1 Generalized Function as a Signal Model Any real physical signal is ﬁnite at every point in the time domain. There is, however, at least one elementary signal δ(t), which value at t = 0 does not exist at all (1.11). To overcome a diﬃculty with inﬁnity in dealing with such signals, we need to extend the deﬁnition of function as a mathematical model of a signal involving the theory of generalized functions. The concept of a generalized function follows from a simple consideration. Let us take a pen and rotate it obtaining diﬀerent projections on a plate. If a function f (t) represents a “pen” then some other function φ(t) should help us to rotate it. A “projection” may then be calculated by the integral ∞ F [φ] = f, φ =



f (t)φ(t)dt,



(1.47)



−∞



in which φ(t) is said to be a test function. It is clear that every function φ(t) will generate some numerical value of f, φ . Therefore, (1.47) will specify some functional F [φ] in the space of test functions φ(t). Given any ordinary function f (t), the functional deﬁned by (1.47) is linear and continuous, provided the following deﬁnitions: • A functional F [φ] is linear if F [αφ1 + βφ2 ] = αF [φ1 ] + βF [φ2 ],



(1.48)



where φ1 (t), φ2 (t), α, and β are any real or complex numbers. •



A functional F [φ] is continuous if whenever a sequence of functions φn (t) converges to a function φ(t), then the sequence of numbers F [di ϕn (t)/dti ] converges to F [di ϕ(t)/dti ] for all i = 0, 1, .... In other words, the sequence of functions φn (t) converges to a function φ(t) if limn→∞ di φn (t)/dti = di φ(t)/dti .



If the above conditions are satisﬁed, we say that, on the space of test functions φ(t), we have a generalized function f (t). The theory of generalized functions was developed by Schwartz8 who called them distributions. We, however, avoid using this term further. 8



Laurent Schwartz, Jewish mathematician, 5 March 1915–4 July 2002.
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All ordinary functions deﬁne continuous and linear functionals by the rule of (1.47). The space of continuous linear functionals is much larger than that generated by the ordinary functions. Therefore, a generalized function is deﬁned as any continuous linear functional on the space of test functions. Ordinary functions are called regular generalized functions. The rest of generalized functions is called singular generalized functions. An example of singular generalized functions is the Dirac delta function δ(t), in which case the integral (1.47) with f (t) = δ(t) is neither the Lebesque9 nor the Riemann integral. It says that whenever this integral appears, the rule (1.47) gives a solution ∞ δ(t)φ(t)dt = φ(0)



F [φ] =



(1.49)



−∞



leading to a sifting property (1.17). The generalized functions exhibit many properties of classical functions. In particular, they may be diﬀerentiated if to note that test functions are ﬁnite, i.e., tend toward zero beyond the interval t1  t  t2 . Then the time derivative f  = df (t)/dt of the generalized function f (t) is given by the functional, by diﬀerentiating (1.47) by parts, 



f , φ =



f (t)φ(t)|∞ −∞ −



∞



∞







f (t)φ (t)dt = −



−∞



f (t)φ (t)dt = − f, φ . (1.50)



−∞



Example 1.12. Deﬁne the time derivative of the unit-step function (1.7). Consider u(t) to be a generalized function. Then, by (1.50), 







∞



u , φ = − u, φ = −



φ (t)dt = φ(0) = δ, φ .



0



Therefore, du(t)/dt = δ(t) and we go to (1.13). It is important that (1.13) needs to be understood namely in a sense of the theory of the generalized functions. Otherwise, in the classical sense, the time derivative du(t)/dt does not exist at t = 0 at all.   Example 1.13. Deﬁne the time derivative of the Dirac function δ(t). Following Example 1.12 and (1.50), write δ  , φ = − δ, φ = −φ (0) .   As it is seen, generalized functions are a useful tool to determine properties of singular functions. Therefore, the theory of generalized functions fairly occupied an important place in the signals theory. 9



Henri L´eon Lebesgue, French mathematician, 28 June 1875–26 July 1941.
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1.4.2 Linear Space of Signals While operating with signals in space, one faces the problem in their comparison both in shapes or waveforms and magnitudes. The situation may be illustrated with two signal vectors. The ﬁrst vector is large but projects on some plane at a point. The second vector is short but projects at a line. If one will conclude that the second vector, which projection dominates, is larger, the conclusion will be wrong. We thus have to describe signals properly avoiding such methodological mistakes. Assume that we have n signals x1 (t), x2 (t), ..., xn (t) of the same class with some common properties. We then may think that there is some space R to which these signals belong and write R = {x1 (t), x2 (t), ..., xn (t)}. Example 1.14. The space R is a set of various positive-valued electric signals that do not equal zero on [t1 , t2 ] and equal to zero beyond this interval.   Example 1.15. The space N is a set of harmonic signals of the type x(t) = An cos(ωn t + ϕn ) with diﬀerent amplitudes An , frequencies ωn , and phases ϕn .   Example 1.16. The space V is a set of binary vectors such as v1 = [1, 0, 1], v2 = [0, 1, 1], and v3 = [1, 1, 0].   Space presentation of signals becomes fruitful when some of its components are expressible through the other ones. In such a case, they say that a set of signals has a certain structure. Of course, selection of signal structures must be motivated by physical reasons and imaginations. For instance, in electric systems, signals may be summed or multiplied with some gain coeﬃcients that outlines a certain structure in linear space. A set of signals speciﬁes the real linear space R if the following axioms are valid: • For any signal, x ∈ R is real for arbitrary t. • For any signals x1 ∈ R and x2 ∈ R, their sum y = x1 + x2 exists and also belongs to the space R; that is y ∈ R. • For any signal x ∈ R and any real coeﬃcient a, the signal y = ax also belongs to the space R; that is y ∈ R. • The space R contains a special empty component ∅ that speciﬁes a property: x + ∅ = x for all x ∈ R. The above-given set of axioms is not exhaustive. Some other useful postulates are also used in the theory of space presentation of signals and SP. For example, if mathematical models of signals take complex values, then,
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allowing for complex values and coeﬃcients, we go to the concept of complex linear space. If the operators are nonlinear, the space may be speciﬁed to be either real nonlinear space or complex nonlinear space. 1.4.3 Coordinate Basis In every linear space of signals, we may designate a special subspace to play a role of the coordinate axes. It says that a set of vectors {x1 , x2 , x3 , ...} ∈ R is linearly independent if the equality  ai xi = ∅ i



holds true then and only then when all numerical coeﬃcients become zero. A system of linearly independent vectors forms a coordinate basis in linear space. Given an extension of any signal y(t) to  bi xi (t), y(t) = i



the numerical values bi are said to be projections of a signal y(t) in the coordinate basis. Let us notice that, in contrast to the 3-D space, a number of basis vectors may be ﬁnite or even inﬁnite. Example 1.17. A linear space may be formed by analytic signals, each of which is extended to the Taylor polynomial of the inﬁnite degree: y(t) =



∞  ai i=0



i!



ti .



The coordinate basis here is an inﬁnite set of functions {x0 = 1, x1 = t, x2 = t2 , ...}.   1.4.4 Normed Linear Space There is the other concept to describe a vector length in the linear space. Indeed, comparing diﬀerent signals of the same class in some space, we ordinarily would like to know how “large” is each vector and how the ith vector is “larger” than the jth one. In mathematics, the vector length is called the norm. Accordingly, a linear space L is said to be normed if every vector x(t) ∈ L is speciﬁed by its norm x. For the normed space, the following axioms are valid: • The norm is nonnegative to mean that x  0. • The norm is x = 0 then, and only then, when x = ∅.
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• For any a, the following equality holds true: ax = |a| · x. • If x(t) ∈ L and y(t) ∈ L, then the following inequality is valid: x + y  x + y. It is also known as the triangular inequality. Diﬀerent types of signal norms may be used in applications depending on their physical meanings and geometrical interpretations. 1.4.4.1 Scalar-valued Signals • The L1 -norm of a signal x(t) is the integral of the absolute value |x(t)| representing its length or total resources, ∞ |x(t)|dt .



x1 =



(1.51)



−∞



•



The L2 -norm of x(t) is deﬁned as the square root of the integral of x2 (t),   ∞   x2 (t)dt , (1.52) x2 =  −∞



and if a signal is complex, then x2 is speciﬁed by   ∞   x(t)x∗ (t)dt , x2 = 



(1.53)



−∞



where (∗ ) means a complex conjugate value. The L2 -norm is appropriate for electrical signals at least by two reasons: –



A signal is evaluated in terms of the energy eﬀect, for example, by the amount of warmth induced on a resistance. It then follows that the squared norm may be treated as a signal energy (1.54); that is ∞ Ex =



x22



=



x(t)x∗ (t)dt .



(1.54)



−∞



For instance, suppose that i(t) is a current through a 1 Ω resistor. Then the instantaneous power equals i2 (t) and the total energy equals the integral of this, namely, i22 . –



The energy norm is “insensitive” to changes in the signal waveform. These changes may be substantial but existing in a short time. Therefore, their integral eﬀect may be insigniﬁcant.
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• The Lp -norm of x(t) is a generalization for both the L1 -norm and the L2 -norm. It is deﬁned as   ∞   p xp =  |x(t)|p dt . (1.55) −∞



The necessity to use the Lp -norm refers to the fact that the integrand in (1.55) should be Lebesgue-integrable for the integral to exist. Therefore, this norm is a generalization of the standard Riemann integral to a more general class of signals. • The L∞ -norm is often called the ∞-norm. It is characterized as the maximum of the absolute value (peak value) of x(t), x∞ = max |x(t)| ,



(1.56)



t



assuming that the maximum exists. Otherwise, if there is no guarantee that it exists, the correct way to deﬁne the L∞ -norm is to calculate it as the least upper bound (supremum) of the absolute value, x∞ = sup |x(t)| .



(1.57)



t



• Root mean square (RMS) is calculated by   T /2    1  xrms =  lim x2 (t)dt . T →∞ T



(1.58)



−T /2



Example 1.18. Given a truncated ramp signal  at , if 0 < t < θ x(t) = . 0, otherwise  Its L2 -norm is calculated by (1.52) as x2 =



a2



θ



 t2 dt = |a| θ3 /3.



0



Example 1.19. Given an RF signal with a rectangular waveform  A cos ω0 t + ϕ0 , if 0 < t < θ . x(t) = 0, otherwise
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Its L2 -norm is calculated by    ω0 θ+ϕ0  θ      A 2 cos2 zdz x2 = A cos (ω0 t + ϕ0 )dt = √  ω0 0



0



A  = √ 2(ω0 θ + ϕ0 ) + sin 2(ω0 θ + ϕ0 ) . 2 ω0 It then follows that if a number of oscillations in the pulse islarge, ω0 θ  1 and ω0 θ  ϕ0 , then the L2 -norm is calculated by x2 = A θ/2 without a substantial loss in accuracy.   Example 1.20. Given a truncated ramp signal  t , if 0 < t < 1 x(t) = 0 , otherwise that, to be mathematically rigorous, has no maximum. Instead, we may introduce the least upper bound or supremum deﬁned as the least number N , which satisﬁes the condition N  x(t) for all t, i.e., supt x(t) = min{N : x(t)  N } = 1.   1.4.4.2 Vector Signals In a like manner, the norms of vector signals may be speciﬁed as follows: • L1 -norm : x1 =



∞  −∞ i







• L2 -norm : x2 =



∞



|xi (t)|dt =



∞ −∞



x(t)1 dt =







xi 1



i



xT (t)x(t)dt



−∞



• L∞ -norm : x∞ = sup max |xi (t)| = sup x(t)∞ i



t



t



• L∞,p -norm : x∞,p = sup x(t)p • RMS : xrms



   =  lim



t



1 T →∞ T



T/2



xT (t)x(t)dt



−T /2



1.4.5 Metric Spaces of Signals We now need to introduce one more fundamental concept that generalizes our imagination about the distance between two points in space. Assume that in
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the linear space R we have a pair of vector signals, x ∈ R and y ∈ R. This space is said to be a metric space if there is some nonnegative number d(x, y) ≡ x − y



(1.59)



called metric describing a distance between x and y. Any kind of metrics obeys the axioms of the metric space: • Symmetry: d(x, y) = d(y, x) • Positive deﬁniteness: d(x, y)  0 for all x and y; note that d(x, y) = 0, if x=y • Triangle inequality: x−y  x−z+z −y or d(x, y)  d(x, z)+d(z, y) for all x, y, z ∈ R It may be shown that all inner product spaces are metric spaces and all normed linear spaces are metric spaces as well. However, all metric spaces are not normed linear spaces. It may also be shown that the metric allows evaluating the goodness of one signal to approximate the other one. Example 1.21. Given truncated a sine signal x(t) and ramp signal y(t) (Fig. 1.17),  A sin (πt/2T ) , if 0 < t < T x(t) = 0, otherwise ,  Bt , if 0 < t < T y(t) = 0, otherwise , The square metric with T = 1 is determined by 1  2



d (x, y) =



πt − Bt A sin 2



2 dt =



1 2 8 1 A − 2 AB + B 2 . 2 π 3



0



Fig. 1.17 A truncated sinusoid signal x(t) and a ramp signal y(t).
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Taking the ﬁrst derivative with respect to B, we realize that the minimum distance between x(t) and y(t) [the best approximation of x(t) by y(t)] is 2 achieved with  B = 12A/π . Thus, a minimum distance between two signals is dmin = A 1/2 − 48/π4 .  



1.5 Signals Transformation in Orthogonal Bases In many applications (e.g. in communications), to transmit and receive signals that do not correlate each other are of prime import. Such signals are associated with the orthogonal functions and therefore called the orthogonal signals. The principle of orthogonality plays a central role in coding, multichannel systems, etc. It is also a basis for the Fourier transforms and many other useful transformations in SP. Before discussing the orthogonal transformations of signals, we point out that, even though a concept of a linear space, its norm and metric is already given, we still cannot evaluate an angular measure between two vectors. We then need to introduce the inner or scalar product in the linear space. 1.5.1 Inner Product Assume two vectors, x and y, in the rectangular 3-D coordinate space. Then the square of the total value of their sum is calculated as |x + y|2 = |x|2 + |y|2 + 2 x, y ,



(1.60)



x, y = |x| · |y| cos ψ



(1.61)



where is a scalar called the inner product or scalar product and ψ is an angle between the vectors. Assume also two real energy signals, x(t) and y(t), and calculate an energy of their additive sum, ∞



∞ 2



[x(t) + y(t)] dt = Ex + Ey + 2



E= −∞



x(t)y(t)dt .



(1.62)



−∞



We then arrive, by (1.62), at important conclusions that (1) an additive sum of two signals does not correspond to an additive sum of their energies and (2) there is a term representing a doubled joint energy of two signals ∞ Exy =



x(t)y(t)dt . −∞



(1.63)
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Now, a simple comparison of (1.60) and (1.62) produces the inner product, ∞ x, y =



x(t)y(t)dt ,



(1.64)



−∞



and the angle ψ between two vectors, x and y, cos ψ =



x, y



. x2 · y2



(1.65)



The inner product obeys the following fundamental properties: •



Commutativity (for real signals): x, y = y, x .



• Commutativity (for complex signals):



 



x, y = y, x ∗ . •



  Nonnegativity: x, y  0 . If ψ = π/2, then x, y = 0.



•



 



Bilinearity: x, (ay + z) = a x, y + x, z , where a is real.



  • Space presentation. If signals are given, for example, in the 3-D coordinates as x = [x1 x2 x3 ]T and y = [y1 y2 y3 ]T , then x, y = x1 y1 + x2 y2 + x3 y3 = xT y .   • Cauchy10 –Schwartz11 inequality. This inequality is also known as Cauchy– Bunyakovskii12 inequality and it establishes that the total inner product of two given vectors is less or equal than the product of their norms: | x, y |  x · y .   10 11



12



Augustin Louis Cauchy, French mathematician, 21 August 1789–23 May 1857. Hermann Amandus Schwarz, German mathematician, 25 January 1843–30 November 1921. Viktor Yakovlevich Bunyakovskii, Ukrainian-born Russian mathematician, 16 December 1804–12 December 1889.
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Every inner product space is a metric space that is given by d(x, y) = x − y, x − y . If this process results in a complete metric space that contains all points of all the converging sequences of vectors signals, it is called the Hilbert13 space. 1.5.2 Orthogonal Signals It is now just a matter of deﬁnition to say that two complex energy signals, x(t) and y(t), deﬁned on the time interval a  t  b are orthogonal, if their joint energy (or the inner product) is zero, b Exy = x, y =



x(t)y ∗ (t)dt = 0 .



(1.66)



a



Accordingly, a set of signals uk (t), where k ranges from −∞ to ∞, is an orthogonal basis, provided • If i = j, then the signals are mutually orthogonal, i.e., ui (t), uj (t) = 0 . •



The signals are complete in the sense that the only signal, x(t), which is orthogonal to all uk (t) is the zero signal; that is, if x(t), uk (t) = 0 for all k, then x(t) = 0.



Figure 1.18 gives examples of sets of orthogonal periodic harmonic functions (a) and nonperiodic Haar14 functions (b). It may easily be checked out even graphically that the inner product of every pair of diﬀerent functions in sets is zero. 1.5.3 Generalized Fourier Series Given an orthogonal basis of signals uk (t), we can analyze any real signal x(t) in terms of the basis and synthesize the signal vice versa. In such manipulations, the analysis coeﬃcients cn are called the generalized Fourier coeﬃcients and the synthesis equation is called the generalized Fourier series, respectively, 1 x(t), uk (t)



= ck = uk (t), uk (t)



uk (t), uk (t)



x(t) =



∞ 



ck uk (t) .



b



x(t)u∗k (t)dt,



(1.67)



a



(1.68)



k=−∞ 13 14



David Hilbert, German mathematician, 23 January 1862–14 February 1943. Alfr´ed Haar, Hungarian mathematician, 11 October 1885–16 March 1933.
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Fig. 1.18 Sets of orthogonal functions: (a) periodic harmonic functions and (b) nonperiodic Haar functions.



A chance of representing diﬀerent signals by the generalized Fourier series is of extreme importance in the signals theory and SP. In fact, instead of learning the functional dependence of some signal at an inﬁnite number of points, one has a tool to characterize this signal by a ﬁnite set (rigorously, inﬁnite) of coeﬃcients of the generalized Fourier series. For signals, mathematics oﬀered several useful sets of orthogonal functions that we discuss below. 1.5.4 Fourier Analysis In the early 1800s, Fourier showed that any periodic function x(t) with period T satisfying the Dirichlet15 conditions may be extended to the series (1.68) by the orthogonal set of functions uk (t) = e−j2πfk t , where ck for each frequency fk = k/T is calculated by (1.67). This results in the Fourier series 1 ck = T x(t) =



T



x(t)e−j2πfk t dt ,



0 ∞ 



ck ej2πfk t ,



(1.69)



(1.70)



k=−∞



for which the complex exponent ej2πfk t produces a set of orthogonal functions. The harmonic (cosine and sine) basis has also gained currency in Fourier analysis. If x(t) is symmetrically deﬁned on −T /2  t  T /2, then its 15



Johann Peter Gustav Lejeune Dirichlet, Belgium-born German/French mathematician, 13 February 1805–5 May 1859.
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Fourier series will contain only cosine terms. This gives an orthogonal basis of functions uk (t) = cos(2πkt/T ), where k = 0, 1, 2, .... If x(t) is asymmetrically deﬁned on −T /2  t  T /2, then an orthogonal basis of functions is uk (t) = sin(2πkt/T ), where k = 0, 1, 2, .... In a common case, one may also use the combined orthogonal basis of the harmonic functions u2k−1 (t) = sin(2πkt/T ) and u2k (t) = cos(2πkt/T ), where k = 0, 1, 2, .... If to suppose that an absolutely integrable signal x(t) has inﬁnite period T → ∞, then the sum in (1.70) ought to be substituted by integration and the Fourier series goes to the Fourier transform ∞ X(jω) =



x(t)e−jωt dt ,



(1.71)



−∞



1 x(t) = 2π



∞ X(jω)ejωt dω ,



(1.72)



−∞



where ω = 2πf is an angular frequency. Note that X(jω) works here like a set of Fourier coeﬃcients ck with zero frequency space fk − fk−1 → 0. Example 1.22. Given a complex harmonic signal x(t) = ejω0 t . Its Fourier transform (1.71) is, by (1.36), ∞ X(jω) =



e−j(ω−ω0 )t dt = 2πδ(ω − ω0 ) ,



−∞



representing a spectral line (Dirac delta function) at a carrier frequency ω0 .   In analogous to (1.52), an L2 -norm of the Fourier transform X(jω) of a signal x(t) is deﬁned as    1 ∞  |X(jω)|2 dω (1.73) X2 =  2π −∞



and it is stated by the Parseval16 theorem that x2 = X2 .



16



(1.74)



Marc-Antoine de Parseval des Chsnes, French mathematician, 27 April 1755–16 August 1836.
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1.5.5 Short-time Fourier Transform Since x(t) in (1.71) and (1.72) is assumed to be known in time from −∞ to ∞, then the Fourier transform becomes low eﬃcient when the frequency content of interest is of a signal localized in time. An example is in speech processing when a signal performance evolves over time and thus a signal is nonstationary. To apply the Fourier transform to “short” signals, x(t) ﬁrst is localized in time by windowing so as to cut oﬀ only its well-localized slice. This results in the short-time Fourier transform (STFT) also called the windowed Fourier transform. The STFT of a signal x(t) is deﬁned using a weighting function u(t) = g(t − θ)e−jωt with a window function g(t) [rather than a weighting function u(t) = e−jωt , as in the Fourier transform] as follows, ∞ STFT(jω, θ) = X(jω, θ) =



x(t)g(t − θ)e−jωt dt ,



(1.75)



−∞



where θ is some time shift. The window g(t) may be rectangular or of some other shape. However, the sharp window eﬀectively introduces discontinuities into the function, thereby ruining the decay in the Fourier coeﬃcients. For this reason smoother windows are desirable, which was considered by Gabor17 in 1946 for the purposes of communication theory. In the STFT, the synthesis problem is solved as follows 1 x(t) = 2πg2



∞ ∞ X(jω, θ)g(t − θ)ejωt dωdθ .



(1.76)



−∞ −∞



Instead of computing STFT(jω, θ) for all frequencies f = ω/2π and all time shifts θ, it is very often useful restricting the calculation to fk = k/T and θ = mT . This forms the orthogonal functions uk,m (t) = g(t − mT )ej2πkt/T leading to STFT(j2πfk , mT ) = x(t), uk,m (t) . The analysis and synthesis transforms are then given by, respectively, ck,m =



1 x(t)uk,m (t)



= uk,m (t)uk,m (t)



T



1 = T



(m+1)T 



∞



x(t)u∗k,m dt



−∞



x(t)g(t − mT )e−j2πkt/T dt ,



(1.77)



mT



17



Dennis Gabor, Hungarian-British physicist, 5 June 1900–8 February 1979.
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x(t) =



∞ 



∞ 



ck,m uk,m (t)



k=−∞ m=−∞



=



∞ 



∞ 



ck,m g(t − mT )ej2πkt/T .



(1.78)



k=−∞ m=−∞



Figure 1.19a gives an example of x(t) representation using a rectangular window of width τ = 0.4 for several values of θ. It follows from this example that the “time resolution” in the STFT is τ , whereas the “frequency resolution” is 1/τ . Example 1.23. Given a complex harmonic signal x(t) = ejω0 t . Its STFT (1.75) is, using a rectangular window of width τ , (τ  /2)+θ



X(jω, θ) =



e−j(ω−ω0 )t dt = τ



sin(ω − ω0 )τ /2 −j(ω−ω0 )θ e . (ω − ω0 )τ /2



(−τ /2)+θ



In the limiting case of τ → ∞, the STFT degenerates to the Fourier transform that, in this example, leads to the Dirac delta-function at a carrier frequency lim X(jω, θ)|ω=ω0 = lim τ



τ →∞



τ →∞



sin(ω − ω0 )τ /2 |ω=ω0 = lim τ = ∞ . τ →∞ (ω − ω0 )τ /2  



1.5.6 Wavelets A modiﬁcation of the Fourier transforms to STFT is not the only way to transform short-time localized nonstationary signals. An alternative set of short-time or “small wave” orthogonal functions is known as wavelets. Nowadays, wavelets occupy a wide range of applications in SP, ﬁlter banks, image compression, thresholding, denoising, etc. The orthogonal basis is deﬁned here by the function u(t) = |a|−1/2 w[(t − b)/a], where a > 0 and the factor a−1/2 is chosen so that u2 = w2 . The continuous wavelet transform (CWT) is 1 X(a, b) =  |a|



∞



x(t)w∗







−∞



t−b a



 dt .



(1.79)



∞ If w(t) decays exponentially with time and −∞ w(t)dt = 0, then the inverse continuous wavelet transform (ICWT) is as follows: 1 x(t) = C



∞ ∞ X(a, b) −∞ −∞



a2



1 



 |a|



w



t−b a



 da db ,



(1.80)
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(a)



(b) Fig. 1.19 Representation of x(t) using (a) rectangular window (STFT) and (b) Haar wavelets.
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1 Introduction



where C is a normalizing constant. Figure 1.19b illustrates a representation of x(t) using several Haar functions (Fig. 1.18b). A diﬀerence between STFT and CWT is as in the following. In the STFT the frequency bands have a ﬁxed width, whereas in the CWT the frequency bands grow and shrink with frequency. This leads to high frequency resolution with CWT at low frequencies and high time resolution at high frequencies.



1.6 Summary So, we are acquainted now with major fundamentals and cannons of the theory of signals and may start learning more complicated problems. Before continuing, it seems worth to outline the major features of signals and their transforms: • A deterministic signal is precisely described by analytical functions; a random signal is described in probabilistic terms. • All real physical signals are causal and the mathematical signals may be noncausal. • A periodic signal reiterates its values periodically through some time nT ; a nonperiodic signal exists uniquely over all the time range. • A scalar signal is 1-D being represented in the time domain by the only function; a vector signal is multidimensional being combined with an assemblage of scalar signals. • A continuous-time signal or analog signal is determined exactly at an arbitrary time instant; a discrete-time signal is determined exactly at some ﬁxed time points usually with a constant sample time; a digital signal is represented approximately by some digital code at ﬁxed time points usually with a constant sample time. • Periodic signals satisfying the Dirichlet conditions may be represented in the frequency domain by the Fourier series through the magnitude and phase spectra. • Nonperiodic signals satisfying the Dirichlet conditions may be represented in the frequency domain by the Fourier transform through the magnitude and phase spectral densities. • Periodic signals are typically power signals and nonperiodic signals are energy signals. • Unit-step function, Dirac delta function, exponential signal, and harmonic function represent elementary signals. • A concept of generalized functions allows considering the ordinary functions, which do not exist at some points.



1.7 Problems
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• Linear space of signals unite those with common properties; a system of linearly independent functions forms a coordinate basis in linear space. • The vector length is called the norm; a linear space is normed if every vector in this space is speciﬁed with its norm. • Metric describes a distance between two signals in the metric space. • The inner product of two signals is an integral over the inﬁnite time of multiplication of these signals. • Two signals are orthogonal if their inner product (and so joint energy) is zero. • Any real signal may be analyzed on a basis of given orthogonal functions using the generalized Fourier series. • In the Fourier analysis, the orthogonal functions are complex exponential or harmonic. • In the STFT, the orthogonal functions are multiplied with short windows. • In wavelet transforms, the orthogonal functions are short-time functions.



1.7 Problems 1.1 (Signals application in systems). Explain how a distance to a target is measured with an impulse radar? What should be a pulse waveform to obtain a minimum measurement error? Why not to use a periodic harmonic signal? 1.2. In communications, two modulated (by voice) signals are sent in the same direction at the same time. Can you impose some restrictions for these signals to avoid their interaction in time and space? 1.3. Why precise signals are needed for accurate positioning systems? Explain the necessity of using the coded signals in Fig. 1.5. 1.4 (Signals classiﬁcation). Given the following signals: 1. x(t) = A0 cos(ω0 t + ϕ0 ) 2. x(t) = A(t) cos[ω0 t + ϕ(t)] 3. y(t) = Bz(t) ⎧ ⎪ ⎨ t, 4. x(t) = 0.5, ⎪ ⎩ 0,



t>0 t=0 t 0 and t2 < T . We now may tend T toward inﬁnity and think that x(t) is still periodic with T = ∞. The relations (2.14) and (2.15) then become, respectively, x(t) =



∞ 



Ck ejkΩt ,



(2.25)



k=−∞



1 Ck = T



t2



x(t)e−jkΩt dt .



(2.26)



t1



In (2.26), we have accounted the fact that x(t) exists only in the time span [t1 , . . . , t2 ]. Substituting (2.26) into (2.25) yields



Fig. 2.7 A nonperiodic signal (single pulse).
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⎛



 ∞ 1  ⎝ x(t) = x(θ)e−jkΩθ dθ⎠ ejkΩt Ω , 2π k=−∞
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⎞



t2



0tT.



(2.27)



t1



By T → ∞, we have Ω = 2π/T → 0. Thus the frequency kΩ may be treated as the current angular frequency ω, and hence Ω may be assigned to be dω. Having Ω = dω, an inﬁnite sum in (2.27) may be substituted by integration that yields ⎡t ⎤ ∞ 2 1 ejωt ⎣ x(θ)e−jωθ dθ⎦ dω . (2.28) x(t) = 2π −∞



t1



So, the discrete-frequency synthesis problem (2.25) associated with periodic signals has transferred to the continuous-frequency synthesis problem (2.28) associated with single pulses. In (2.28), an inner integral product t2 X (jω) =



x(t)e−jωt dt



(2.29)



t1



plays a role of the spectral characteristic of a nonperiodic signal x(t). 2.3.2 Direct and Inverse Fourier Transforms Since a nonperiodic signal x(t) does not exist beyond the time interval [t1 , . . . , t2 ], the integral bounds in the analysis relation (2.29) may be extended to inﬁnity. But, substituting (2.29) with inﬁnite bounds to (2.28) produces a synthesis relation. These relations are called the direct Fourier transform and inverse Fourier transform, respectively, ∞ X (jω) = −∞



1 x(t) = 2π



x(t)e−jωt dt .



(2.30)



∞ X (jω) ejωt dω .



(2.31)



−∞



Both the direct and the inverse Fourier transforms are fundamental in the theory of signals, systems, and SP. Example 2.6. A signal is delta-shaped, x(t) = δ(t). By (2.30) and sifting property of the delta-function, its transform becomes ∞ ∆(jω) = −∞



δ(t)e−jωt dt = e−jω0 = 1 ,
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thus



F



δ(t) ⇔ 1 .   The quantity X(jω) is called the spectral density of a nonperiodic signal x(t). As may easily be observed, (2.15) diﬀers from (2.30) by a gain coeﬃcient 1/T and ﬁnite bounds. This means that the complex amplitudes of a periodic signal spectrum may be expressed by the spectral density of a relevant single pulse by the relation 1 Ck = X(j2πkF t), T in which with the frequency ω is taken at discrete points kΩ = 2πkF = 2πk/T . Thus the spectral density X (jω) bears all properties of the complex amplitudes Ck . Commonly, the spectral density X (jω) is a complex function. As such, it may be performed by the real and imaginary spectral components, Ax (ω) and Bx (ω), respectively, as follows: X (jω) = Ax (ω) − jBx (ω) = |X (jω)| e−jϕx (ω) , where



(2.32)



∞ Ax (ω) =



x(t) cos ωtdt ,



(2.33)



x(t) sin ωtdt .



(2.34)



−∞



∞ Bx (ω) = −∞



The total spectral density |X(jω)|  0 is a positive-valued function called the magnitude spectral density or amplitude spectral density and the phase spectral characteristic ϕx (ω) is called the phase spectral density. The magnitude and phase spectral densities are deﬁned, respectively, by |X (jω)| = tan ϕx (ω) =



 A2x (ω) + Bx2 (ω) ,



(2.35)



Bx (ω) . Ax (ω)



(2.36)



The most common properties of (2.35) and (2.36) are the following: • |X (jω)| is an even function; it is a symmetric function about zero. • ϕx (ω) is an odd function; it is an antisymmetric function about zero. The other common property claims that a single pulse and its periodic train have qualitatively equal shapes of their spectral characteristics.
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We may now summarize that the spectral density exhaustively describes a nonperiodic signal x(t) in the frequency domain by the magnitude spectral density |X (jω)| and phase spectral density ϕx (ω). Both these characteristics are performed as either double-sided (mathematical) or one-sided (physical). In the double-sided presentation, they have the LSBs and USBs (Fig. 2.8a). In the one-sided form, the LSB |X− (jω)| and USB |X+ (jω)| of the magnitude spectral density are summed, and the phase spectral density is represented by the USB. 2.3.3 Properties of the Fourier Transform Typically, in applications, signal waveforms are complex. Therefore, their transformations to the frequency domain and back to the time domain entail certain diﬃculties. To pass over, it is in order to use properties of the Fourier transform. An additional beneﬁt of these properties is that they eﬃciently help answering the principal questions of the transforms: What is going on with the spectral density if a signal waveform undergoes changes? What waveform corresponds to the given spectral density? We discuss below the most interesting and widely used properties of the Fourier transform. 2.3.3.1 Time shifting F



Given a signal x(t) ⇔ X(jω) and its shifted version y(t) = x(t − t0 ) (Fig. 2.9). The spectral density of y(t) is determined, by (2.30), as ∞



−jωt



y(t)e



Y (jω) = −∞



w



∞ dt =



x(t − t0 )e−jωt dt .



(2.37)



−∞



w



w



w



w



jx(w)



jx(w)



w (a)



(b)



w



Fig. 2.8 Spectral densities of a nonperiodic signal: (a) double-sided and (b) onesided.
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Fig. 2.9 Time shift of a single pulse.



By changing a variable to θ = t − t0 and writing t = t0 + θ, we get −jωt0



∞



Y (jω) = e



x(θ)e−jωθ dθ .



(2.38)



−∞



The integral in the right-hand side of (2.38) is the spectral density of x(t) and thus (2.39) Y (jω) = e−jωt0 X (jω) . The time-shifting property is thus formulated by F



x(t ± t0 ) ⇔ e±jωt0 X (jω) ,



(2.40)



meaning that any time shift ±t0 in a signal does not aﬀect its magnitude spectral density and results in an additional phase shift ±jωt0 in its phase spectral density. F



Example 2.7. A signal x(t) = δ(t) ⇔ ∆(jω) = 1 is shifted in time to be y(t) = δ(t − t0 ). By (2.30) and the sifting property of the delta function, the spectral density of y(t) becomes ∞ Y (jω) =



δ(t − t0 )e−jωt dt = e−jωt0 ,



−∞



thus, Y (jω) = e−jωt0 ∆(jω) that is stated by (2.40).   2.3.3.2 Time Scalling F



A signal x(t) ⇔ X(jω) of a duration τ is squeezed (or stretched) in the time domain to be y(t) = x(αt), where α > 0 (Fig. 2.10). The transform of y(t) is ∞ Y (jω) = −∞



x (αt) e−jωt dt .



(2.41)
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t



t a



Fig. 2.10 Time scaling of a single pulse.



By a new variable θ = αt and t = θ/α, (2.41) becomes ∞



1 Y (jω) = α



x (θ) e−j α θ dθ . ω



(2.42)



−∞



Since the integral in the right-hand side of (2.42) is a scaled spectral density of x(t), we arrive at Y (jω) =



1 # ω$ X j α α



(2.43)



that, most generally, leads to the following scaling theorem or similarity theorem: F



x (αt) ⇔



# ω$ 1 X j . |α| α



(2.44)



So, squeezing (α > 1) or stretching (0 < α < 1) the origin signal in time results in scaling and gaining its spectral density by the factor of 1/α. Example 2.8. A signal x(t) = δ(t) is scaled with a coeﬃcient α > 0 to be y(t) = δ(αt). By (1.22) and (2.30), the spectral density of y(t) calculates ∞ Y (jω) =



−jωt



δ(αt)e −∞



1 dt = |α|



∞



δ(t)e−jωt dt =



−∞



1 |α|



F



that is consistent to (2.44), since δ(t) ⇔ 1.



 



2.3.3.3 Conjugation F



The conjugation theorem claims that if x(t) ⇔ X(jω), then for the conjugate signal x∗ (t) F



x∗ (t) ⇔ X ∗ (−jω) .



(2.45)



66



2 Spectral Presentation of Signals



2.3.3.4 Time reversal F



if x(t) ⇔ X(jω), then F



x(−t) ⇔ X (−jω) .



(2.46)



Example 2.9. A signal is given by y(t) = δ(−t). Its transform is performed as −∞ ∞  −jωt Y (jω) = δ(−t)e dt = − δ(t)e−j(−ω)t dt −∞ ∞



=



∞



δ(t)e−j(−ω)t dt = e−j(−ω)0 = 1 .



−∞



As in (2.46), the sign of the frequency is changed. However, the spectral density here is unity over all frequencies.   2.3.3.5 Diﬀerentiation in Time F



The diﬀerentiation theorem claims that if x(t) ⇔ X(jω), then the time derivative dx(t)/dt has the Fourier transform jωX(jω). Indeed, by integrating the below integral by parts, we arrive at ∞ ∞  d −jωt d −jωt ∞ x(t)dt = x(t)e e − x(t) e−jωt dt −∞ dt dt −∞



∞ = jω



−∞



x(t)e−jωt dt = jωX(jω) ,



−∞



since x(t) is supposed to vanish at t → ±∞ (Dirichlet condition). Most generally, the diﬀerentiation in time theorem results in dn F x(t) ⇔ (jω)n X (jω) . (2.47) dtn Thus, a multiple diﬀerentiation of x(t) in time gains its spectral density by (jω)n . This property is supported by the duality of operators d/dt ≡ jω. Example 2.10. A signal is shaped with the time derivative of the delta funcd tion, y(t) = dt δ(t). Its spectral density, by (1.30), calculates ∞ Y (jω) = −∞



e−jωt



 d d δ(t)dt = − e−jωt t=0 = jω . dt dt



Thus, Y (jω) = jω∆(jω), where ∆(jω) = 1 is the transform of δ(t).  
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2.3.3.6 Integration F



If x(t) ⇔ X(jω), then the transform of t



t −∞



x(t)dt satisﬁes the relation



1 X (jω) + πX(0)δ(ω) . jω



F



x(t)dt ⇔



−∞



(2.48)



Note that if X(j0) = 0, then the last term in the right-hand side is zero. 2.3.3.7 Linearity Given a set of signals, F



α1 x1 (t) ⇔ α1 X1 (jω) ,



F



a2 x2 (t) ⇔ a2 X2 (jω) , . . . ,



F



ai xi (t) ⇔ ai Xi (jω) , . . .



The addition theorem claims that 



F



ai xi (t) ⇔







i



ai Xi (jω) .



(2.49)



i



This property is also known as a superposition principle or addition property and is critical in linear systems and linear SP. 2.3.3.8 Spectral Density Value at Zero It follows straightforwardly, by (2.30), that ∞ x(t)dt .



X (j0) =



(2.50)



−∞



Thus, the value X(j0) is calculated by the area of a relevant nonperiodic signal x(t). 2.3.3.9 Signal Value at Zero By setting t = 0 to (2.31), we get 1 x(0) = 2π



∞



∞ X (jω)dω =



−∞



X (j2πf )df,



(2.51)



−∞



meaning that the value x(0) is provided by the area of the spectral density.
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2.3.3.10 Duality If x(t) has the Fourier transform X(jω), then y(t) with the waveform shaped by X(jω) will get the Fourier transform Y (jω) shaped by x(t). Mathematically, this property results in the following: F



F



If x(t) ⇔ X (jf ) , then X(t) ⇔ x(−jf ) or F



F



If x(t) ⇔ X (jω) , then X(t) ⇔ 2πx(−jω) .



(2.52)



In fact, if we ﬁrst write 1 x(t) = 2π



∞ X(jω)ejωt dω −∞



and then substitute t by ω and ω by t, we will get 1 x(jω) = 2π



∞ X(t)ejωt dω . −∞



Now it just needs to change the sign of frequency and we arrive at −∞  ∞ −jωt X(t)e dω = X(t)e−jωt dω , 2πx(−jω) = − ∞



−∞



F



meaning that X(t) ⇔ 2πx(−jω). Figure 2.11 illustrates this property allowing us to realize a correspondence between the signal waveform and its spectral performance. Example 2.11. The transform of the delta signal δ(t) is ∆(jω) = 1. Now ﬁnd transform of the uniform signal x(t) = 1. By (2.30), we get X(jω) =  ∞ the −jωt e dt that, by (1.36), becomes X(jω) = 2πδ(ω). −∞   2.3.3.11 Modulation The following modulation theorem plays an important role in the modulation F theory: if x(t) ⇔ X(jω), then modulating e±jω0 t with x(t) results in F



x(t)e±jω0 t ⇔ X[j(ω ± ω0 )t] . To prove, one merely may deﬁne the transform of x(t)ejω0 t , i.e.,



(2.53)
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w



w w



w Fig. 2.11 Duality of waveforms and spectral densities.



∞ x(t)e



jω0 t −jωt



e



∞ dt =



−∞



x(t)e−j(ω−ω0 )t dt = X[j(ω − ω0 )] .



−∞



Note, if a sign of ω0 is arbitrary, we go to (2.53). Example 2.12. Consider a signal x(t) = δ(t)ejω0 t . Its transform ∞ δ(t)e



jω0 t −jωt



e



∞ dt =



−∞



δ(t)e−j(ω−ω0 )t dt = 1



−∞



is unity over all frequencies irrespective of the shift ω0 .



 



2.3.3.12 Multiplication Consider a signal y(t) = x1 (t)x2 (t). Its spectral density is speciﬁed by ∞ Y (jω) =



x1 (t)x2 (t)e−jωt dt ,



(2.54)



−∞



where x1 (t) and x2 (t) are given by the transforms, respectively, 1 x1 (t) = 2π 1 x2 (t) = 2π



∞ X1 (jω) ejωt dω,



(2.55)



X2 (jω) ejωt dω.



(2.56)



−∞



∞ −∞
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Substituting (2.56) into (2.54) yields 1 Y (jω) = 2π 1 = 2π



∞ x1 (t)e −∞



∞



−jωt



∞







X2 (jω  ) ejω t dω  dt



−∞



⎡ X2 (jω  ) ⎣



−∞



∞



⎤ 



x1 (t)e−j (ω−ω )t dt⎦ dω  .



(2.57)



−∞



We notice that the integral in brackets is the spectral density of a x1 (t) at ω − ω  , so that it may be substituted by X1 [j (ω − ω  )]. This leads to the relation ∞ 1 Y (jω) = X2 (jω  ) X1 [j (ω − ω  )]dω  (2.58) 2π −∞



that, in its right-hand side, consists of a convolution of spectral densities. We F F thus conclude that if x1 (t) ⇔ X1 (jω) and x2 (t) ⇔ X2 (jω), then the transform of 2πx1 (t)x2 (t) is a convolution of X1 (jω) and X2 (jω), e.g., F



x1 (t)x2 (t) ⇔



1 X1 (jω) ∗ X2 (jω) . 2π



(2.59)



Example 2.13. Given two signals, x1 (t) = 1 and x2 (t) = δ(t). The transform of the product of y(t) = x1 (t)x2 (t) is deﬁned by ∞ Y (jω) =



[1 × δ(t)]e−jωt dt = 1 .



−∞



On the other hand, Y (jω) may be calculated, by (2.59) and known transforms, F F 1 ⇔ 2πδ(ω) and δ(t) ⇔ 1, as follows: ⎡ ⎤ ∞ 1 ⎣ 2π Y (jω) = δ(ν)dν ⎦ = 1 2π −∞



and we arrive at the same result.   2.3.3.13 Convolution F



F



Let x1 (t) ⇔ X1 (jω) and x2 (t) ⇔ X2 (jω). It may be shown that the transform of the convolution of signals, x1 (t) ∗ x2 (t), is provided by a multiplication of their spectral densities, i.e.,
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x1 (t) ∗ x2 (t) ⇔ X1 (jω) X2 (jω) .
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(2.60)



To prove (2.60), we ﬁrst write ∞ x1 (t) ∗ x2 (t) =



x1 (θ)x2 (t − θ)dθ −∞



and substitute x2 (t − θ) with 1 x2 (t − θ) = 2π



∞ X2 (jω)ejω(t−θ) dω −∞



that leads to 1 x1 (t) ∗ x2 (t) = 2π 1 = 2π =



1 2π



∞



∞ x1 (θ)



−∞



−∞



∞



X2 (jω)ejω(t−θ) dωdθ ⎡



X2 (jω)ejωt ⎣



−∞ ∞



∞



⎤ x1 (θ)e−jωθ dθ⎦ dω



−∞



X1 (jω)X2 (jω)ejωt dω −∞



and we arrive at (2.60). There are some other properties of the Fourier transform that may be of importance in applications. Among them, the Rayleigh theorem establishes a correspondence between the energy of a nonperiodic signal in the time and frequency domains. 2.3.4 Rayleigh’s Theorem There are a number of applications, which are sensitive not only to the signal waveform and spectral density but also to its energy. An example is radars in which a distance is evaluated for the maximum joint energy of the transmitted and received pulses. By deﬁnition, the instantaneous power of a signal x(t) is speciﬁed by 2 (t) Px = |x(t)| = x(t)x∗ (t). The total signal energy is calculated by integrating Px (t) over time, ∞ Ex =



∞ 2



|x(t)| dt .



Px (t)dt = −∞



−∞



(2.61)
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Rayleigh’s4 theorem establishes that the integral of the square absolute value of a nonperiodic function x(t) is equal to the integral of the square magnitude of its Fourier transform, i.e., ∞



1 |x(t)| dt = 2π



∞



2



−∞



1 |X(jω)| dω = π



∞



2



−∞



2



|X(jω)| dω .



(2.62)



0



Indeed, if we apply the multiplication rule (2.59) to |x(t)|2 = x(t)x∗ (t), we go step by step from (2.61) to (2.62): ∞



∞ 2



|x(t)| dt =



Ex = −∞



1 = 2π



=



1 2π



x(t)x∗ (t)e−j0t dt = X(j0) ∗ X ∗ (−j0)



−∞



∞ −∞



1 X (jω ) X [j (0 − ω )]dω = 2π 







∞ 2



|X (jω)| dω = −∞



1 π







∞



X (jω) X ∗ (jω)dω



−∞



∞ 2



|X (jω)| dω .



(2.63)



0



The property (2.62) is also known as the Parseval relation for nonperiodic signals and Plancherel 5 identity.



2.4 Spectral Densities of Simple Single Pulses In the theory of signals, systems, and SP, nonperiodic (single) waveforms are fundamental to solve many applied problems. Therefore, knowledge about their spectral properties is of high importance. Single pulses may form pulsebursts also called nonperiodic pulse-trains and periodic pulse sequences called periodic pulse-trains. For each of these signals, the pulse waveform is usually selected to attain maximum eﬃciency in the applied problem. We will consider spectral densities of the most common single waveforms. Before applying the Fourier transform, to go to the frequency domain, and learning spectral properties of single waveforms, one needs to remember that the transform will exist if x(t) has ﬁnite energy or the following integral is ﬁnite, 4
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John William Strutt (Lord Rayleigh), English mathematician, 12 November 1842– 30 June 1919. Michel Plancherel, Swiss mathematician, 16 January 1885–4 March 1967.
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∞ 2



|x(t)| dt < ∞ . −∞



The Dirichlet conditions give an alternative: the transform will exist if a signal x(t) is absolutely integrable, i.e., ∞ |x(t)|dt < ∞ .



(2.64)



−∞



It may be shown that both these conditions are suﬃcient, but unnecessary for the Fourier transform to exist. Among them, the Dirichlet conditions (2.64) have gained wider currency in applications. 2.4.1 Truncated Exponential Pulse A real truncated decaying exponential waveform is one of the most interesting models, since in the limiting cases it degenerates to either a delta-shaped function or a unit-step function. Figure 2.12 illustrates this waveform and we notice that since the slope at zero is inﬁnite, then it is rather an idealization of some real pulse. The signal is described by  x(t) =



Ae−αt , 0,



t0 = Ae−αt u(t) , t 0 is a positive-valued constant. It may be shown that, by α > 0, the function (2.65) satisﬁes the Dirichlet condition (2.64). We may thus solve an analysis problem (2.30) that deﬁnes the spectral density by



Fig. 2.12 Truncated decaying exponential waveform.
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∞ X(jω) = A



e



−αt −jωt



e



∞ dt = A



0



e−(α+jω)t dt



0



∞  A A =− e−(α+jω)t  = α + jω α + jω 0



(2.66)



and determines the magnitude and phase spectral densities, respectively, by A , |X(jω)| = √ α2 + ω 2 ω ϕx (ω) = − arctan . α



(2.67) (2.68)



As it is seen, a signal (2.65) has a baseband spectral density (2.66) with its maximum X(j0) = A/α at zero that is a reciprocal of α. Accordingly, if A is constant, then, by α → 0, the maximum tends toward inﬁnity and, by α → 0, it goes to zero. Figure 2.13 shows evolution of |X(jω)| and ϕx (ω) if α takes three diﬀerent values, α1 < α < α2 . One may also conclude that increasing α broadens the magnitude spectral density and reduces the slope of the phase spectral density. Contrary, reducing α results in narrowing the magnitude density and a larger slope of the phase density. We may thus distinguish two limiting waveforms. 2.4.1.1 Transition to Unit-step Pulse A limiting value α → 0 degenerates the real truncated exponential pulse (2.65) to the unit-step pulse (Fig. 2.14)  A, t  0 x(t) = = Au(t) . (2.69) 0, t 1, corresponding to the assumed pulse time bounds ±τ /2 (Fig. 2.25). Thereafter,
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an equality of (2.95) with t = τ /2 and A/β, Ae−( will produce



ατ 2 2 )



=



A , β



√ ln β ln β or α = 2 . τ =2 α τ So, if some β is allowed by practical reasons, the Gaussian pulse will be speciﬁed with the above given τ and α. We notice that the spectral density of such a bounded pulse will not be absolutely Gaussian, but rather a near Gaussian. √



2.4.5.2 Spectral Bounds In a like manner, the spectral density of a Gaussian pulse may also be bounded, √ as it is shown in Fig. 2.26. If we let ω = ∆ω/2 in (2.96) for the level A π/αγ, where γ > 1, then an equality √ √ A π A π − ∆ω22 e 16α = α αγ will produce a spectral bound (Fig. 2.26)  ∆ω = 2α ln γ . 2 Again we notice that for the bounded spectral density, the time waveform will not be purely Gaussian. Example 2.14. The Gaussian pulse is performed with x(t) = Ae−[α(t−t0 )] , A = 2 V, t0 = 10−2 s, and α = 2 s−1 . By (2.40), its spectral density calculates √ −2 ω2 X (jω) = πe− 16 e−j10 ω . Accordingly, the amplitude and phase spectral 2
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w



Fig. 2.26 Spectral density of a Gaussian pulse.
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√ ω2 characteristics are, |X (jω)| = πe− 16 and ϕx (ω) = −10−2 ω, respectively. Since the phase is shifted, then its phase spectral density is not zero, unlike the symmetric pulse case.  



2.5 Spectral Densities of Complex Single Pulses We now continue on in learning complex single pulses, which waveforms are often combined by simple and elementary pulses. The methodology, on the whole, remains the same. Before solving an analysis problem, it is recommended, ﬁrst, to compose the pulse with others, which spectral densities are known. Then use the properties of the transform and go to the required spectral density. If a decomposition is not available, an application of the direct Fourier transform and its properties has no alternative. 2.5.1 Complex Rectangular Pulse Consider a complex pulse y(t) composed with two rectangular pulses x1 (t) and x2 (t) of the same duration τ /2 and diﬀerent amplitudes, B and A, respectively (Fig. 2.27), where y(t) = x1 (t) + x2 (t) , # τ$ − Bu(t) , x1 (t) = Bu t + 2 # τ$ . x2 (t) = Au(t) − Au t − 2



(2.97) (2.98) (2.99)



Using (2.80) and employing the time-shift property of the transform, we perform the spectral densities of x1 (t) and x2 (t), respectively, by



X1 (jω) =



t



Bτ sin(ωτ /4) j ωτ e 4 , 2 ωτ /4



t



Fig. 2.27 A complex rectangular pulse.



(2.100)
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X2 (jω) =



Aτ sin(ωτ /4) −j ωτ e 4 . 2 ωτ /4



(2.101)



The Fourier transform of y(t) is then written as



Y (jω) = X1 (jω) + X2 (jω) =



ωτ τ sin(ωτ /4) j ωτ Be 4 + Ae−j 4 2 ωτ /4



(2.102)



and the Euler formula, ejz = cos z + j sin z, produces the ﬁnal expression for the spectral density Y (jω) =



ωτ ωτ & τ sin(ωτ /4) % (A + B) cos − j(A − B) sin 2 ωτ /4 4 4 = |Y (jω)| e−jϕy (ω) ,



specifying the magnitude and phase responses, respectively, by   ωτ τ  sin(ωτ /4)  , A2 + B 2 + 2AB cos |Y (jω)| =  2 ωτ /4  2 ⎧ $ # sin(ωτ /4) ⎨ arctan A−B tan ωT , 0 4 $ ωτ /4 # A+B ϕy (ω) = . sin(ωτ /4) A−B ωT ⎩ arctan ± π, 0, the pulse evolves to the even rectangular pulse (Fig. 2.16c) with the spectral density (2.80). • Odd rectangular pulse. Supposing A = −B > 0, we arrive at the odd rectangular pulse that is orthogonal to the even one (Fig. 2.16c). Its spectral density is given by Y (jω) = jω



•



Bτ 2 sin2 (ωτ /4) . 4 (ωτ /4)2



Shifted rectangular pulse. If A = 0 and B = 0 or A = 0 and B = 0, the pulse becomes rectangular and shifted with the spectral density, respectively,
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w



w Fig. 2.28 Evolution of the magnitude spectral density (2.104) by changing B with A = 1 and τ = 1.



Y (jω) =



Bτ sin(ωτ /4) j ωτ e 4 , 2 ωτ /4



Y (jω) =



Aτ sin(ωτ /4) −j ωτ e 4 . 2 ωτ /4



Example 2.15. Given a complex pulse (Fig. 2.27) having a ratio A/B = 0.5. By (2.104), its magnitude spectral density becomes   # ωτ $ Aτ  sin (ωτ /4)  5 + cos = Z1 (ω)Z2 (ω), (2.106) |Y (jω)| = 2  ωτ /4  4 2    ωτ  sin(ωτ /4)  5 where Z1 (ω) = Aτ 2  ωτ /4  and Z2 (ω) = 4 + cos 2 . Figure 2.29 demonstrates how the pulse asymmetry aﬀects its transform. It follows that extra oscillations in (2.106) are coursed by the multiplier Z2 (ω) and associated with the pulse asymmetry. It may be shown that Z2 (ω) becomes constant (frequency-invariant) when B = 0 and B = A.   We notice that the magnitude spectral density of the asymmetric complex rectangular pulse is still symmetric and its phase spectral density acquires the slope caused by asymmetry. 2.5.2 Trapezoidal Pulse A special feature of the trapezoidal pulse is that it occupies an intermediate place between the rectangular and the triangular pulses possessing their
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Fig. 2.29 Magnitude spectral density (2.106): (a) |Y (jω)| and Z1 (ω), and (b) Z2 (ω).



t



t Fig. 2.30 Trapezoidal pulse.



waveforms in particular cases. Yet, it simulates the rectangular pulse with ﬁnite slopes of the sides that ﬁts better practical needs. To solve an analysis problem properly, we ﬁx the amplitude A and suppose that duration τ is constant for the given level A/2 (Fig. 2.30). We also allow for the sides to be synchronously rotated about the ﬁxed points (circles) to change the waveform from triangular to rectangular. A diﬀerentiation of this pulse leads to Fig. 2.31. The Fourier transform of the diﬀerentiated pulse is speciﬁed by the sum of two shifted rectangular
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x(t) = dy(t) / dt ts t



ts t



ts ts



Fig. 2.31 Diﬀerentiated trapezoidal pulse.



pulses, which duration changes from 0 to τ and thus the amplitudes range from inﬁnity to ±A/τ , respectively. The integration property of the transform leads ﬁnally to the required spectral density of y(t), 1 [X1 (jω) + X2 (jω)] jω ωτ A sin (ωτs /2) j ωτ = e 2 − e−j 2 jω ωτs /2 sin (ωτ /2) sin (ωτs /2) . = Aτ ωτ /2 ωτs /2



Y (jω) =



(2.107)



It is seen that (2.107) corresponds to the rectangular pulse (2.80) if τs reaches zero and it degenerates to the spectral density of a triangular pulse (2.90) of duration τ when τs = τ . A transition between these two waveforms is illustrated in Fig. 2.32. One√may observe (see Example 2.16) that there is an intermediate value τs /τ = 2/2 that suppresses the side lobes even more than in the triangular pulse. Example 2.16. Given a trapezoidal pulse (Fig. 2.30) with the ratio τs /τ = √ 1/ 2 . By (2.107), its spectral density becomes √ sin (ωτ /2) sin ωτ /2 2 √ (2.108) Y (jω) = Aτ ωτ /2 ωτ /2 2 leading to the following magnitude and phase spectral densities, respectively,



|Y (jω)| = Aτ



ϕy (ω) =



   sin (ωτ /2) sin ωτ /2√2    √  ,  ωτ /2 ωτ /2 2 



⎧ ⎨ ±2nπ, ⎩ 0,



√ sin(ωτ /2) sin(ωτ /2 2) √ ωτ /2 ωτ /2 √ 2 sin(ωτ /2) sin(ωτ /2 2) √ ωτ /2 ωτ /2 2



2 (β) ≈ 0 .



(3.87)



These approximations bring (3.84) to the harmonic series. For the simplicity, we allow ψ0 = 0 and go to y(t) ∼ = A0 cos ω0 t − A0 β sin ω0 t sin Ωt A0 β A0 β ∼ cos(ω0 − Ω)t + cos(ω0 + Ω)t . = A0 cos ω0 t − 2 2



(3.88)



Spectrum of a signal (3.88) is illustrated in Fig. 3.41. Even a quick look shows that the picture is similar to that featured to the simplest AM signal. The diﬀerence is in the lower side spectral line that has a negative amplitude (it is positive in the AM signal spectrum shown in Fig. 3.1a). This causes important changes in the vector diagram of FM signal (Fig. 3.42).
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Fig. 3.41 Spectrum of a simplest FM signal.
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Fig. 3.42 Vector diagram of a simplest FM signal.



It follows (Fig. 3.42) that the resulting FM vector has a variable amplitude that certainly contradicts with the claim to keep the amplitude to be constant. However, if we assume that β  1, then the side vectors become very short and variations in the amplitude almost negligible. This case is described by (3.88). 3.8.2 Complex FM Generally, FM might be supposed to be accomplished with a complex modulating signal and large FM index β > 1. If so, spectrum of an FM signal will substantially diﬀer from what is shown in Fig. 3.41. To describe such a signal, the modulating signal may be extended to the Fourier series x(t) =



∞ 



kωk mk cos(kΩt + ϑk ) ,



(3.89)



k=1



where kωk mk = ∆ωk is the frequency deviation of the kth harmonic of a modulating signal, ϑk is the relevant phase, kωk = 2πkf k , kf k is the frequency sensitivity of the kth harmonic, and mf is the peak message signal associated with the kth harmonic. Accordingly, the FM signal is performed as ⎤ ⎡ t  ∞ ∆ωk cos(kΩt + ϑk )dt + ψ0 ⎦ y(t) = A0 cos ⎣ω0 t + ) = A0 cos ω0 t +



0 k=1 ∞ 



*



βk sin(kΩt + ϑk ) + ψ0 ,



(3.90)



k=1



where βk = ∆ωk /kΩ is the modulation index associated with the kth harmonic of a modulating signal. As it may be seen, a signal (3.90) consists of an inﬁnite number of spectral lines around the carrier frequency ω0 , whose amplitudes are proportional to the relevant modulation index. With small βk < 1, only three terms are usually saved and we go to (3.88). If βk > 1, the series becomes long and the spectral analysis entails diﬃculties. Figure 3.43 gives an idea about the spectral content of such a signal.
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Fig. 3.43 Spectrum of FM signal with large FM index.



To evaluate the spectrum width of FM signal, the following approximate estimate may be used  (3.91) ∆ΩFM ∼ = 2Ωmax (1 + β + β) . The formula suggests that, if β  1, the spectrum width is determined by the doubled maximum modulation frequency Ωmax as in Fig. 3.41. When β = 1, the width increases by the factor of 3 and is estimated as ∆ΩFM ∼ = 6Ωmax . 3.8.3 Analog Modulation of Frequency A typical FM technique is an analog FM exploiting the voltage-controlled oscillator (VCO) to vary its frequency by the message signal converted to voltage. Figure 3.44 sketches a typical scheme illustrating analog FM. Without modulation, the VCO generates a carrier signal, which frequency ω0 is mostly determined by the quartz crystal resonator X1 and the initial capacitance value of a nonlinear diode varactor D1 . With modulation, the message signal m(t) is applied to the diode D1 , which plays the role of a voltage-controlled capacitor. Here the inductance L1 allows passage of only the low-frequency message signal to the diode. The message signal m(t) changes the reverse bias on the varactor diode, hence changing its capacitance and in turn the frequency of the oscillator. The output oscillator signal then becomes frequencymodulated.



Fig. 3.44 Scheme of analog FM.
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3.9 Linear Frequency Modulation One of the combined modulation techniques is that used in radars and called LFM. Here impulse AM is accompanied with FM to suppress the pulse at receiver. The envelope of such an RF pulse may be arbitrary, e.g., rectangular, trapezium, triangle, or Gaussian. Further, we will learn the eﬀect of pulse suppression with LFM in the time domain studying the correlation function. Here, let us be concerned only with the spectral content of such a signal, showing that its envelope in the time domain is almost fully recurred in the frequency domain. 3.9.1 Rectangular RF Pulse with LFM Commonly, a carrier signal with simultaneous amplitude and angular modulation is written as (3.92) y(t) = A(t) cos[ω0 t + ψ(t)] , where the AM function A(t) and PM function ψ(t) may be either harmonic or complex. If AM is performed with a rectangular pulse and PM is due to FM, then the RF single pulse may be sketched as in Fig. 3.45a. Here, the frequency ω(t) is modulated with a linear law having a deviation ±∆ω/2 around the carrier frequency ω0 . A generalized form of (3.92) is y(t) = A(t) cos Ψ(t) ,



(3.93)
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Fig. 3.45 Linear FM: (a) single LFM RF rectangular pulse and (b) linearly modulated frequency.
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where the total phase Ψ(t) is determined by the integral relation  Ψ(t) = ω(t)dt + ψ0 ,
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(3.94)



in which ω(t) is given with the linear FM law ω(t) = ω0 + αt ,



(3.95)



where the coeﬃcient α deﬁnes the rate of LFM. Allowing ψ0 = 0, the phase function (3.94) becomes t Ψ(t) =



(ω0 + αt)dt = ω0 t +



αt2 , 2



(3.96)



0



where α is determined by the deviation of frequency ∆ω and duration τ as α=



∆ω . τ



(3.97)



By (3.96), a rectangular LFM pulse may be written as $ #  2 A0 cos ω0 t + αt2 , − τ2  t  y(t) = 0, otherwise



τ 2



.



(3.98)



It has to be remarked now that, in applications, the envelope of a pulse (3.98) may not obligatory be rectangular. Trapezium, triangular, Gaussian and other waveforms are also used. To understand how the envelope aﬀects the spectral density of an LFM pulse, we consider the following several particular cases. 3.9.2 Spectral Density of a Rectangular RF Pulse with LFM Consider a rectangular RF pulse with LFM (Fig. 3.45a). By the Euler formula (1.11) and Fourier transform, the spectral density of (3.98) is ﬁrst written as τ /2 Y (jω) = A0 −τ /2



A0 = 2



  αt2 e−jωt dt cos ω0 t + 2



τ /2



+



e −τ /2



−j (ω−ω0 )t− αt2



2



,



A0 dt+ 2



τ /2



+



e



−j (ω+ω0 )t+ αt2



2



, dt(3.99)



−τ /2



and we see that it consists of two sidebands placed at ±ω0 . In practice, of importance is the case when the overlapping eﬀect between the sidebands is small. Thus, the frequency deviation ∆ω during the pulse
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duration τ is much smaller than the carrier, ∆ω = ατ  ω0 . If so, only the ﬁrst integral in (3.99) may be calculated as related to the physical positive carrier frequency. By simple manipulations, the ﬁrst integral in (3.77) transforms to A0 −j (ω−ω0 )2 2α e Y+ (jω) = 2



τ /2



ej 2 (t− α



ω−ω0 α



2



) dt .



(3.100)



dξ,



(3.101)



−τ /2



Now, we change the variable to    ω − ω0 α t− ξ= π α and arrive at A0 Y+ (jω) = 2







π −j (ω−ω0 )2 2α e α



ν2 ej



πξ2 2



−ν1



where the integral bounds are determined as ν1 =



ατ + 2(ω − ω0 ) √ , 2 απ



ν2 =



ατ − 2(ω − ω0 ) √ . 2 απ



The integral in (3.101) may be expressed by the Fresnel5 integrals x C(x) =



cos



πξ 2 dξ , 2



sin



πξ 2 dξ , 2



0



x S(x) = 0



which functions are sketched in Fig. 3.46. The transform (3.101) then goes to its ultimate form of  A0 π −j (ω−ω0 )2 2α e [C(ν1 ) + C(ν2 ) + jS(ν1 ) + jS(ν2 )] Y+ (jω) = 2 α = |Y+ (jω)| e−ϕy (ω) , deﬁning the magnitude spectral density by  A0 π  [C(ν1 ) + C(ν2 )]2 + [S(ν1 ) + S(ν2 )]2 . |Y+ (jω)| = 2 α



(3.102)



(3.103)



The phase spectral density associated with (3.102) may be performed by the sum of two terms, e.g., ϕy (ω) = ϕy1 (ω) + ϕy2 (ω). The ﬁrst term is given 5



Augustin Jean Fresnel, French mathematician, 10 May 1788–14 July 1827.
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Fig. 3.46 Fresnel functions (integrals).



by the power of the exponential function in (3.102), ϕy1 (ω) =



(ω − ω0 )2 , 2α



(3.104)



and the second one is calculated by the expression in brackets of (3.102) as ϕy2 (ω) = arctan



S(ν1 ) + S(ν2 ) . C(ν1 ) + C(ν2 )



(3.105)



Setting aside the rigorous form (3.102), the following approximate expression is also used in applications, ⎧ % & 2 ⎨ 0)  π j 4π − (ω−ω 2α ∆ω , ω0 − ∆ω , Y+ (jω) ∼ = A0 K(ω) 2α e 2  ω  ω0 + 2 ⎩ 0, otherwise (3.106) where K(ω) ∼ = 1 is some function with a poor dependence on frequency. Using (3.106), the magnitude and phase spectral densities of an RF LFM rectangular pulse are approximately given, respectively, by  π ∆ω , ω0 − ∆ω A0 K(ω) 2α 2  ω  ω0 + 2 , (3.107) Y+ (jω) ∼ = 0, otherwise ⎧ ⎨ π (ω − ω0 )2 ∆ω ∆ω − , α>0 2α  ω  ω0 + . , ω0 − ϕy (ω) = 4 ⎩ π (ω − ω0 )2 2 2 − + , α 0: (a) magnitude and (b) phase.



Figure 3.47 illustrates (3.107) and (3.108) for α > 0. It is seen that the rectangular envelope is saved in the magnitude spectral density and the phase density is quadratic keeping the value of π/4 at ω0 .



3.9.3 RF LFM Pulses with Large PCRs The splendid property of a rectangular LFM pulse to save its envelope in the spectral density is also demonstrated by other waveforms. A diversity strongly depends on the parameter called the pulse-compression ratio (PCR), PCR = ∆f τ =



ατ 2 , 2π



(3.109)



where the frequency deviation during a pulse is ∆f = ∆ω/2π. Depending on the PCR, the shape of the magnitude spectral density of a real LFM single pulse becomes closer (PCR  1) or farther (PCR ∼ 1) to the pulse envelope shape. Therefore, signals with small PCRs have not gained currency. By PCR  1, several important simpliﬁcations in (3.102) may be made, noting that the magnitude density (3.103) appears to be almost constant and its oscillations attenuate substantially. Indeed, by large x  1, the Fresnel
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functions may approximately be calculated by 1 C(x)|x1 ∼ = + 2 1 S(x)|x1 ∼ = − 2



1 πx2 sin , πx 2 1 πx2 cos , πx 2



and then, by simple manipulations, the part in brackets of (3.102) becomes   1 1 j πν12 1 j πν22 ∼ 2 2 C(ν1 ) + C(ν2 ) + jS(ν1 ) + jS(ν2 ) = 1 + j + e + e π ν1 ν2 ∼ = 1+j. Owing to this, (3.103) simpliﬁes to  π A0 2α , ω0 − ∆ω ∼ 2  ω  ω0 + |Y+ (jω0 )| = 0, otherwise



∆ω 2



.



(3.110)



Employing (3.110), energy of the LFM pulse with large PCR calculates within the width of the spectral density, approximately, by the constant value A2 π 2 |Y+ (jω)| ∼ = 0 . 2α Note that rigorous analytical analysis of LFM pulses with diﬀerent envelopes (include the rectangular one) entails large burden and a superior way is to do it numerically. We examine numerically several LFM pulses shaped with the rectangular, trapezium, triangular, and Gaussian waveforms in the following. Example 3.8. Given a rectangular RF LFM pulse with PCR = 20 and 200. Figure 3.48 shows the magnitude density for each of the cases. To compare, the magnitude density for PCR = 0 is also given. It may be concluded that increasing the PCR results in the following: • •



The spectral envelope becomes closer to the pulse envelope. Oscillations in the spectral envelope smooth.



We notice that intensive oscillations in the magnitude spectral density (Fig. 3.48) are due to sharp sides of the rectangular pulse. This disadvantage is eﬃciently overcome in the trapezium LFM pulse that we examine below.   Example 3.9. Given a trapezium LFM pulse (Fig. 3.49a) with PCR = 20 and 100. Figures 3.49b and c show the relevant magnitude spectral densities. It follows that, unlike the rectangular pulse case, oscillations in the spectral envelope are substantially suppressed here.  
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Fig. 3.48 Magnitude density of a rectangular LFM pulse: (a) PCR = 20 and (b) PCR = 200.



Example 3.10. Given a triangular LFM pulse (Fig. 3.50) with PCR = 20 and 100. Figure 3.51 shows the relevant magnitude spectral densities. It is seen that the spectral shape looks almost triangular even by PCR = 20 and no visible oscillations are ﬁxed.   Example 3.11. Given a Gaussian LFM pulse (Fig. 3.52) with PCR = 20 and 100. The magnitude spectral densities are shown in Fig. 3.53. One concludes that the Gaussian shape is saved here without oscillations for arbitrary PCRs.   The most common properties of RF pulses with LFM may now be outlined: • By large PCR, its waveform, spectral density, and magnitude density have close shapes.
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Fig. 3.49 Trapezium LFM pulse: (a) time presentation, (b) magnitude density for PCR = 20, and (b) magnitude density for PCR = 100.
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Fig. 3.50 A triangular LFM pulse.



• Its spectrum width is deﬁned by the frequency deviation, ∆ωLF M = ∆ω . •



(3.111)



Small oscillations in its spectral density are guaranteed by smoothed sides in the waveform.
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Fig. 3.51 Magnitude spectral density of a triangular LFM pulse: (a) PCR = 20 and (b) PCR = 100.
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Fig. 3.52 A Gaussian LFM pulse.



3.10 Frequency Shift Keying In analog communications with FM, a modulating signal is used to shift the frequency of an oscillator at an audio rate. In digital communications with FM, another form of modulation called the frequency shift keying (FSK) is used that is somewhat similar to continuous wave keying (or ASK) in AM
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Fig. 3.53 Magnitude spectral density of a Gaussian LFM pulse: (a) PCR = 20 and (b) PCR = 100.



transmission. Several types of FSK are recognized. Among them the binary frequency shift keying (BFSK) and multifrequency shift keying or M-ary frequency shift keying (MFSK) are most widely used. 3.10.1 Binary Frequency Shift Keying In BFSK, the frequency of a ﬁxed amplitude carrier signal is abruptly changed between two diﬀering frequencies by opening and closing the key according to the binary stream of data to be transmitted. Figure 3.54 shows an example of the BFSK signal sequence generated, e.g., by the same binary sequence 0101001 (“1” is a mark and “0” is a space) as that used in Fig. 3.37 to illustrate the BASK signal. For illustrative purposes, the spacing frequency is shown here as double the marking frequency. A block diagram for the BFSK transmitter can be realized as it is shown in Fig. 3.55. Two carrier signals z1 (t) = ej(ω01 t+ψ01 ) and z2 (t) = ej(ω02 t+ψ02 ) are formed separately at diﬀerent frequencies ω01 = 2πf01 and ω02 = 2πf02 .
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(a)



(b) Fig. 3.54 Frequency shift keying: (a) binary modulating signal and (b) BFSK signal.



Fig. 3.55 Block diagram for BFSK transmitter.



The binary FSK wave is then formed as  y(t) = A0 [m(t)z1 (t) + m(t)z ¯ 2 (t)] =



A0 z1 (t),



m(t) = 1



A0 z2 (t),



m(t) = 0



.



(3.112)



In such a structure, the BFSK signal has constant amplitude A0 and the diﬀerence f02 − f01 is usually less than 1,000 Hz, even when operating at several megahertz. To receive the BFSK signal, the receiver is designed to have a structure shown in Fig. 3.56. Its logical part is designed with two correlators and a comparator. So, if the ﬁrst correlator produces a signal that is larger than that of the second correlator, the receiver outputs “1” and vice versa. On the whole, FSK is used primarily in low-speed modems capable of transmitting data up to 300 bits/s. So, this is a relatively slow data rate. To achieve higher speeds, other forms of modulation are used, including phaseshift keying modulation.
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Fig. 3.56 Block diagram for BFSK receiver.



3.10.2 Multifrequency Shift Keying To increase the speed of data transmitting, MFSK is used. MFSK is bandwidtheﬃcient, fast, and relatively simple to encode. This kind of coding is akin to that in M -ASK. It implies using several tones in the carrier with a number of frequencies multiple to 2. For example, MFSK4 allows for high-speed (up to 2,400 baud) data transmission. Another coding is known as Hadamard MFSK, which advanced modulation scheme is used to minimize the eﬀects of frequency-dependent fading. This scheme also allows the system to operate at a lower signal-to-noise ratio (SNR) by working reliably at lower transmit power levels.



3.11 Phase Modulation Usually, the terms angular modulation, FM, and PM are used interchangeably. Indeed, if the modulating function varies proportionally the signal angle, it is PM; and if the derivative of the modulating signal aﬀects this angle, then it is FM. Thus, a transition from FM to PM and backward may be done by preprocessing the modulating signal with the integrator and diﬀerentiator, respectively. Phase modulation: PM is a kind of angular modulation with which the phase of oscillations is varied in accordance with the modulating signal.   In PM, the modulated signal phase (3.6) may be performed by Ψ(t) = ω0 t + kp m(t) + ψ0 ,



(3.113)



where kp m(t) = ∆ψ(t) is the phase deviation, m(t) is the message signal, and kp is the phase sensitivity.
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3.11.1 Simplest PM By the harmonic message signal, m(t) = m0 cos(Ωt + ϑ), the angle (3.113) is rewritten as (3.114) Ψ(t) = ω0 t + ∆ψ cos(Ωt + ϑ) + ψ0 , where ∆ψ = kp m0 is the peak phase deviation caused by the modulating signal. The PM signal then becomes y(t) = A0 cos[ω0 t + ∆ψ cos(Ωt + ϑ) + ψ0 ] .



(3.115)



The instantaneous frequency associated with (3.114) calculates dΨ(t) = ω0 − ∆ψΩ sin(Ωt + ϑ) dt and hence the frequency deviation caused by PM is ω(t) =



∆ω = −∆ψΩ = −kp m0 Ω .



(3.116)



(3.117)



Figure 3.57 exhibits the modulation processes associated with PM, i.e., the modulating signal x(t) (a), frequency variations ω(t) caused by PM (b), PM function ψ(t) (c), and modulated PM signal y(t) (d). It is seen that the instantaneous phase is nonstationary having a drift ω0 t and, unlike the FM case, the PM law inherently coincides here with the modulating signal x(t). The frequency varies by the diﬀerentiated modulating signal, thus obeying the function −∆ψΩ sin(Ωt + ϑ). Inherently, the frequency function is shifted on π/2 for the modulating signal. Yet, the peak phase deviation ∆ψΩ = kp m0 Ω depends not only on the phase sensitivity kp and peak value of the message signal m0 but also on the modulation frequency Ω. The latter is treated as a disadvantage of PM. Spectrum of simplest PM demonstrates quite some similarity with that of FM if the phase deviation ∆ψ is small. By zero constant phases ϑ = ψ0 = 0 and |∆ψ|  π, (3.115) becomes y(t) = A0 cos(ω0 t + ∆ψ cos Ωt) = A0 cos(ω0 t) cos(∆ψ cos Ωt) − A0 sin(ω0 t) sin(∆ψ cos Ωt) . (3.118) The functions cos(∆ψ sin Ωt) and sin(∆ψ sin Ωt) are extended to the Bessel functions of the ﬁrst kind and nth order, (3.85) and (3.86), respectively. By |∆ψ| < 1 and (3.87), (3.118) reduces to the series A0 ∆ψ A0 ∆ψ cos(ω0 − Ω)t + cos(ω0 + Ω)t (3.119) 2 2 and we see that (3.119) and (3.88) are consistent. Therefore, spectrum of a signal with simplest PM will be performed by Fig. 3.41 if to substitute β with ∆ψ. And, like the FM case, increasing ∆ψ increases a number of spectral lines in the signal spectrum. y(t) ∼ = A0 cos ω0 t −
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(a) w



w (b)



w



w



(c)



(d) Fig. 3.57 Simplest PM: (a) modulating signal, (b) FM caused by PM, (c) PM, and (d) PM signal.



3.11.2 Spectrum with Arbitrary Angle Deviation A generalized form of (3.118) can be chosen to be y(t) = Re [A0 ejω0 t ej∆ψ cos Ωt ] ,



(3.120)



where no assumption about the phase deviation ∆ψ is made. We may then extend the modulating term to the harmonic series by the Bessel functions of the ﬁrst kind and nth order (3.85) and (3.86), and write ej∆ψ cos Ωt =



∞  n=−∞



j n Jn (∆ψ)ejnΩt .



(3.121)
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By substituting j n = ejnπ/2 and invoking (3.121), (3.120) transforms to * ) ∞  jω0 t jnΩt+j nπ 2 Jn (∆ψ)e y(t) = Re A0 e n=−∞



)



∞ 



= Re A0



*



Jn (∆ψ)ej (



ω0 t+nΩt+ nπ 2



)



n=−∞



= A0



% nπ & . Jn (∆ψ) cos (ω0 + nΩ) t + 2 n=−∞ ∞ 



(3.122)



The Fourier transform of (3.122), using the Euler formula, may now be performed by Y (jω) = =



∞ & % nπ nπ A0  Jn (∆ψ)F ej(ω0 +nΩ)t+j 2 + e−j(ω0 +nΩ)t−j 2 2 n=−∞ ∞ & % nπ nπ A0  Jn (∆ψ) ej 2 Fej(ω0 +nΩ)t + e−j 2 Fe−j(ω0 +nΩ)t . 2 n=−∞



(3.123) By the shift property of the delta function, 1 δ(z − z0 ) = 2π



∞



e±j(z−z0 )u du ,



(3.124)



−∞



(3.123) ﬁnally goes to Y (jω) =



∞ 



πA0 Jn (∆ψ)δ(ω + ω0 + nΩ)e−j



n=−∞ ∞ 



+



nπ 2



πA0 Jn (∆ψ)δ(ω − ω0 − nΩ)ej



nπ 2



,



(3.125)



n=−∞



where the ﬁrst and second sums represent the PM spectrum around the negative and positive carrier frequencies, respectively. Relation (3.125) gives a generalized solution of an analysis problem for signals with angular modulation. It is a straightforward solution for PM and it holds true for FM if to substitute the phase deviation ∆ψ with the FM modulation index β. In either case, the calculus requires high orders of the Bessel functions if ∆ψ is large. This thereby increases a number of spectral lines, which amplitudes are calculated by the Bessel functions. To illustrate, Fig. 3.58 sketches two plots of the magnitude spectrums with angular modulation for ∆ψ = β = 2 and ∆ψ = β = 5.
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b



(a) - - - b



(b) - - - - - - Fig. 3.58 Magnitude spectrum with angular modulation: (a) ∆ψ = β = 2 and (b) ∆ψ = β = 5.



3.11.3 Signal Energy with Angular Modulation Energy plays an important role when signals are transmitted to a distance and then received and processed at receiver. Two major measures of energy are of prime interest: an average energy during the period of a carrier and modulating signal. With simplest PM (3.119), an instantaneous power of an electric current iPM may be assumed to be generated on some real resistance R such that P (t) = i2PM R =



2 A2 vPM = 0 cos2 (ω0 t + ∆ψ cos Ωt) , R R



(3.126)



where vPM is an electric voltage induced by iPM on R. An average power over the period of a carrier signal Tω = 2π/ω0 is given by 1 P ω = Tω



=



Tω /2



−Tω /2



A20 2RTω



A20 P (t)dt = RTω



Tω /2



cos2 (ω0 t + ∆ψ cos Ωt)dt −Tω /2



Tω /2



[1 + cos 2(ω0 t + ∆ψ cos Ωt)] dt −Tω /2



A20 A2 = 0 + 2R 2RTω



Tω /2



[cos 2ω0 t cos(2∆ψ cos Ωt) − sin 2ω0 t sin(2∆ψ cos Ωt)] dt . −Tω /2



(3.127)
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Typically, angular modulation is performed with Ω  ω0 and the functions cos(2∆ψ cos Ωt) and sin(2∆ψ cos Ωt) become almost constants as compared to the carrier frequency terms. An average power therefore may approximately be calculated by A2 (3.128) P ω ∼ = 0. 2R In contrast to AM (3.21), there is no modulating terms in (3.128) and thus this is also an average power over the period of the modulating frequency, A2 P Ω ∼ = P ω ∼ = 0. 2R



(3.129)



This peculiarity of angular modulation (PM and FM) speaks in favor of its application in communications. Indeed, signals with time-constant energy are the best candidates for eﬃcient matching with system channels.



3.12 Phase Shift Keying In line with LFM, there are several other types of complex modulation of practical importance. One of them is perfected with the impulse AM and phase manipulation, also known as the PSK or the binary PSK (BPSK). In BPSK modulation, the phase of the RF carrier is shifted on ±π in accordance with a digital bit stream. Therefore, the BPSK signal may be performed as the RF pulse-burst or pulse-train with a unit period-to-pulse duration ratio, q = 1. Phase in each pulse is manipulated by a digital code. In communications, the periodic series of BPSK bit pulses is used. In radars, they exploit the pulsebursts to compress the correlation function of a signal at the receiver. 3.12.1 RF Signal with Phase Keying Most generally, the phase keying (manipulation) signal is the one which phase changes in accordance with some impulse modulating signal that may be periodic or it may be the burst. In practical applications, the widest currency has gained the signal which phase is manipulated on 0 or π with some periodicity. Examples are the BPSK in communications and the binary phase coding in radars. Herewith, other phase shifts may also be used in communications, in particular. To learn a spectral content of such signals, it is in order considering them as the series of single pulses with q = 1 and phases manipulated in accordance with some law. The envelope of elementary pulses might be arbitrary and, in some cases, coded. Since the burst duration is calculated by τB = N τ ,



(3.130)
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where τ is an elementary pulse duration and N is a number of pulses in the burst, the phase-manipulated signal of the rectangular envelope with amplitude A0 may be performed by  A0 cos[ω0 t + kp m(t) + ψ0 ], 0  t  τB y(t) = , (3.131) 0 otherwise where the message signal m(t) makes the phase shift ∆ψ(t) = kp m(t) to be 0 or π in each of elementary pulses. If we let ψ0 = 0 and suppose that the ratio τ /T0 is integer, where T0 = 2π/ω0 is the period of the carrier, then the signal phase will take a constant value of either Ψ(t) = ω0 t



or



Ψ(t) = ω0 t + π



and (3.131) will be performed by a superposition of the elementary pulses, ⎧ N −1 ⎨ cos (ω0 t + ∆ψn ), nτ  t  (n + 1)τ A0 , (3.132) y(t) = n=0 ⎩ S0 otherwise where N may be arbitrary in general and it is determined by the code length, in particular. The phase shift ∆ψn takes the values either 0 or π induced by the digital code. Figure 3.59 gives an example of a PSK signal in question.



t



t Fig. 3.59 PSK signal.
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3.12.2 Spectral Density of RF Signal with BPSK An analysis problem of (3.132) for ﬁnite N may be solved using the properties of the Fourier transform. We thus write Y (jω) =



N 



Xn (jω) ,



(3.133)



n=1



where Xn (jω) is the spectral density of the nth elementary shifted RF pulse. Referring to Fig. 3.59, we note that a center of the nth elementary RF pulse is shifted on (n − 0.5)τ and hence its spectral density, by the time-shifting property, is 1 (3.134) Xn (jω) = X(jω)e−j [(ω−ω0 )(n+ 2 )τ −∆ψn ] , where X(jω) is the spectral density of an elementary unshifted RF pulse. By (3.134), a density (3.133) becomes Y (jω) = X(jω)



N 



e−j [(ω−ω0 )(n+ 2 )τ −∆ψn ] . 1



(3.135)



n=1



The main problem with an analysis of (3.135) is coupled with the value of the phase ∆ψn that is assigned by the code. The phase ∆ψn may take diﬀerent values in a common case and it is just 0 or π in the BPSK. Fortunately, X(jω) is not involved in the analysis and is accounted as a multiplier. Earlier, we derived spectral densities of several elementary single RF pulses. If we restrict ourself with using only the rectangular waveform, which spectral density at ω0 is X(jω) = A0 τ



sin [(ω − ω0 ) τ0 /2] , (ω − ω0 ) τ0 /2



(3.136)



then (3.135) will attain the form of Y (jω) = A0 τ



N sin [(ω − ω0 ) τ0 /2]  −j [(ω−ω0 )(n− 12 )τ −∆ψn ] e . (ω − ω0 ) τ0 /2 n=1



(3.137)



Further transformations of (3.137) can be provided only for the particular types of phase codes, among which the Barker codes are most widely used. 3.12.3 PSK by Barker Codes Many radars operate with short compressed pulses at the receiver. An example of pulse-compression radar is phase-coded pulse compression. As we have already mentioned, in pulse-coded waveform the long pulse (Fig. 3.59) is subdivided into N short subpulses of equal duration τ . Each is then transmitted with a particular phase in accordance with a phase code (usually binary coding). Phase of the transmitted signal alternates between 0 and π in accordance with the sequence of elements in the phase code. The phase code
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Table 3.1 Barker codes of length N and the side-lobe level achieved in the signal power spectral density Code length N N2 N3 N4 N5 N7 N 11 N 13



Code elements 01 or 00 001 0001 or 0010 00010 0001101 00011101101 0000011001010



Side-lobe level (dB) −6.0 −9.5 −13.0 −14.0 −16.9 −20.8 −23.3



used is generally a standard code, which has proved to provide the best resolution and least ambiguity in determining the target parameters. The codes used can be either Barker or some form of pseudorandom code. Table 3.1 gives Barker codes along with the side-lobe level achieved in the signal power spectral density (PSD). The known Barker codes are limited to 13 bits in length. To reduce the probability of a high correlation with the message bits, longer codes are desirable. To meet this need, another set of codes called Willard sequences have been developed. These can be longer than Barker codes, but the performance is not as good. Examples of spectral densities of signals, which phases are manipulation by Barker codes, are given below. Example 3.12. Given a rectangular pulse-burst, q = 1, with phase manipulation by the Barker code of length N = 3. Figure 3.60 shows this signal along with the Barker code N 3. By (3.135) and ejπ = −1, the spectral density of a signal is written as 0 / τ 3τ 5τ Y (jω) = X(jω) e−j(ω−ω0 ) 2 + e−j(ω−ω0 ) 2 + e−j[(ω−ω0 ) 2 −π] % & 3τ = X(jω)e−j(ω−ω0 ) 2 ej(ω−ω0 )τ + 1 − e−j(ω−ω0 )τ = X(jω)e−j(ω−ω0 )



3τ 2



[1 + 2j sin (ω − ω0 ) τ ] .



(3.138)



By using (3.32) and (3.33), we go to the USB of the spectral density  A0 τ sin[(ω − ω0 )τ /2] 1 + 4 sin2 (ω − ω0 )τ Y+ (jω) = 2 (ω − ω0 )τ /2 3τ ×e−j {(ω−ω0 ) 2 +arctan[2 sin(ω−ω0 )τ ]} = |Y+ (jω)| e−jΨy (ω) , (3.139) by which the magnitude and phase spectral densities are calculated to be, respectively,   A0 τ  sin[(ω − ω0 )τ /2]  1 + 4 sin2 (ω − ω0 )τ , (3.140) |Y+ (jω)| = 2  (ω − ω0 )τ /2 
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t



t



t



Fig. 3.60 Phase-manipulated signal with the Barker code N 3.



 3τ (ω−ω ϕy (ω) =



0) 2 3τ (ω−ω0 ) 2



+ arctan[2 sin(ω − ω0 )τ ] ± 2πn, + arctan[2 sin(ω − ω0 )τ ] ± π ± 2πn,



sin(ω−ω0 )τ /2 (ω−ω0 )τ /2 sin(ω−ω0 )τ /2 (ω−ω0 )τ /2



0 τ , the function becomes identically zero.   • With θ = 0, the function reaches the signal energy, ∞ 2



|x(t)| dt = Ex .



φx (0) =



(4.35)



−∞



 



• By |θ| > 0, the function value does not overcome the signal energy, φx (θ) = x, xθ  φx (0) = Ex .



(4.36)



This fact follows straightforwardly from the Cauchy–Bunyakovskii inequality (4.37) | x, xθ |  x · xθ  = Ex ,  ∞ x2 (t)dt is the 2-norm of x(t) and xθ  ≡ where x ≡ x2 = −∞  ∞ xθ 2 = x2 (t − θ)dt. −∞   • The function has the dimension [signal dimension]2 × s.



•



  The normalized measure of the function is dimensionless and called the energy autocorrelation coeﬃcient γx (θ). This coeﬃcient exists from −1 to +1 and is deﬁned by −1  γx (θ) =



•



φx (θ) φx (θ) =  1. φx (0) Ex



(4.38)  



The function duration is equal to the doubled duration of the pulse, τφ = 2τ.



  • Narrowness. The function width Wxx at the level of half of energy Ex /2 cannot exceed the pulse duration τ , Wxx  τ. The maximum value Wxx = τ corresponds to the rectangular pulse (Figs. 4.9 and 4.10). Complex RF pulses can obtain Wxx  τ .  
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Narrowness, as the most appreciable applied property of φx (θ), is exploited widely in signals detection and identiﬁcation. This is because φx (θ) reaches a maximum when the signals are unshifted and, for some complex signals, it may diminish toward zero rapidly even though having a negligible time shift θ. At the early electronics age, the complex signals (LFM and PSK) had not been required as the systems (e.g., communications, navigation, radars) were relatively simple and the signals were simple as well. A situation was changed cardinally several decades ago, when use of complex signals had become motivated not only by technical facilities but also primarily by possibilities of optimum task solving. The role of correlation analysis had then been gained substantially. 4.3.4 Power Autocorrelation Function of a Signal So far, we were concerned with autocorrelation of the signals, which energy is ﬁnite. A periodic signal x(t) = x(t + kT ) has inﬁnite energy and, therefore, (4.28) cannot be applied. If such a signal has ﬁnite power, the power autocorrelation function is used as the average of the energy autocorrelation function over the inﬁnite time bounds. This function is written as 1 Rx (θ) = lim T →∞ 2T



T



x(t)x∗ (t − θ)dt



(4.39)



−T



and it reaches the signal average power with θ = 0, 1 Rx (0) = lim T →∞ 2T



T 2



|x(t)| dt = Px ,



(4.40)



−T



having a dimension of [(signal dimension)2 ]. An example is a simplest harmonic signal. Example 4.10. Given a real harmonic signal x(t) = A cos ω0 t ,



(4.41)



with constant amplitude A0 and natural frequency ω0 . The signal exists in inﬁnite time bounds. To determine the power autocorrelation function, the signal (4.41) may be assumed to be a rectangular RF pulse (Examples 4.2 and 4.3), which duration 2τ tends toward inﬁnity. The function (4.39) is then calculated by 1 Rx (θ) = lim τ →∞ 2τ



τ −τ



x(t)x∗ (t − θ)dt = lim



τ →∞



1 φx (θ) , 2τ



(4.42)
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where φx (θ) is determined by (4.32). Setting τ → ∞ to (4.32), we arrive at Rx (θ) =



A2 cos ω0 θ. 2



(4.43)



The average power of a signal is calculated by (4.43) at θ = 0, Px = Rx (0) =



A2 . 2



Thus, the power autocorrelation function of a periodic harmonic signal is also a harmonic function (4.43) having a peak value that is equal to the average power.   Alternatively, the power autocorrelation function of a periodic signal may be calculated by averaging over the period T = 2π/ω0 . The modiﬁed relation (4.39) is T /2  1 x(t)x∗ (t − θ)dt. (4.44) Rx (θ) = T −T /2



Example 4.11. Given a signal (4.41). By (4.44), we get A2 Rx (θ) = T



T /2 



cos ω0 t cos ω0 (t − θ)dt −T /2



⎡



2



=



A ⎢ ⎣ 2T



T /2 



T /2 



cos ω0 (2t − θ) dt +



−T /2



⎤ ⎥ cos ω0 θdt⎦ .



−T /2



Here, the ﬁrst integral produces zero and the second one leads to (4.43).   4.3.5 Properties of the Power Autocorrelation Function The following important properties of the power autocorrelation function (4.39) may now be outlined: • The function is even, Rx (θ) = Rx (−θ).



(4.45)



• By θ = 0, it is the average power of a signal, 1 Rx (0) = lim T →∞ 2T



T 2



|x(t)| dt = Px . −T



(4.46)
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• The function is periodic and it does not exceed the signal average power, Rx (θ)  Px (0). •



The Cauchy–Schwarz inequality claims that   Rx (θ) = x, xθ  x, x xθ , xθ = Px .



(4.47)



• The function has a dimension [signal dimension]2 . • The normalized function is called the power autocorrelation coeﬃcient rx (θ) =



Rx (θ) Rx (θ) = , Rx (0) Px



(4.48)



which absolute value does not exceed unity, −1  rx  1.



4.4 Energy and Power Spectral Densities Usually, neither the autocorrelation function nor its spectral analog can solely help solving system’s problems satisfactorily. Frequently, both functions are required. In fact, an optimum signal waveform and structure in radars is derived through the correlation function. On the contrary, an optimum system structure for the desired signal is easily obtained in the frequency domain by the relevant spectral performance. Thus, the translation rule between the signal autocorrelation function and its spectral performance is important not only from the standpoint of the signals theory but also from the motivation by practical needs. 4.4.1 Energy Spectral Density To determine a correspondence between the signal energy autocorrelation function φx (θ) and ESD function Gx (ω), we apply the direct Fourier transform to φx (θ), employ (4.28), and go to ∞ F{φx (θ)} = −∞ ∞



φx (θ)e−jωθ dθ ∞



= −∞ −∞ ∞ ∞



= −∞ −∞



x(t)x∗ (t − θ)e−jωθ dtdθ



x(t)e−jωt x∗ (t − θ)ejω(t−θ) dtdθ
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⎡ =⎣



∞



⎤⎡ x(t)e−jωt dt⎦ ⎣



−∞



⎤∗



∞



x(λ)e−jωλ dλ⎦



−∞ ∗



2



= X(jω)X (jω) = |X(jω)| = Gx (ω).



(4.49)



The inverse relation, of course, also holds true, ∞ 1 −1 F {Gx (ω)} = Gx (ω)ejωθ dω = φx (θ), 2π



(4.50)



−∞



and we conclude that the energy autocorrelation function φx (θ) and the ESD function Gx (ω) are coupled by the Fourier transforms, F



φx (θ) ⇔ Gx (ω). −jωθ



We may also denote Xθ (jω) = X(jω)e and rewrite (4.50) as the inner product 1 φx (θ) = 2π =



1 2π



∞ jωθ



Gx (ω)e −∞ ∞



1 dω = 2π



∞



and



∗



= X (jω)ejωθ ,



X(jω)X ∗ (jω)ejωθ dω



−∞



X(jω)Xθ∗ (jω)dω =



−∞



(4.51) Xθ∗ (jω)



1 X, Xθ . 2π



(4.52)



Three important applied meaning of the transformation (4.51) may now be mentioned: • It is a tool to deﬁne the ESD function through the energy autocorrelation function, and vice versa. • It gives a choice in measuring either the ESD or the energy autocorrelation function. After one of these functions is measured, the other one may be recovered without measurements. • It gives two options in determining both the ESD function and the energy autocorrelation function. Indeed, φx (θ) may be deﬁned either by the signal time function (4.28) or by the ESD function, by (4.50). In turn, Gx (ω) may be deﬁned either by the signal spectral density (4.6) or by the autocorrelation function, by (4.49). So, there are two options in deﬁning the ESD and energy autocorrelation functions. Which way is simpler and which derivation routine is shorter? The answer depends on the signal waveform that we demonstrate in the following examples. Example 4.12. Suppose a rectangular video pulse with amplitude A and duration τ . By (4.49) and (2.80), we go to the ESD function 2



Gx (jω) = |X(jω)| = A2 τ 2



sin2 (ωτ /2) . (ωτ /2)2



(4.53)
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By a larger burden, the same result (4.53) appears if to apply the direct Fourier transform (4.49) to the autocorrelation function of this pulse (4.29). Relation (4.29) shows that the energy autocorrelation function of the pulse is deﬁned in an elementary way. Alternatively, one may apply the inverse Fourier transform to (4.53) and go to (4.29), however, with lower burden. Thus, unlike the direct calculus, the Fourier transform is less eﬃcient to produce both Gx (ω) and φx (θ) of the rectangular pulse. Figure 4.11 sketches both functions.   Example 4.13. Suppose a sinc-shaped video pulse (2.91). By (2.93), its ESD function is basically deﬁned to be  2 2 2 A π /α , |ω|  α 2 . (4.54) Gx (ω) = |X(jω)| = 0, |ω| > α Applying (4.50) to (4.54), we go to the energy autocorrelation function in an elementary way as well, A2 π φx (θ) = 2α2



α ejωθ dω = −α



A2 πω sin ωθ , α2 ωθ



(4.55)



and conclude that shapes of the sinc pulse and its autocorrelation function coincide.
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Fig. 4.11 Energy functions of a rectangular pulse: (a) ESD and (b) autocorrelation.
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One can also derive φx (θ) by integrating the shifted versions of a sincfunction (2.91). In turn, Gx (ω) may be obtained from φx (θ) employing the direct Fourier transform. In doing so, one realizes that the derivation burden rises substantially. Thus, the Fourier transform is eﬃcient in (4.55) and not eﬃcient in deriving Gx (ω) by φx (θ). Figure 4.12 illustrates both functions. Example 4.14. Suppose a Gaussian video pulse (2.95), whose spectral density is speciﬁed by (2.96). By (4.49), its ESD function is written as 2



Gx (ω) = |X(jω)| =



A2 π − ω22 e 2α . α2



(4.56)



The autocorrelation function may be derived using either (4.28) or (4.50).  2 ∞ −pz2 −qz π q /4p e dz = and In the former case, we employ an identity pe −∞



obtain ∞ φx (θ) = A2



e−α



2 2



−∞



t



∞



2 −α2 θ 2



=A e 2



=



A α







e−α



2



(t+θ)2



e−2α



2



dt



(t2 +tθ)



dt



−∞



π − α2 θ 2 e 2 . 2



(4.57)
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In the latter case, we ﬁrst write φx (θ) =



1 A2 π 2π α2



∞



ω2



e− 2α2 +jθω dω.



−∞



Then recall that φx (θ) = φx (−θ), use the above-mentioned integral identity, and go to (4.57). If to derive the ESD function by (4.49) using (4.57), then the derivation routine will have almost the same burden. Figure 4.13 illustrates both functions. Resuming, we ﬁrst recall the splendid property of the Gaussian pulse that is its ESD and autocorrelation functions have the same shape. We then notice that its ESD (4.56) and correlation function (4.57) are Gauss-shaped as well. Of importance also is that diﬀerent ways in deriving the energy functions of this pulse oﬀer almost the same burden.   It may be deduced from the above-given examples that the energy autocorrelation functions of simple single waveforms are not suﬃciently narrow. The question then is if such a property is featured to the pulse-bursts. To answer, we ﬁrst consider an example of the rectangular one. Example 4.15. Suppose a rectangular video pulse-burst with N = 4 and q = T /τ = 2. By (2.145) and (4.49), its ESD function becomes 2



Gx (ω) = |X(jω)| = A2 τ 2



sin2 (ωτ /2) sin2 (ωN T /2) . (ωτ /2)2 sin2 (ωT /2)



(4.58)



The energy autocorrelation function may be derived by (4.28) in analogy to the single pulse (4.29). Figure 4.14 illustrates both Gx (ω) and φx (θ).  
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Fig. 4.13 Energy functions of the Gaussian pulse: (a) ESD and (b) autocorrelation.
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Fig. 4.14 Energy functions of the rectangular pulse-burst: (a) ESD and (b) autocorrelation.



Figure 4.14b demonstrates that the peak value of the main lobe of the autocorrelation function φx (θ) of the rectangular pulse is increased and its width reduced by the number N of pulses in the burst. This is certainly an advantage of the latter. However, the main lobe is accompanied with the multiple side lobes. This nuisance eﬀect is of course a disadvantage. To overcome this, the pulse-burst needs to be modiﬁed somehow that we consider in further. 4.4.2 Power Spectral Density In line with the energy autocorrelation function and ESD, the power autocorrelation function and the associated PSD function have also gained wide currency in applications. To derive the PSD function, we apply the direct Fourier transform to Rx (θ), use (4.39), and go to ∞ F{Rx (θ)} =



Rx (θ)e−jωθ dθ



−∞



∞ = −∞



1 lim T →∞ 2T



1 = lim T →∞ 2T 1 = lim T →∞ 2T
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x(t)x∗ (t − θ)e−jωθ dt dθ
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T x(t)e −T
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x∗ (λ)ejωλ dλ
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⎡ 1 ⎣ = lim T →∞ 2T
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T x(t)e



−jωt



dt⎦ ⎣
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⎤∗ x(λ)e−jωλ dλ⎦



−T



1 1 2 |X(jω)| = lim Gx (ω). = lim T →∞ 2T T →∞ 2T



(4.59)



The spectral function 1 Gx (ω) = Sx (ω) = lim T →∞ 2T



∞



Rx (θ)e−jωθ dθ



(4.60)



−∞



has a meaning of the PSD of a signal x(t). The inverse transform thus produces 1 Rx (θ) = 2π



∞ Sx (ω)ejωθ dθ



(4.61)



−∞



to mean that, in line with φx (θ) and Gx (ω), the power autocorrelation function Rx (θ) and PSD function Sx (ω) are also subjected to the pair of the Fourier transforms, F (4.62) Sx (ω) ⇔ Rx (θ). Example 4.16. Suppose a real periodic harmonic signal x(t) = A cos ω0 t, whose power autocorrelation function is deﬁned by (4.43). The PSD function is obtained, by (4.60), to be A2 Sx (ω) = 2 =



A2 4



∞ cos ω0 θe −∞ ∞



−∞



−jωθ



A2 dθ = 2



e−j(ω−ω0 )θ dθ +



A2 4



∞ −∞



∞



ejω0 θ + e−jω0 θ −jωθ e dθ 2



e−j(ω+ω0 )θ dθ



−∞



A2 [δ(f − f0 ) + δ(f + f0 )] . = 4



(4.63)



Figure 4.15 shows the PSD function of this signal.   For periodic signals, the PSD function is calculated by the coeﬃcients of the Fourier series (2.14). To go to the relevant formula, we apply the Fourier
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w



Fig. 4.15 PSD function of a harmonic signal x(t) = A cos 2πf0 t.



transform to (4.44), use (2.14), and arrive at ∞ F{Rx (θ)} =



Rx (θ)e−jωθ dθ



−∞
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sin(k − l)π δ(ω − lΩ). (k − l)π



As may be seen, the transform is not equal to zero only if k = l. We then get Sx (ω) = F{Rx (θ)} = 2π



∞ 



2



|Ck | δ(ω − kΩ)



(4.64)



k=−∞



that is the other option to calculate the signal PSD function. Example 4.17. Suppose a signal x(t) = A cos ω0 t with period T = 2π/ω0 . The coeﬃcients of the Fourier series are calculated by (2.15) to be 1 Ck = T A = T



T /2 



x(t)e−jkΩt dt



−T /2 T /2 



cos ω0 t e −T /2



−jkΩt



A dt = T
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ejω0 t + e−jω0 t −jkΩt e dt 2
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A = 2T =



T /2 



e



j(ω0 −kΩ)t
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A dt + 2T
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e−j(ω0 +kΩ)t dt



−T /2



A sin π(f0 − kF )T A sin π(f0 + kF )T + . 2 π(f0 − kF )T 2 π(f0 + kF )T



The PSD function is calculated, by (4.64), to be Sx (ω) = 2π



∞ 



2



|Ck | δ(ω − kΩ)



k=−∞ ∞ πA2  sin2 (ω0 − kΩ)T /2 δ(ω − kΩ) = 2 [(ω0 − kΩ)T /2]2 k=−∞



+



∞ πA2  sin2 (ω0 + kΩ)T /2 δ(ω − kΩ) 2 [(ω0 + kΩ)T /2]2 k=−∞



+



∞ 2πA2  sin(ω0 − kΩ)T /2 sin(ω0 + kΩ)T /2 δ(ω − kΩ). 2 (ω0 − kΩ)T /2 (ω0 + kΩ)T /2 k=−∞



In this series, the ﬁrst and second sums are not zero only if kΩ = ω0 and kΩ = −ω0 , respectively. Yet, the last sum is zero. By such a simpliﬁcation, we arrive at the same relation (4.63), πA2 [δ(ω − ω0 ) + δ(ω + ω0 )] 2 A2 = [δ(f − f0 ) + δ(f + f0 )] . 4



Sx (ω) =



  Observing Examples 4.16 and 4.17, one may conclude that the transform (4.60) allows for a lesser routine if a periodic signal is harmonic. Fortunately, this conclusion holds true for many other periodic signals. 4.4.3 A Comparison of Energy and Power Signals We have now enough to compare the properties of the energy and power signals. First, we notice that a signal cannot be both energy and power signals. If we suppose that Px > 0 leads to Ex = ∞ (one needs to multiply the ﬁnite power with the inﬁnite time duration), the signal is only a power signal. In the other case, if we assume that Ex < ∞, then Px = 0 (one needs to divide the ﬁnite energy with the inﬁnite time duration), the signal is an energy signal.
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This substantial diﬀerence between two types of signals requires diﬀerent approaches to calculate their performance in the time and frequency domains. Table 4.1 generalizes the relationships for the energy and power signals and Table 4.2 supplements it for the power periodic signals with period T . On the basis of the above-given analysis of these tables, one may arrive at several important conclusions: •



The wider the ESD function, the narrower the energy correlation function, and vice versa. • A signal waveform is critical to derive the ESD and energy correlation functions with minimum burden. Here, one has two options: a direct derivation or the Fourier transform. The only signal, the Gaussian waveform, allows for the same routine in deriving either Gx (ω) or φx (θ). • The functions Gx (ω) and φx (θ) are coupled by the Fourier transform. Therefore, frequently, one of these functions is calculated through the other Table 4.1 Relationships for energy and power signals Energy signal
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Table 4.2 Additional relationships for power periodic signals Power periodic signal
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one. It is important to remember that φx (θ), by deﬁnition, has a peak value at θ = 0, meaning that its shape cannot be supposed to be rectangular, for example. Indeed, a supposition  B, |θ|  θc φx (θ) = 0, otherwise leads to a wrong result, and we have θc



e−jωθ dθ = 2Bθc



Gx (jω) = B −θc



sin ωθc ωθc



and thus the derived ESD function is real but oscillates about zero. However, it cannot be negative-valued, by deﬁnition, whereas the obtained result can.



4.5 Single Pulse with LFM We have shown in Section 4.6 that the LFM rectangular pulse has almost a rectangular spectral density about the carrier frequency. Therefore, its ESD function is almost rectangular as well. Such a peculiarity of the LFM pulse makes it to be easily detected and the measurements associated with such signals may be provided with high accuracy. Below, we learn the autocorrelation function of a single rectangular LFM pulse and study its properties in detail. 4.5.1 ESD Function of a Rectangular LFM Pulse The ESD function of a rectangular LFM pulse x(t) is readily provided by squaring the relevant amplitude spectral density (3.103). This function is 2



Gx (ω) = |X(jω)| 4 A2 π 3 = 0 [C(ν1 ) + C(ν2 )]2 + [S(ν1 ) + S(ν2 )]2 , 4α



(4.65)



where the Fresnel functions, C(ν1 ), C(ν2 ), S(ν1 ), and S(ν2 ), were introduced in Section 3.9.2 and the auxiliary coeﬃcients are speciﬁed by ν1 =



ατ + 2(ω − ω0 ) √ 2 απ



and



ν2 =



ατ − 2(ω − ω0 ) √ . 2 απ



Figure 4.16a sketches (4.65) for a variety of pulse-compression ratios PCR = ∆f τ = ατ 2 /2π, in which the frequency deviation is calculated by ∆ω = 2π∆f = ατ = 2π/τ PCR. It follows that, in line with the spectral density of this pulse, the ESD function occupies a wider frequency range if
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Fig. 4.16 ESD function of a rectangular LFM pulse: (a) 1  PCR  200; (b) PCR  1; (c) PCR > 1; and (d) PCR  1.



PCR increases. With very low values of PCR  1, the ESD function behaves closer to that corresponding to the rectangular RF pulse (Fig. 4.16b). With PCR > 1, the function occupies a wider frequency range and tends to be rectangular (Fig. 4.16c). With PCR  1, it is almost rectangular if to neglect oscillations within a bandwidth (Fig. 4.16d). Example 4.18. Given a rectangular LFM pulse with the amplitude A0 = 15 V, carrier frequency f0 = 9 × 109 Hz, pulse duration τ = 2 × 10−6 s, and frequency deviation ∆f = 1 × 108 Hz. The PCR of this pulse calculates PCR = ∆f τ = 200. The LFM rate is α = 2π∆f /τ = 2π × 108 /(2 × 10−6 ) = π×1014 /s4 . The average value of the ESD function around the carrier is deﬁned to be Gx (0) = A20 π/2α = 225π/(2π × 1014 ) = 1.125 × 10−12 V2 s4 . Having
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a large PCR = 200, the signal spectrum is concentrated within a frequency range from f0 − ∆f /2 = 8.95 × 109 Hz to f0 + ∆f /2 = 9.05 × 109 Hz.   4.5.2 Autocorrelation Function of a Rectangular LFM Pulse Basically, the autocorrelation function of a rectangular LFM pulse may be derived using the inverse Fourier transform applied to (4.65). The way is not short and we prefer starting with the pulse time function and then exploiting (4.28). A single rectangular RF pulse with LFM is described by $ #  2 A0 cos ω0 t + αt2 , − τ2  t  τ2 . (4.66) x(t) = 0, otherwise Taking into account the symmetry property of the autocorrelation function, φx (θ) = φx (−θ), we may apply (4.28) to (4.66) and specify φx (θ) in the positive time range by  ' (  αt2 α(t + θ)2 cos ω0 (t + θ) + dt. cos ω0 t + 2 2
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By the Euler formula, we go to A2 φx (θ) = 0 4



(τ  /2)−θ'



e







j ω0 t+ αt2



−τ /2



 % × e



j ω0 (t+θ)+



α(t+θ)2 2



2 







+e



−j ω0 t+ αt2



&



2



% +e



−j ω0 (t+θ)+ 



(



α(t+θ)2 2



&5 dt,



provide the manipulations, and obtain A2 j φx (θ) = 0 e 4







ω0 θ+ αθ 2



(τ  /2)−θ 



2 ej [(2ω0 +αθ)t+αt ] dt



−τ /2



A2 −j + 0e 4 A2 j + 0e 4



2











ω0 θ+ αθ 2 



(τ  /2)−θ



e−jαθt dt



−τ /2



ω0 θ+ αθ 2



A2 −j + 0e 4



2



2 



(τ  /2)−θ



ejαθt dt −τ /2







ω0 θ+ αθ 2



2 



(τ  /2)−θ



2 e−j [(2ω0 +αθ)t+αt ] dt.



−τ /2



(4.68)
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The second and third terms in (4.68) are now easily transformed as in the following, A20 −j e 4
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(4.69)



To ﬁnd a closed form for the integral in the ﬁrst term of (4.68), we ﬁrst bring the power of the exponential function in the integrand to the full square and arrive at (τ  /2)−θ
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⎞ πξ ⎟ dξ ⎠ 2 2



0



π −j (2ω0 +αθ)2 4α e [C(ν3 ) − C(ν4 ) + jS(ν3 ) − jS(ν4 )] , 2α



(4.70)



where the integration bounds for the Fresnel functions, C(ν) and S(ν), are given by    2α 2ω0 + αθ τ + −θ , (4.71) ν3 = π 2α 2    2α 2ω0 + αθ τ − . (4.72) ν4 = π 2α 2 Reasoning along similar lines, we ﬁnd a solution for the integral in the fourth term in (4.68),  π j (2ω0 +αθ)2 4α e I2 = [C(ν3 ) − C(ν4 ) − jS(ν3 ) + jS(ν4 )] . (4.73) 2α Substituting (4.69), (4.70), and (4.73) into (4.68) yields φx (θ) =



A20 sin [αθ(τ − θ)/2] (τ − θ) cos ω0 θ 2 αθ(τ − θ)/2   A2 4ω 2 − α2 θ2 π [C(ν3 ) − C(ν4 )] cos 0 + 0 2 2α 4α 4ω02 − α2 θ2 + [S(ν3 ) − S(ν4 )] sin 4α



that ﬁnally may be written as φx (θ) =



A20 sin [αθ(τ − θ)/2] (τ − θ) cos ω0 θ 2 αθ(τ − θ)/2  ' ( 4ω02 − α2 θ2 A20 π H(θ) cos − ψ(θ) , + 2 2α 4α



(4.74)



where H=



 2 2 [C(ν3 ) − C(ν4 )] + [S(ν3 ) − S(ν4 )] ,



ψ = arctan



S(ν3 ) − S(ν4 ) . C(ν3 ) − C(ν4 )



(4.75) (4.76)



It may be shown that the second term in (4.74) contributes insigniﬁcantly. Furthermore, as φx (θ) = φx (−θ), one may substitute |θ| instead of θ. The
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correlation function of a single rectangular RF LFM pulse then attains the approximate form of φx (θ) ∼ =



A20 sin [αθ(τ − |θ|)/2] (τ − |θ|) cos ω0 θ , 2 αθ(τ − |θ|)/2



(4.77)



allowing for a comparative analysis of the signal power performance in the time domain with that obtained in the frequency domain (4.65). Several particular situations may now be observed. 4.5.2.1 Negligible PCR By PCR  1, we let αθ(τ − |θ|)/2 ∼ = 0 and thus the sinc function in (4.77) is almost unity. The correlation function then becomes A2 φx (θ)PCR1 ∼ = 0 (τ − |θ|) cos ω0 θ. 2



(4.78)



This is of course an isolated case for the LFM pulse, as its performance becomes as that of the relevant rectangular RF pulse. The ESD function for this case is shown in Fig. 4.16a and Fig. 4.17 shows the relevant autocorrelation function. 4.5.2.2 Large PCR and α(τ − |θ|)/2  ω0 This is a typical case of the LFM pulse that is associated with the sinc-shaped envelope ﬁlled by harmonic oscillations of the carrier. Figure 4.18 shows the correlation function for this case. A disadvantage is a large level of the side lobes that reaches about 21% of the signal energy. 4.5.2.3 Large PCR and α(τ − |θ|)/2  ω0 To increase narrowness of the function, the carrier frequency needs to be reduced and PCR increased. If we obtain α(τ −|θ|)/2  ω0 with PCR  1, we go to Fig. 4.19 that exhibits an excellent performance. Moreover, the function
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Fig. 4.17 Autocorrelation function of a rectangular LFM pulse with PCR  1.
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Fig. 4.18 Autocorrelation function of a rectangular LFM pulse with PCR  1 and α(τ − |θ|)/2  ω0 .
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Fig. 4.19 Autocorrelation function of a rectangular LFM pulse with PCR  1 and α(τ − |θ|)/2  ω0 .



becomes almost delta-shaped when the low bound of the ESD function (Fig. 4.16c) tends toward zero ω0 − ∆ω/2 → 0; that is ∆ω  2ω0 . We notice that this case is hard to be realized practically, since the pulse spectrum occupies a very wide range. Two important generalizations follow from an analysis of (4.65) and (4.77) and observation of Fig. 4.16 and Figs. 4.17–4.19: • The wider Gx (ω), the narrower φx (θ). • The width of the main lobe of φx (θ) changes as a reciprocal of the frequency deviation ∆f . Assuming that the width Wxx is deﬁned by zeros of the main lobe of the sinc function and supposing that θ  τ , we have Wxx = 2π/ατ . Using (3.97) and substituting α = 2π∆f /τ yields Wxx = 1/∆f .



4.6 Complex Phase-Coded Signals Examining the autocorrelation function, one comes to the conclusion that the function becomes narrower if a signal undergoes modulation stretching its spectrum (see LFM signal). One can also observe that the autocorrelation function of a pulse-burst may satisfy the requirement of narrowness if to suppress somehow the side lobes in Fig. 4.14b, for example. An opportunity to do it is realized in the phase coding that we learned earlier in Chapter 3. In such signals, the RF pulse-burst is formed to keep the phase angle in each of
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a single pulse by the certain code. Later we show that the eﬀect produced in the autocorrelation function becomes even more appreciable than that in the LFM pulse. 4.6.1 Essence of Phase Coding Before formulating the rules of phase coding, it seems in order to consider three simple particular situations giving an idea of how the energy autocorrelation function is shaped and how it occurs to be narrow. The ﬁrst case is trivial (Fig. 4.20) corresponding to the above-learned rectangular RF pulse, which correlation function has a triangular envelope (4.29). It is important to notice that an initial signal phase (Fig. 4.20a and b) does not aﬀect its correlation function. Here and in the following we symbolize the pulse envelope by “1” if the initial phase is zero and by “–1” if it is π. Let us now combine the pulse with two same pulses, each of duration τ , and assign their phases by “1” and “–1” (Fig. 4.21a). The correlation function is formed as follows. When the time shift is τ  |θ|  2τ , the function is shaped by the interaction of two elementary pulses. Accordingly, its envelope rises linearly starting with |θ| = 2τ from zero and then attaining a maximum E1 (energy of a single pulse) at |θ| = τ . Because the phases are shifted on π, it is in order to trace the lower envelope. At the next stage of 0  |θ|  τ , the lower envelope rises linearly to attain the signal total energy 2E1 at θ = 0. It is seen that the envelope passes through a zero point (Fig. 4.21c). The inverted signal (Fig. 4.21b) does not change the picture. So, we resume, φx (θ) has acquired two side lobes attenuated by the factor of 2 for the main lobe. We now complicate an example with three single pulses having the phases as in Fig. 4.22a. Reasoning similarly, we pass over the particular shifts, calculate the autocorrelation function, and arrive at Fig. 4.22c. The principle point is that the level of the side lobes is still E1 , whereas the peak value of the main lobe is three times larger; that is the total energy of the burst is 3E1 .
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Fig. 4.20 A rectangular RF pulse: (a) in-phase, (b) inverted, and (c) energy autocorrelation function.
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Fig. 4.21 A burst of two rectangular RF pulses: (a) in-phase, (b) inverted, and (c) autocorrelation function.
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Fig. 4.22 A burst of three rectangular RF pulses: (a) in-phase, (b) inverted, and (c) autocorrelation function.



The problem with phase coding formulates hence as follows. The phase code for the pulse-burst must be chosen in a way to obtain the maximum value N E1 of φx (θ) at θ = 0 and E1 if 0 < |θ|  N τ . 4.6.2 Autocorrelation of Phase-Coded Pulses In spite of a certain diﬀerence between the correlation functions in the three above-considered cases, an important common feature may also be indicated. As it is seen, between the neighboring points multiple to τ , the envelope of φx (θ) behaves linearly. This means that, describing φx (θ), we may operate at discrete points nτ and then connect the results linearly. The model of a phase-coded signal may be performed by a sequence of numbers {m1 , m2 , . . . , mN −1 , mN }, in which every symbol mi , i ∈ [1, N ], takes one of the allowed values either +1 or −1. We will also tacitly assume that if a signal is not determined in some time range then it becomes zero.
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For example, let us perform a signal {1, 1, –1} (Fig. 4.22) as . . . 0 0 0 0 1 1 –1 0 0 0 0 . . . and calculate its correlation function as the sum of the products of the multiplications of the shifted copies. For the sake of clarity, we show below the original signal and several such copies: . . . 0 0 0 0 1 1 −1 0 0 0 0 . . . . . . 0 0 0 0 1 1 −1 0 0 0 0 . . . . . . 0 0 0 0 0 1 1 −1 0 0 0 . . . . . . 0 0 0 0 0 0 1 1 −1 0 0 . . . . . . 0 0 0 0 0 0 0 1 1 −1 0 . . . Since the multiplication obeys the rule, {1}{1} = 1,



{−1}{−1} = 1,



and {1}{−1} = {−1}{1} = −1,



we arrive at for θ = 0 : {1}{1} + {1}{1} + { − 1}{ − 1} = 3, for |θ| = τ : {1}{1} + { − 1}{1} = 0, for |θ| = 2τ : { − 1}{1} = −1, for |θ| = 3τ : 0. The discrete correlation function may now be written as φˆx (n) = . . . 0 0 − 1 0 3 0 − 1



0



0 ... ,



where the value “3” corresponds to n = 0, and we indicate that the result is consistent to that shown in Fig. 4.22c. The procedure may now be generalized to the arbitrary code length. To calculate (4.28), it needs substituting the operation of integration by the operation of summation and instead of the continuous-time shift θ employ its discrete value nτ . The function then reads φˆx (n) =



∞ 



mi mi−n .



(4.79)



i=−∞



Obviously that this discrete-time function possesses many of the properties of the relevant continuous-time function φx (θ). Indeed, the function is even, φˆx (n) = φˆx (−n) ,



(4.80)



and, by n = 0, it determines the signal energy, φˆx (0) =



∞  i=−∞



m2i = Ex .



(4.81)
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It also follows that such a “discrete-time” approach has obvious advantages against the continuous-time calculus, since the envelope of the autocorrelation function may easily be restored by lines connecting the neighboring discrete values. 4.6.3 Barker Phase Coding As we have learned in Chapter 3, signals with Barker’s phase coding have wide spectra. It is not, however, the prime appointment of the Barker codes. The codes were found to squeeze the correlation function of signals as it is demonstrated in Figs. 4.21 and 4.22. The eﬀect of the Barker code of length N is reduced by the factor of N in the level of the side lobes. Independently on the Barker code length N , the main lobe reaches the signal energy N E1 at θ = 0 and the envelope of the side lobes does not exceed E1 . The structures of the autocorrelation functions of the phase-coded signals associated with the known Barker codes are given in Table 4.3. Unfortunately, the procedure to derive these codes is not trivial and we do not know the ones exceeding N 13. Example 4.19. Given a rectangular pulse-burst of 13 pulses with q = 1. The phase in an elementary pulse is coded by the Barker code N 13. The code structure and the pulse-burst are shown in Fig. 4.23a and b, respectively. The autocorrelation function is sketched in Fig. 4.23c. The relevant ESD is shown   in Fig. 4.24 about the carrier ω0 . Two strong advantages of Barker, the phase-coded signal, may now be pointed out: •



By N 13, the side lobes do not exceed the level of about 7.7%. LFM signals allow for no lower than about 21%. • Phase-coded signals are representatives of impulse techniques. Therefore, they are produced easier than LFM signals (analog technique). Table 4.3 Barker phase coding Code length N Code elements Autocorrelation function N2 N3 N 4a N 4b N5 N7 N 11 N 13



01 or 00 001 0001 0010 00010 0001101 00011101101 0000011001010



2, −1 3, 0, −1 4, 1, 0, −1 4, −1, 0, 1 5, 0, 1, 0, 1 7, 0, −1, 0, −1, 0, −1 11, 0, −1, 0, −1, 0, −1, 0, −1, 0, −1 13, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1
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(c) Fig. 4.23 Phase-coded rectangular pulse-burst (Barker code N 13): (a) code structure, (b) signal, and (c) energy autocorrelation function.
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Fig. 4.24 ESD function of the phase-coded rectangular pulse-burst (Barker code N 13).
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4.7 Signal Cross-correlation In practical applications, when any signal is shifted in time it is also changed, at least by the system channel or noise. Therefore, rigorously, when we speak about two shifted version of the same signal, we tacitly imply two diﬀerent signals. In some cases, the diﬀerence may be negligible and the autocorrelation properties are studied. In some others, two signals diﬀer by nature or the shifted version is too much “deformed.” To evaluate correlation of diﬀerent signals, the concept of “autocorrelation” can no longer be useful and the other concept of “cross-correlation” is employed. In fact, the autocorrelation is intended to evaluate the power of “similarity,” whereas the cross-correlation gives an idea about the power of “diversity” of signals. Like the autocorrelation, the cross-correlation is also associated with energy and power signals. In bottom, the cross-correlation function is the autocorrelation function, in which two diﬀerent shifted signals x(t) and y(t−θ) are used instead of two same shifted signals x(t) and x(t−θ). So long as signals are either energy or power, the cross-correlation function may also be either energy or power. It cannot be related to diﬀerent types of signals, e.g., to energy and power or power and energy. 4.7.1 Energy Cross-correlation of Signals Analogous to (4.28), the energy cross-correlation function is also deﬁned by the inner product T φxy (θ) = x, yθ = lim ∞ =



T →∞ −T



x(t)y ∗ (t − θ)dt



x(t)y ∗ (t − θ)dt.



(4.82)



−∞



Examining this relation, ﬁrst of all we would like to know if the function is symmetric or it is not, to calculate only for positive or negative θ? Figure 4.25 demonstrates two diﬀerent real waveforms x(t) and y(t) and the product of their multiplication. In the ﬁrst case (a), x(t) is time-ﬁxed and y(t) is delayed on θ. The cross-correlation is thus evaluated by the area (shaded) of the product x(t)y(t − θ). In the second case (b), we consider y(t) and x(t − θ) and evaluate the cross-correlation by the area of the product y(t)x(t − θ). Even a quick look at Fig. 4.25 allows to deduce that two integrals will produce diﬀerent values, since the shaded areas are not equal. This means that the cross-correlation function is not even and thus ∞



∗



∞



x(t)y (t − θ)dt = −∞



−∞



y(t)x∗ (t − θ)dt.
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Fig. 4.25 Cross-correlation of two diﬀerent waveforms: (a) x(t) and y(t − θ) and (b) y(t) and x(t − θ).



In fact, by chance of variables in (4.82), it can be seen that ∞



∗



∞



x(t)y (t − θ)dt =



φxy (θ) = −∞



y ∗ (t)x(t + θ)dt.



−∞



A simple geometrical interpretation of φxy (θ) is given in Fig. 4.26 for two reverse truncated ramp pulses of duration τ . A geometrical explanation of the calculus of φxy (θ) coincides with that given for the autocorrelation function in Fig. 4.9. Here we just point out two obvious features of φxy (θ): • The function φxy (θ) is not symmetric and it is not even. • The maximum of φxy (θ) is not obligatorily equal to the joint energy of signals at θ = 0. In our example (Fig. 4.26), the joint energy of two signals has appeared to be between the maximum and zero of the cross-correlation function. It is in order to suppose that there may be some other waveforms allowing exactly for φxy (0) = 0 and φxy (0) = max. It is also out of doubt that φxy (0) < 0 if one of the signals is negative. Example 4.20. Given real rectangular and ramp pulses of amplitude A and duration τ (Fig. 4.27a and b) described, respectively, by x(t) = Au(t) − Au(t − τ ) ,  At/τ, 0  t  τ y(t) = . 0, otherwise The cross-correlation function is calculated in two special ranges. If θ  0, then   τ 2θ θ2 A2 A2 1− + 2 . (t − θ)dt = φxy (θ  0) = τ τ τ τ θ



4.7 Signal Cross-correlation



243



t



q



q 0



q



q



f q t



t



q



Fig. 4.26 Geometrical interpretation of the energy cross-correlation function.



If θ  0, then A2 φxy (θ  0) = τ



τ −|θ|



(t − |θ|)dt =



A2 τ



 1−



θ2 τ2



 .



0



By θ = 0, both formulas produce the joint signal energy A2 . τ Figure 4.27c illustrates the cross-correlation function derived. Unlike the case of Fig. 4.26, here the joint energy Exy coincides with the maximum of φxy (θ = 0). We notice that if one of the signals will appear to be negative, then the cross-correlation function and joint energy will be negative as well.   φxy (θ = 0) =



Example 4.21. Given two real pulses shown in Fig. 4.28a and b and described, respectively, by x(t) = Au(t) − Au(t − τ ) , # τ$ + Au (t − τ ) . y(t) = Au(t) − 2Au t − 2 The cross-correlation function is calculated by   ⎧ A2 τ ⎨ − 2 1 − τ2 θ + τ2  , −τ  θ < 0 



2 φxy (θ) = A τ 1 − 2 θ − τ  , 0θτ τ 2 ⎩ 2 0, otherwise
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Fig. 4.27 Energy function of two signals: (a) rectangular pulse, (b) ramp pulse, and (c) cross-correlation.



and shown in Fig. 4.28c. As it is seen, φxy (θ) crosses zero when θ = 0. Moreover, the negative sign in one of the signals does not change its property to be zero at zero.   Example 4.21 turns us back to the deﬁnition of orthogonality. We recall that two signals, x(t) and y(t), are orthogonal if the inner product x, y



is zero. Since, θ = 0, the joint energy (inner product) of x(t) and y(t) in this example is zero, they are orthogonal. Calculating φxy (0) for any pair of orthogonal functions (periodic or short), we inevitably will produce zero in each of the cases. The class of orthogonal functions is basic for the Fourier transforms, wavelet transforms, and other useful transforms. In helping to recognize this class, the cross-correlation function calculates the power of diversity or “nonorthogonality” of two signals. Therefore, it is often used as an excellent indicator of the signals orthogonality to indicate “stability” of the orthogonality state of signals in systems with diﬀerent time shifts. 4.7.2 Power Cross-correlation of Signals In line with the energy cross-correlation function, the power cross-correlation function is also calculated by using two diﬀerent shifted signals in the
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Fig. 4.28 Energy function of two signals: (a) rectangular pulse, (b) pulse-burst, and (c) cross-correlation.



integrand. Using (4.39), we may thus write 1 Rxy (θ) = lim T →∞ 2T



T



x(t)y ∗ (t − θ)dt.



(4.83)



−T



Of applied importance is that (4.83) possesses almost all the properties of the energy cross-correlation, as it may alternatively be calculated by Rxy (θ) = lim



T →∞



φxy (θ) 2T



and hence the principle diﬀerence could be found not between Rxy (θ) and φxy (θ), but in the signals, nature (energy or power). Example 4.22. Given two harmonic signals x(t) = A cos ω0 t and y(t) = B sin ω0 t. The cross-correlation function may be calculated by (4.83) if to integrate over the period T by 1 Rxy (θ) = T



T /2 



−T /2



x(t)y ∗ (t − θ)dt



(4.84)
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that yields AB Rxy (θ) = T



T /2 



cos ω0 t sin ω0 (t − θ)dt −T /2



⎡



=



AB ⎢ ⎣ 2T



T /2 



T /2 



sin ω0 (2t − θ) dt −



−T /2



=−



⎤ ⎥ sin ω0 θdt⎦



−T /2



AB sin ω0 θ. 2



(4.85)



By θ = 0, (4.85) produces zero and thus the signals are orthogonal. It is obviously not an unexpected conclusion if to recall that such a property of harmonic functions is a basis for the Fourier transforms. We also notice that the function (4.85) is periodic with the period T of signals.   4.7.3 Properties of Signals Cross-correlation The most important and widely used properties of cross-correlation are the following: • The Fourier transform of the cross-correlation function is called the cross PSD function. The cross ESD function and the cross PSD function are complex and given, respectively, by ∞ Gxy (jω) = F{φxy (θ)} = −∞ ∞



Sxy (jω) = F{Rxy (θ)} =



φxy (θ)e−jωθ dθ ,



(4.86)



Rxy (θ)e−jωθ dθ.



(4.87)



−∞



• The functions φxy (θ) and Rxy (θ) are provided by the inverse Fourier transform, respectively, φxy (θ) = F



−1



1 {Gxy (ω)} = 2π



Rxy (θ) = F −1 {Sxy (ω)} =



1 2π



∞ Gxy (ω)ejωθ dω ,



(4.88)



Sxy (ω)ejωθ dω.



(4.89)



−∞ ∞



−∞



• The cross ESD and PSD functions are calculated through the spectral densities of signals, respectively, by
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Gxy (jω) = X(jω)Y ∗ (jω) ,
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(4.90)



1 Gx (jω) 2T 1 X(jω)Y ∗ (jω). = lim T →∞ 2T



Sxy (jω) = lim



T →∞



(4.91)



• The cross PSD function is coupled with the amplitudes of the Fourier series by ∞  ∗ Cxk Cyk δ(ω − kΩ). (4.92) Sxy (ω) = 2π k=−∞



•



The function φxy (θ) is coupled with the signals, spectral densities by 1 1 X, Yθ = φxy (θ) = 2π 2π



•



∞



X(jω)Yθ∗ (jω)dω .



(4.93)



−∞



The joint energy of two signals is calculated by Exy



1 = φxy (0) = 2π



∞



∞ Gxy (ω)dω =



−∞



x(t)y ∗ (t)dt



(4.94)



−∞



and may be either positive, negative, or zero. •



The joint power of two power signals is calculated by 1 Rxy (0) = 2π



∞ −∞



1 Sxy (ω)dω = lim T →∞ 2T



T



x(t)y ∗ (t)dt



(4.95)



−T



and may be either positive, negative, or zero. •



The following properties hold for the cross-correlation functions, φxy (θ) = φyx (−θ) ,



(4.96)



Rxy (θ) = Ryx (−θ).



(4.97)



•



The cross ESD and PSD functions are not even and not real-valued.



•



The conjugate symmetry property of the Fourier transform holds, Gxy (−jω) = G∗xy (jω) ,



(4.98)



∗ Sxy (−jω) = Sxy (jω).



(4.99)
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• The Cauchy–Bunyakovskii inequality claims that |φxy (θ)| = |(x, yθ )|  x · yθ     ∞  ∞     x2 (t)dt y 2 (t − θ)dt = |Exy | . = −∞



•



(4.100)



−∞



If x(t) and y(t) are periodic with period T , then the cross-correlation function is also periodic; i.e., φxy (θ) = φyx (θ ± nT ) and Rxy (θ) = Rxy (θ ± nT ).



• If x(t) and y(t) are uncorrelated, then their cross-correlation function is zero everywhere; i.e., φxy (θ) = 0 and Rxy (θ) = 0. The random signals x(t) and y(t) generated by diﬀerent physical sources are usually assumed to be uncorrelated. • If x(t) and y(t) are orthogonal, then their cross-correlation function is zero at θ = 0; i.e., φxy (0) = 0, and Rxy (0) = 0. This function is odd, φxy (θ) = −φxy (−θ) and Rxy (θ) = −Rxy (−θ). • If x(t) and y(t) compose a signal z(t) = x(t) + y(t), then φz (θ) = φx (θ) + φy (θ) + φxy (θ) + φyx (θ) and Gz (jω) = Gx (jω) + Gy (jω) + Gxy (jω) + Gyx (jω). Herewith, if x(t) and y(t) are uncorrelated, then φz (θ) = φx (θ) + φy (θ) and Gz (jω) = Gx (jω) + Gy (jω). The same is valid for power signals. •



If x(t) is the input of a linear time-invariant system (LTI) with known impulse response h(t), the output is produced by the convolution y(t) = h(t) ∗ x(t) and then ∞ x(t)y(t − θ)dt



φxy (θ) = −∞ ∞



=



∞ x(t)



−∞



−∞



h(z)x(t − θ − z)dz dt
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∞ =



∞



∞ x(t)x(t − θ − z)dt dz =



h(z) −∞
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−∞



h(z)φx (θ + z)dz −∞



−∞  ∞ =− h(−z)φx (θ − z)dz = h(−z)φx (θ − z)dz ∞



−∞



= h(−θ) ∗ φx (θ).



(4.101)



The following also holds, φyx (θ) = h(θ) ∗ φx (θ) ,



(4.102)



φy (θ) = h(θ) ∗ φxy (θ) = h(θ) ∗ h(−θ) ∗ φx (θ). •



(4.103)



If H(jω) is the Fourier transform of h(t) and H ∗ (jω) is its complex conjugate, then Gxy (jω) = H ∗ (jω)Gx (jω) ,



(4.104)



Gyx (jω) = H(jω)Gx (jω) ,



(4.105)



2



Gy (jω) = |H(jω)| Gx (jω).



(4.106)



We notice that the properties (4.101)–(4.106) are fundamental for LTI systems.



4.8 Width of the Autocorrelation Function The most informative comparative measure of autocorrelation is the equivalent width of the autocorrelation function. It may also be speciﬁed in the frequency domain by the signal spectral density. Moreover, the deﬁnitions of signal widths given in Chapter 2 are applicable to autocorrelations. 4.8.1 Autocorrelation Width in the Time Domain In the time domain, the measure of the autocorrelation width is given by



Wxx



1 = φx (0) 1 = Ex



∞



∞ φx (θ)dθ =



x(t)dt



−∞



−∞



∞



∞ x(t)dt



−∞



−∞



∞ −∞



x∗ (t)dt.



∞



x∗ (t)dt



−∞ 2



|x(t)| dt (4.107)
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It may easily be deduced that the measure (4.107) is invariant to the signal shift, since any energy signal satisﬁes an equality  ∞  ∞ x(t)dt = x(t − θ)dt. −∞



−∞



Note that this conclusion does not hold true for the signal equivalent width, since, by (2.174), it depends on a signal shift regarding zero. Example 4.23. Given a rectangular single pulse with the autocorrelation function (4.29). The autocorrelation width is determined by (4.107), to be



Wxx



1 = 2 A τ



τ /2



τ /2 Adt



−τ /2



Adt = τ.



(4.108)



−τ /2



  Example 4.24. Given a Gaussian pulse x(t) = Ae−(αt) . Using an identity  ∞ −px2 e dx = pπ , its autocorrelation width is speciﬁed by (4.107), to be 2



−∞



∞ Wxx =



−∞



e−(αt) dt 2



∞



∞



e−(αt) dt 2



−∞



e



−2(αt)2



√ =



dt



2π . α



(4.109)



−∞



  4.8.2 Measure by the Spectral Density An alternative form of the autocorrelation width may be found in the frequency domain. It is enough to use the property (2.50), allowing for  ∞  ∞ x(t)dt and X ∗ (j0) = x∗ (t)dt , X(j0) = −∞



−∞



recall the Rayleigh theorem (2.62), 1 Ex = π



∞ 2



|X (jω)| dω , 0



substitute these values to (4.107), and go to πX(0)X ∗ (0) Wxx = ∞ . 2 |X(jω)| dω 0



(4.110)
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We thus have one more option in calculating the autocorrelation width and, again, the choice depends on the signal waveform and its spectral density. Note that the class of functions for which (4.110) has a meaning is limited, since the spectral density is not allowed to be zero-valued at zero. Therefore, this measure is not appropriate for narrowband and high-pass signals. Example 4.25. Given a rectangular single pulse of duration  ∞τ and amplitude A. Its spectral density is given by (2.80). Using an identity 0 sin2 ax/x2 dx = πa/2, the autocorrelation width is calculated by (4.110), to be πX(0)X ∗ (0) = ∞ Wxx = ∞ 2 |X(jω)| dω



−∞



0



π



= τ.



sin2 ωτ /2 (ωτ /2)2 dω



As we see, this measure is identical to that (4.108) derived by the autocorrelation function.   Example 4.26. Given aGaussian pulse x(t) = Ae−(αt) . By (4.110) and an ∞ 2 identity −∞ e−px dx = π/p, its autocorrelation width is evaluated by 2



∞ Wxx =



−∞



∞



e−(αt) dt 2



∞



e−(αt) dt 2



−∞



=



e−2(αt)2 dt



√ 2π α



(4.111)



−∞



that is identical to (4.109).   4.8.3 Equivalent Width of ESD The equivalent width of the ESD function is speciﬁed as a reciprocal of (4.110), ∞ WXX =



2



|X(jω)| dω



0



πX(0)X ∗ (0)



.



(4.112)



The measure (4.112) needs the same care as for (4.110), since it just loses any meaning if the spectral density of a signal reaches zero at ω = 0. A comparison of (4.110) and (4.112) leads to the useful relation Wxx =



1 WXX



(4.113)



that, in turn, satisﬁes the uncertainty principle Wxx WXX  1.



(4.114)



We thus conclude that the widths Wxx and WXX of the same signal cannot be independently speciﬁed; so the wider the autocorrelation function, the narrower the spectral density and vice versa.
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4.9 Summary We now know what the energy and power signals are and what correlation is. We are also aware of the most important characteristics of such signals. The following observations would certainly be useful in using this knowledge: • Energy signals have ﬁnite energy and are characterized by the energy correlation function and ESD. • Power signals have inﬁnite energy and are characterized by the power correlation function and PSD. • All ﬁnite energy signals vanish at inﬁnity. • If two signals are orthogonal, their joint spectral density is zero. • The energy autocorrelation function is even and its value with zero shift is equal to the signal energy. • The power autocorrelation function is even and its value with zero shift is equal to the signal average power. • ESD and PSD functions are coupled with the energy and power correlation functions, respectively, by the Fourier transform. • The wider ESD or PSD function, the narrower the relevant energy and power correlation function. • An envelope of the ESD function of the LFM pulse is consistent with the pulse waveform. • The autocorrelation function of the LFM pulse has a peak at zero shift and the side lobes at the level of about 21%. • The side lobes of the autocorrelation function of the phase-coded signal (Barker code N 13) are attenuated to the level of about 7.7% of the main lobe. • The cross-correlation function is not symmetric and it is not even. • The value of the cross-correlation function with zero shift may be either negative, positive, or zero. • If the cross-correlation function with zero shift is zero, then the signals are orthogonal. • The correlation width changes as a reciprocal of the spectral width.



4.10 Problems 4.1. Given two signals,  x(t) = at



and y(t) =



bt, 0,



−τ /2  t  τ /2 . otherwise



Determine, which signal is a power signal and which is an energy signal. 4.2 (Energy signals). Given the waveforms (Figs. 1.20 and 2.64). Using the Rayleigh theorem, determine the energy of the signals for your own number M .
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4.3. Given the waveform (Figs. 1.20 and 2.64). Determine and plot its ESD function. 4.4. Using the cross ESD function of the waveform (Problem 4.3), determine its energy and compare the result with that achieved in Problem 4.2. 4.5. Given a sinc-shaped pulse x(t) = A(sin αt)/αt. Determine its energy. 4.6. The ESD function is assumed to have a symmetric rectangular shape about zero. What can you say about the signal waveform? 4.7 (Power signals). Given a pulse-train of the waveform (Figs. 1.20 and 2.64) with period T = (N + 1)τ , where τ is the pulse duration and N is your own integer number. Determine the average power of this signal. 4.8. Solve Problem 4.7 using the coeﬃcients of the Fourier series derived in Problem 2.13. 4.9 (Energy autocorrelation function). Given a symmetric triangular waveform of duration τ and amplitude A. Calculate its energy autocorrelation function and give a geometrical interpretation. 4.10. Given the waveform (Figs. 1.20 and 2.64). Calculate its energy autocorrelation function and give a geometrical interpretation. 4.11. Given the waveform (Figs. 1.20 and 2.64) ﬁlled with the carrier signal of a frequency f0 . Calculate the energy autocorrelation function of such an RF signal and give a geometrical interpretation. 4.12 (Power autocorrelation function). Determine the power autocorrelation function of the given signal: 1. x(t) = 4 sin(ω0 t + π/8) 2. x(t) = 2 cos(ω0 t − π/3) 3. x(t) = 2 cos ω0 t + 3 sin(ω0 t + π/4) 4. x(t) = sin(ω0 t − π/3) − 2 cos ω0 t 4.13 (Power spectral density). Given a signal with known power autocorrelation function (Problem 4.12). Deﬁne the relevant PSD function. 4.14 (Energy cross-correlation function). Determine the energy crosscorrelation function of the given rectangular pulse and truncated ramp waveform, respectively,  A, −τ /2  t  τ /2 1. x(t) = , 0, otherwise  At, 0  t  τ 2. y(t) = . 0, otherwise
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4.15. Given a rectangular waveform (Problem 4.14.1). Determine the crossautocorrelation function of this signal with the waveform given in Figs. 1.20 and 2.64. 4.16 (Energy cross-spectral density). Determine the cross ESD function of the signals given in Problem 4.14. 4.17. Using the derived energy cross-correlation function (Problem 4.15), determine the cross ESD function for the rectangular waveform and the waveform given in Figs. 1.20 and 2.64. 4.18 (Width). Using the autocorrelation function of the triangular waveform (Problem 4.9), calculate its autocorrelation width. 4.19. Determine the energy spectral density of the triangular waveform (Problem 4.9) and calculate its equivalent width. 4.20. Based on the solved Problems 4.18 and 4.19, examine the uncertainty principle (4.114).



5 Bandlimited Signals



5.1 Introduction Our life teaches us that all real physical processes and thus their representatives, the modulating and modulated electronic signals, are bandlimited by nature; so, their spectral width WXX cannot be inﬁnite in practice. The frequency content of the simplest speech signals falls in the range of 300 Hz to 3 kHz, music contains spectral components from 20 Hz to 20 kHz, and television information is distributed over 0–5 MHz. When such signals modulate a carrier signal, which frequency ω0 is typically much larger than the modulating signal spectral width, WXX  ω0 , the modulated signal becomes narrowband. Examples of narrowband signals may be found in a broad area of wireless applications, e.g., communications, radars, positioning, sensing, and remote control. Since energy of the narrowband signal is concentrated around ω0 , its major performance is the envelope, phase, or/and instantaneous frequency. The mathematical theory of this class of signals is developed both in presence and absence of noise and is based on applications of the Hilbert transform that is associated with the generalized complex model of a narrowband signal called the analytic signal. An important property of bandlimited signals is that they are slowly changing in time. If such signals are presented by measured samples, then it is very often desired to interpolate the signals between the samples that is possible to do by using, for example, Lagrange or Newton1 methods. On the other hand, any intention to provide digital processing of continuous signals requires sampling. With this aim, the sampling theorem is used allowing also an exact reverse reconstruction of signals. Finally, to establish a link between an analog part of any bandlimited system and its digital part, special devices are employed. An analog-to-digital converter (ADC) obtains a translation of a continuous-time signal to samples and then to a digital code. A digitalto-analog converter (DAC) solves an inverse problem: it ﬁrst transforms a digital code to samples and then interpolates a signal between samples. We discuss all these problems in the following sections. 1



Sir Isaac Newton, English physicist, mathematician, astronomer, philosopher, and alchemist, 25 December 1642–20 March 1727.
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5.2 Signals with Bandlimited Spectrum Describing signals, which bandwidth is limited, turns us back to the earlier learned material, where spectrums of signals were analyzed. To carry out our talk in a more or less generalized context, we consider below only the most common models of bandlimited signals, e.g., the ideal LP and band-pass signals and the narrowband signal. 5.2.1 Ideal Low-pass Signal Let us assume that some signal x(t) has a constant spectral density X0 within the bandwidth |ω|  W and that the value of this density falls down to zero beyond W . Mathematically, we write a function  X0 , if |ω|  W (5.1) X(jω) = 0, otherwise that, by the inverse Fourier transform, becomes a time signal X0 x(t) = 2π



W ejωt dω = −W



X0 W sin W t . π Wt



(5.2)



Thanks to the rectangular shape of a spectral density (5.1), a signal (5.2) is said to be the ideal LP signal. Figures 5.1a and b illustrates (5.1) and (5.2), respectively. It follows that an ideal LP signal is noncausal, once it exists in the inﬁnite time range from −∞ to ∞. Noncausality follows straightforwardly from the duality property of the Fourier transforms, meaning that the signal is not physically realizable, and explains the term “ideal.” 5.2.2 Ideal Band-pass Signal Let us now use a signal x(t) (5.2) to modulate a purely harmonic wave z(t) = cos ω0 t with a carrier frequency ω0 . The spectral density of this modulated signal y(t) = x(t)z(t) is determined by ⎧ ⎨ 0.5X0 , if ω0 − W  ω  ω0 + W and − ω0 − W  ω  −ω0 + W, (5.3) Y (jω) = ⎩ 0, otherwise w



(a)



w



(b)



Fig. 5.1 An ideal low-pass signal: (a) spectral density and (b) time function.
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and its inverse Fourier transform yields a real signal ⎛ y(t) = Re ⎝



X0 2π



ω 0 +W



⎞ ejωt dω ⎠ =



ω0 −W



X0 W sin W t cos ω0 t . π Wt



(5.4)



Signal (5.4) has the same basic properties as (5.2). Therefore, it is called an ideal band-pass signal. Its spectral density and time presentation are given in Fig. 5.2. By the modulation process, an LP x(t) is replaced at a carrier frequency ω0 and is ﬁlled with the harmonic wave. Owing to this carrier, a signal y(t) oscillates with the amplitude x(t) that may take either positive or negative values. This inherent property of x(t) imposes a certain inconvenience. To circumvent, the positive-valued envelope |x(t)| is very often used. A concept of the envelope as well as the signal phase and instantaneous frequency is rigorously speciﬁed in the other model named narrowband.



w



(a)



w



w



w



w



w w



w



Envelope



(b) Fig. 5.2 An ideal passband signal: (a) double-sided spectral density and (b) time function.
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5.2.3 Narrowband Signal Most generally, allowing shift in the carrier signal for some time, the band-pass signal, like (5.4), may be performed as follows: y(t) = Ac (t) cos ω0 t − As (t) sin ω0 t = A(t) cos[ω0 t + ψ(t)] ,



(5.5) (5.6)



where Ac (t) = A(t) cos ψ(t) is called the in-phase amplitude and As (t) = A(t) sin ψ(t) is said to be the quadrature phase amplitude. Both Ac (t) and As (t) may take either positive or negative values, −∞ < Ac , As < ∞, and it is claimed that they are slowly changing in time with the transforms localized in a narrow frequency band close to zero. The real signal (5.5) with its generalized version (5.6) is called the narrowband signal. However, its more general complex presentation is also used. As in the Fourier series case, the Euler formula represents both harmonic functions in (5.5) by the exponential functions that performs (5.5) by ˙ y(t) = Re[A(t) ejω0 t ],



(5.7)



˙ where A(t) is deﬁned by ˙ A(t) = Ac (t) + jAs (t) = A(t)ejψ(t) and is called the complex envelope. In this relation, A(t) has a meaning of a physical positive-valued envelope and ψ(t) is an informative phase. The spectral density of a signal (5.7) may be deﬁned as follows: ∞ Y (jω) =



jω0 t −jωt ˙ Re[A(t)e ]e dt



−∞



1 = 2 =



∞ −∞



1 −j(ω−ω0 )t ˙ dt + A(t)e 2



∞



A˙ ∗ (t)e−j(ω+ω0 )t dt



−∞



1 1 A(jω − jω0 ) + A∗ (−jω − jω0 ), 2 2



(5.8)



where A(jω) is a spectral density of a complex envelope of a narrowband signal and A∗ (jω) is its complex conjugate. Relation (5.8) gives a very useful rule. In fact, the spectral density Y (jω) of a narrowband signal determines the spectral density A(jω) of its complex envelope and vice versa. The inverse Fourier transform of A(jω) allows getting the quadrature amplitudes Ac (t) and As (t). The latter, in turn, specify the physical envelope, informative phase, and instantaneous frequency of a narrowband signal.
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5.2.3.1 Envelope The physical envelope A(t) of a narrowband signal y(t) is determined by the in-phase and quadrature phase amplitudes by  (5.9) A(t) = A2c + A2s , demonstrating three major properties for applications. First, it is a positivevalued function that may range from zero until inﬁnity, 0  A(t)  ∞, but never be negative. Next, for diﬀerent frequencies and phases, the envelope may take equal values as it is shown in Fig. 5.3a for two time instances when A(t1 ) = A(t2 ). Finally, at any time instant, a signal value cannot exceed the value of its envelope, so that |y(t)|  A(t). 5.2.3.2 Phase The total phase Ψ(t) of a signal (5.6) is given by Ψ(t) = ω0 t + ψ(t),



(5.10)



where the informative slowly changing phase ψ(t) ranges basically in inﬁnite bounds, |ψ(t)|  ∞ (Fig. 5.3b). Such a behavior is associated, e.g., with a Brownian2 motion in ψ(t) produced by the white frequency noise in electronic systems. In other applications, ψ(t) is calculated by ψ(t) = arctan



As Ac



(5.11)



to lie in the range from −π/2 to π/2. The most common imagination about a behavior of this phase in electronic systems is associated with its 2π physical periodicity induced by harmonic functions. In the latter case, ψ(t) is said to be the modulo 2π phase being speciﬁed by ⎧ Ac  0  ⎨ arctan(As /Ac ), As  0 (5.12) ψ(t) = ⎩ arctan(As /Ac ) ± π, Ac < 0, As < 0 to range from −π to π. Figure 5.3b demonstrates an example of the phase ψ(t) and its mod 2π version. 5.2.3.3 Instantaneous Frequency The instantaneous frequency ωy (t) of a narrowband signal y(t) is deﬁned by the ﬁrst time derivative of its total phase Ψ(t) (5.10). The derivative is 2



Ernest William Brown, English-born American scientist, 29 November 1866–23 July 1938.
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invariant to the phase modulo (except for the points where the modulo phase jumps). Therefore, (5.11) deﬁnes the instantaneous frequency in an exhaustive way by ωy (t) =



As d d d Ψ(t) = ω0 + ψ(t) = ω0 + arctan dt dt dt Ac = ω0 +



As Ac − Ac As , A2c + A2s



(5.13)



where Ac = dAc /dt and As = dAs /dt. An example of the instantaneous frequency corresponding to the phase (Fig. 5.3b) is shown in Fig. 5.3c. One may deduce from the above deﬁnitions that A(t), ψ(t), and ωy (t) are speciﬁed by the LP amplitudes, Ac (t) and As (t), and thus they are also LP functions. It may also be observed that Ac (t), As (t), A(t), ψ(t), and ωy (t) are informative, whereas cos ω0 t and sin ω0 t in (5.5) are just two quadrature auxiliary harmonic functions intended at removing information to the carrier frequency. Example 5.1. Given a narrowband signal y(t), which spectral density is asymmetric about the frequency ω1 . In the positive frequency domain, the spectral density is described by (Fig. 5.4a)



s



y c



(a) w y



(b)



w



y



(c)



Fig. 5.3 Representation of a narrowband signal: (a) complex vector, (b) phase, and (c) instantaneous frequency.
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1 Y (jω) =



2 Y0 e



−a(ω−ω1 )



,



0,



if ω  ω1 , otherwise
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a > 0.



By (5.8), the spectral density of the complex envelope of this signal is provided to be (Fig. 5.4b)  Y0 e−aω , if ω  0 A(jω) = 0, otherwise . The inverse Fourier transform applied to A(jω) produces the complex envelope, w



w



(a)



w w



(b)



w



(c)



Fig. 5.4 A real signal with an asymmetric spectral density: (a) double-side spectral density; (b) spectral density of the complex envelope; and (c) time presentation.
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Y0 ˙ A(t) = 2π



∞ e(−a+jt)ω dω = 0



=



Y0 2π(a − jt)



tY0 aY0 +j = Ac (t) + jAs (t). 2 2 2π(a + t ) 2π(a2 + t2 )



By (5.9), the physical envelope of this signal is performed as A(t) =



Y √ 0 . 2π a2 + t2



The informative phase is calculated, by (5.11), to be t ψ(t) = arctan , a and the instantaneous frequency is provided, by (5.13), to possess the form of ωy (t) = ω1 +



d a ψ(t) = ω1 + 2 dt a + t2



Finally, the real signal y(t) becomes   t Y0 . cos ω1 t + arctan y(t) = √ a 2π a2 + t2 It follows, that the signal is an RF pulse symmetric about zero (Fig. 5.4c). Its maximum Y0 /2πa is placed at zero and its envelope approaches zero asymptotically with |t| → ∞. The instantaneous frequency has the value of ωy (t = 0) = ω1 + 1/a at zero time point. It then tends toward ω1 when |t| → ∞.  



5.2.3.4 Classical Application of the Narrowband Signal An application of the narrowband model (5.5) in the coherent receiver, as it is shown in Fig. 5.5, is already classical. Here, an impulse signal with a carrier signal cos ω0 t is transmitted toward some object and its reﬂected version (delayed and attenuated) is performed by a narrowband model (5.5). In this model, the amplitudes Ac (t) and As (t) bear information about the object and therefore need to be detected. At the receiver, the signal is multiplied with cos ω0 t in the in-phase channel and with sin ω0 t in the quadrature one yielding two signals, respectively, 1 [Ac (t) + Ac cos 2ω0 t − As sin 2ω0 t], 2 1 yQ (t) = − [As (t) − Ac sin 2ω0 t − Ac cos 2ω0 t]. 2 yI (t) =
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w I
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w Q



s



Fig. 5.5 Application of the narrowband signal in a wireless detection of an object.



The amplitudes Ac (t) and As (t) are then ﬁltered with the LP ﬁlters having gain factors 2 and the envelope, phase, and/or instantaneous frequency are calculated by (5.9)–(5.13). Observing the narrowband model in more detail, we arrive at an important conclusion. Although A(t), ψ(t), and ωy (t) describe the narrowband signal in an exhaustive manner, its application in the theory of signals and systems has the same inconvenience as an application of the Fourier transform has with an orthogonal set of harmonic (cosine and sine) functions. More generally, a real narrowband model (5.5) needs to be accompanied with its complex conjugate version that is provided by the Hilbert transforms. The model then becomes complex promising all beneﬁts of a generalized analysis.



5.3 Hilbert Transform An important rule introduced by Hilbert and therefore called the Hilbert transform allows ﬁnding an imaginary version yˆ(t) of a signal y(t) and thereby deﬁne the analytic signal. An application of the Hilbert transform in communication systems was ﬁrst showed and developed in 1946 by Gabor in his theory of communication. One of its results was what Gabor called the “complex signal” that is now widely cited as the analytic signal. 5.3.1 Concept of the Analytic Signal To comprehend the essence of the Hilbert transform, it is useful ﬁrst to assume an arbitrary narrowband signal y(t), which transform Y (jω) is known. The inverse Fourier transform applied to Y (jω) gives 1 y(t) = 2π 1 = 2π



∞ Y (jω)ejωt dω −∞



0 Y (jω)e −∞



jωt



1 dω + 2π



∞ Y (jω)ejωt dω. 0



(5.14)
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The one-sided spectral density of a real signal y(t), that is the doubled second term in (5.14), is said to be related to the analytic signal ya (t) associated with y(t). An instantaneous value of the analytic signal is therefore determined by ∞ 1 Y (jω)ejωt dω. (5.15) ya (t) = π 0



Changing the sign of a variable and interchanging the integration bounds in the ﬁrst term of (5.14) produces a complex conjugate of the analytic signal ya∗ (t)



1 = π



∞



Y (−jω)e−jωt dω.



(5.16)



0



A real signal y(t) may now be represented as follows y(t) =



1 [ya (t) + ya∗ (t)] . 2



(5.17)



It is seen that the real component of the analytic signal is equal to y(t) and that its imaginary part is a complex conjugate of y(t), respectively, y(t) = Re ya (t), yˆ(t) = Im ya (t).



(5.18) (5.19)



An analytic signal may therefore be performed as a complex vector ya (t) = y(t) + j yˆ(t)



(5.20)



that plays a fundamental role in the theory of narrowband signals. This vector is sometimes called the preenvelope of a real signal and demonstrates two important properties: • •



It is a complex signal created by taking an arbitrary real signal and then adding in quadrature its complex conjugate. Its spectral density exists only in the positive frequency domain.



Example 5.2. An ideal LP signal is given with the rectangular spectral density (5.1). An analytic signal associated with (5.1) is calculated by (5.15) to be W X0 X0 jω0 t (e ejωt dω = − 1) xa (t) = π jπt 0



that gives a real and imaginary part, respectively, x(t) =



X0 W sin W t , π Wt
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− −



Fig. 5.6 Ideal analytic low-pass signal: |xa (t)| is the envelope, x(t) and x ˆ(t) are real and imaginary components, respectively.



x ˆ(t) =



X0 W sin2 W t/2 . π W t/2



Figure 5.6 illustrates the components of this analytic signal along with its envelope |xa (t)|.   Example 5.3. The one-sided spectral density of a LP signal is given by  X0 e−aω , ifω  0 . Xa (jω) = 0, ifω < 0 The analytic signal, its real part, and its imaginary part are calculated, respectively, by X0 xa (t) = π



∞ e(−a+jt)w dω = 0



X0 , π(a − jt)



aX0 , x(t) = π(a2 + t2 ) tX0 . x ˆ(t) = π(a2 + t2 ) The real asymmetric one-sided spectral density of this signal is shown in Fig. 5.7a. Figure 5.7b exhibits the real and imaginary parts of this analytic signal along with its envelope.  
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(a)



w



(b)



Fig. 5.7 An analytic signal: (a) one-sided spectral density and (b) envelope |xa (t)|, real part x(t), and imaginary part x ˆ(t).



5.3.2 Hilbert Transform Let us now examine the spectral density of the analytic signal ya (t), ∞ Ya (jω) = ya (t) e−jωt dt.



(5.21)



−∞



The second of the above-listed properties claims that (5.21) exists only for positive frequencies and thus (5.21) may be rewritten as  2Y (jω), if ω  0 , (5.22) Ya (jω) = 0, if ω < 0 where Y (jω) corresponds to the relevant narrowband signal y(t). On the other hand, if to deﬁne the spectral density of a conjugate signal yˆ(t) by Yˆ (jω), then the following obvious relation Ya (jω) = Y (jω) + j Yˆ (jω)



(5.23)
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will claim that (5.22) holds true when the spectral components in (5.23) are coupled in the following manner:  −jY (jω), if ω  0 ˆ Y (jω) = −j sgn(ω)Y (jω) = , (5.24) jY (jω), if ω < 0 where sgn(t) is a signum function, ⎧ ⎨ 1, sgn(t) = 0, ⎩ −1,



if t > 0 if t = 0 . if t < 0



(5.25)



A resume follows immediately: the spectral density Yˆ (jω) of the conjugate signal yˆ(t) is a product of the multiplication of the spectral density Y (jω) of a real signal y(t) and an auxiliary function Q(jω) = −j sgn(ω). This means, by the properties of the Fourier transforms, that the conjugate signal yˆ(t) is deﬁned by the convolution of y(t) and the inverse Fourier transform q(t) of Q(jω). The function q(t) is therefore unique and its instantaneous value is determined, using the integral ∞



 Γ(α) απ  1 sin = , bα 2 α=1 b



∞ xα−1 sin bx dx =



sin bx dx = lim



α→1



0



0



to be 1 q(t) = 2π =



j 2π



∞ jωt



(−j sgn)e −∞ ∞







j dω = 2π



0 e −∞ ∞ 



1 e−jωt − ejωt dω = π



0



jωt



j dω − 2π



∞ ejωt dω 0



sin ωtdω =



1 . πt



(5.26)



0



The conjugate signal is thus deﬁned by 1 1 yˆ(t) = y(t) ∗ = πt π



∞ −∞



y(θ) dθ. t−θ



(5.27)



Relation (5.24) easily produces Y (jω) = j sgn(ω)Yˆ (jω) to mean that the inverse calculus diﬀers from (5.27) only by the sign changed, therefore 1 1 = y(t) = −ˆ y (t) ∗ πt π



∞ −∞



yˆ(θ) dθ. θ−t



(5.28)



Both (5.27) and (5.28) are known as the direct Hilbert transform yˆ(t) = Hy(t) and the inverse Hilbert transform y(t) = H−1 yˆ(t), respectively.
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Example 5.4. Given a sinc signal x(t) = A



sin W t . Wt



By the integral identity ∞ −∞



π sin x dx = (cos y − 1) , x(x − y) y



its Hilbert transform is performed in the straightforward way as A x ˆ(t) = Wπ



∞ −∞



A sin2 W t/2 sin W θ dθ = (1 − cos W t) = A . θ(t − θ) Wt W t/2



Inherently, by A = X0 W/π, this result becomes that obtained in Example 5.2 for the signal with a rectangular one-side spectral density.   The trouble with the Hilbert transform may arise in calculating (5.27) and (5.28), once integrals do not exist at t = θ in the Cauchy sense. If it occurs, one needs to investigate the limits, for the integrand f (t) = y(t)/(t − θ), θ−  f (t)dt lim



→0 −∞



∞ and



lim



→0 θ+



f (t)dt.



If both still exist, then the direct Hilbert transform (5.27) may be calculated by the improper integral ⎤ ⎡ θ−  ∞ y(θ) y(θ) 1 dθ + dθ⎦ (5.29) yˆ(t) = lim ⎣ π →0 t−θ t−θ −∞



θ+



and so may the inverse Hilbert transform (5.28). Example 5.5. Given a rectangular impulse signal deﬁned by  A, if τ /2  t  τ /2 x(t) = . 0, otherwise Its Hilbert transform is calculated, using (5.29), by ⎞ ⎛ − τ /2 A dθ dθ ⎟ ⎜ x ˆ(t) = lim ⎝ + ⎠. π →0 t−θ t−θ −τ /2
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Fig. 5.8 A real rectangular pulse x(t) and its Hilbert transform x ˆ(t).



By changing a variable to η = t − θ, we go to ⎞ ⎛ t−τ   t+  /2 A dη dη ⎟ A  t + τ /2  ⎜ + = ln x ˆ(t) = − lim ⎝ . ⎠ π →0 η η π  t − τ /2  t+τ /2



t−



Figure 5.8 illustrates this pulse and its Hilbert transform.   5.3.3 Properties of the Hilbert transform Like any other generalized technique, the Hilbert transform demonstrates many interesting properties that may be useful to reduce the mathematical burden and to arrive at the ﬁnal result with minimum manipulations. The most widely used properties are listed below. 5.3.3.1 Filtering The transform is equivalent to the ﬁlter called Hilbert transformer, which does not change the amplitudes of the spectral components, but alters their phases by π/2 for all negative frequencies and by −π/2 for all positive frequencies. This property states that • The Hilbert transform of a constant is zero • The Hilbert transform of a real function is a real function • The Hilbert transform of an even function is an odd function and vice versa • The Hilbert transform of a cosine function is a sine function, namely H cos ω0 t = sin ω0 t
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Example 5.6. A rectangular pulse-train with the period-to-pulse duration ratio, q = 2, is approximated with the Fourier series x(t) =



N −1  n=0



εn



sin(5n/π) cos nt , 5n/π



where N is integer, ε0 = 1, and εn>0 = 2. Without the integral transformation, its Hilbert transform may be written directly by substituting cos nt with sin nt in the series, N −1  sin(5n/π) sin nt . εn x ˆ(t) = 5n/π n=0 The approximating function x(t) and its Hilbert transform x ˆ(t) are shown in Fig. 5.9 for N = 4 and N = 21, respectively. It follows that, by large N , both approximations approach rigorous functions shown in Fig. 5.8. It is also seen that (1) x ˆ(t) is zero at t = 0, whereas x(t) is constant here (has zero time derivative); (2) both x(t) and x ˆ(t) are real functions; and (3) x(t) is even, whereas x ˆ(t) is odd.  



(a)



(b)



Fig. 5.9 Approximation of the rectangular pulse-train x(t) and its Hilbert transform x ˆ(t) by the Fourier series: (a) N = 4 and (b) N = 21.
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5.3.3.2 Causality For a causal signal y(t), the imaginary part of its Fourier transform is completely determined by a knowledge about its real part and vice versa. If the causal function y(t) contains no singularities at the origin, then Fy(t) = Y (jω) = Yr (ω) + jYi (ω) is its Fourier transform, in which Yr (ω) and Yi (ω) are coupled by the Hilbert transforms: 1 Yi (ω) = π



∞



Yr (ν) dν , ω−ν



−∞



1 Yr (ω) = − π



∞ −∞



(5.30)



Yi (ν) dν , ω−ν



(5.31)



Example 5.7. Consider a causal rectangular pulse  A, if 0  t  τ x(t) = 0, otherwise



(5.32)



Its Fourier transform is     2   sin ωτ /2 −jωτ /2 sin ωτ /2 sin ωτ X(jω) = Aτ e − jAτ = Aτ ωτ /2 ωτ ωτ /2 (5.33) = Xr (ω) + jXi (ω) . part of the By applying (5.30) to Xr (ω) = Aτ (sin ωτ /ωτ ), an imaginary



spectral density becomes Xi (ω) = −Aτ sin2 ωτ /2/ωτ /2 that is identical to that in (5.33). Inversely, applying (5.31) to the imaginary part of (5.33) leads to its real component.   5.3.3.3 Linearity If y(t) is a linear combination of the weighted narrowband functions ay1 (t) and by2 (t), where a and b are constants, then its Hilbert transform is H[ay1 (t) + by2 (t)] ∞ ∞ ∞ a b ay1 (θ) + by2 (θ) y1 (θ) y2 (θ) 1 dθ = dθ + dθ = π t−θ π t−θ π t−θ −∞



−∞



= aHy1 (t) + bHy2 (t) = aˆ y1 (t) + bˆ y2 (t) .



−∞



(5.34)



Example 5.8. The property of linearity was used in Example 5.6, where the Hilbert transform of the Fourier series is calculated as the series of the Hilbert transforms of the terms.  
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5.3.3.4 Time shifting For all real a, the following time-shift theorem gives Hy(t − a) ∞ ∞ 1 y(θ − a) y(θ − a) 1 dθ = d(θ − a) = π t−θ π (t − a) − (θ − a) =



1 π



−∞ ∞



−∞



y(η) dη (t − a) − η



−∞



= yˆ(t − a) Example 5.9. A real carrier signal is shifted in time on τ to be y(t) = A cos ω0 (t−τ ). By the ﬁltering and time-shifting properties, its Hilbert transform easily becomes yˆ(t) = A sin ω0 (t − τ ).   5.3.3.5 Time Scaling For all real a > 0, the following mappings holds true: Hy(at) ∞ ∞ ∞ 1 1 y(aθ) y(aθ) y(η) 1 dθ = d(aθ) = d(η) = π t−θ π at − aθ π at − η −∞



−∞



−∞



= yˆ(at) Hy(−at) ∞ ∞ 1 1 y(−aθ) y(−aθ) = dθ = − d(−aθ) π t−θ π −at − (−aθ) −∞



=−



1 π



∞



−∞



−∞



y(η) d(η) −at − η



= −ˆ y (−at) Example 5.10. A real harmonic signal is scaled in time by ω0 to be A cos ω0 t. By the ﬁltering and scaling properties, its Hilbert transform becomes A sin ω0 t. The same signal is scaled by −ω0 to be A cos(−ω0 t) = A cos ω0 t. By the scaling property, its Hilbert transform becomes −A sin(−ω0 t) = A sin ω0 t that is also stated by the ﬁltering property.  
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5.3.3.6 Multiple Transform If to denote the multiple Hilbert transform of y(t) by Hn y(t) = H...H 8 9: ; y(t), n



then the following identities are valid: •



H2 y(t) = −y(t)



•



H3 y(t) = H−1 y(t)



•



H4 y(t) = y(t)



•



Hn y(t) ⇔ [−j sgn(ω)]n Y (jω)



F



Example 5.11. The multiple transform property establishes the following link between the cosine signal and its multiple Hilbert transform H



H



H



H



cos ω0 t → sin ω0 t → − cos ω0 t → − sin ω0 t → cos ω0 t   5.3.3.7 Hilbert Transform of the Time Derivatives The Hilbert transform of the time derivative y  (t) of y(t), Hy  (t) =



1 π



∞ −∞



y  (θ) dθ t−θ



is equivalent to the time derivative of the Hilbert transform of y(t). To prove, it is enough to use a new variable θ = t − η and, by simple manipulations, go to ⎛ ∞ ⎞  d ⎝1 y  (t − η) y(t − η) ⎠ dη = dη η dt π η −∞ −∞ ⎛ ∞ ⎞  d ⎝1 d y(θ) ⎠ = dθ = Hy(t) = yˆ (t) . dt π t−θ dt



1 Hy  (t) = π



∞



(5.35)



−∞



The Hilbert transform of (5.35) then produces y  (t) = −H



d Hy(t) = −Hˆ y  (t) . dt



(5.36)
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Example 5.12. Given a delta-shaped signal y(t) = δ(t). Its Hilbert transform, by the sifting property of a delta function, becomes 1 π



Hδ(t) =



∞ −∞



1 δ(θ) dθ = . t−θ πt



(5.37)



By (5.36) and (5.37), the time derivative of the delta function δ(t) is readily deﬁned to be 1 . (5.38) πt2 The Hilbert transforms of the time derivatives of δ(t) are then performed δ  (t) = H



by Hδ  (t) = −



1 , πt2



Hδ  (t) =



2 , πt3



....



(5.39)  



5.3.3.8 Hilbert Transform of the Deﬁnitive Integrals Since the deﬁnitive integral of y(t) is a constant (time-invariant), then its Hilbert transform, by the ﬁltering property, is zero. 5.3.3.9 Orthogonality A real signal y(t) and its Hilbert transform yˆ(t) are orthogonal. Indeed, by the Parseval theorem, we obtain ∞ y(t)ˆ y (t)dt =



1 2π



−∞



∞



Y (jω)[−j sgn(ω)Y (jω)]∗ dω



−∞



=



j 2π



∞



sgn(ω)|Y (jω)|2 dω .



−∞



In the latter relation, the squared magnitude of the signal spectral density is always even and the signum function is odd. Thus, the integral is zero ∞ y(t)ˆ y (t)dt = 0 . −∞



(5.40)
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That is only possible if the nonzero integrant is combined with the orthogonal functions. Example 5.13. Consider a signal x(t) and its Hilbert transform x ˆ(t) examined in Example 5.6. Integrating the product of these functions yields −1 N −1 N  



sin(5n/π) sin(5m/π) εn εm 5n/π 5m/π n=0 m=0



∞ cos nt sin mt dt , −∞



where the integral is zero and thus the signals are orthogonal.   5.3.3.10 Hilbert Transform of the Convolution The Hilbert transform of the convolution of two signals y1 (t) and y2 (t) is the convolution of one with the Hilbert transform of the other. ∞ ∞



y1 (τ )y2 (θ − τ ) dτ dθ t−θ −∞ −∞ ⎞ ⎛ ∞ ∞  ∞ y (θ − τ ) 1 2 ⎠ ⎝ = dθ dτ = y1 (τ ) y1 (τ )Hy2 (t − τ )dτ π t−θ



1 H[y1 (t) × y2 (t)] = π



−∞



−∞



−∞



= y1 (t) ∗ Hy2 (t) = y1 (t) ∗ yˆ2 (t) .



(5.41)



It also follows that ∞



∞ y1 (t)ˆ y2 (t)dt =



−∞



−∞



∞



∞ y1 (t)y2 (t)dt =



−∞



yˆ1 (t)y2 (t)dt ,



(5.42)



yˆ1 (t)ˆ y2 (t)dt ,



(5.43)



yˆ2 (t)dt .



(5.44)



−∞



∞



∞ 2



y (t)dt = −∞



−∞



Example 5.14. Consider a pair of the orthogonal signals, z(t) = cos ωt, zˆ(t) = sin ωt, x(t) = A(sin W t/W t), and x ˆ(t) = A(sin2 W t/2/W t/2). The
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diﬀerence of two integrals in (5.42) produces zero, ∞  A −∞



∞ =A −∞



∞ =A −∞



∞ =A −∞



 sin W t sin2 W t/2 cos ωt − sin ωt dt W t/2 Wt sin W t/2 W t/2



 cos ωt sin



Wt Wt − sin ωt cos 2 2



 dt



  Wt sin W t/2 sin ωt − dt W t/2 2 cos(ω − W )t dt − A Wt



∞



−∞



cos ωt dt = 0 , Wt



and thus the left-hand side and the right-hand side of (5.42) may be used equivalently. In the same manner, (5.43) and (5.44) may be veriﬁed.   5.3.3.11 Energy A signal y(t) and its Hilbert transform yˆ(t) have equal energies. Indeed, by the Rayleigh theorem, we may write ∞



1 |y(t)| dt = 2π



Ey = −∞



∞ |ˆ y (t)|2 dt =



Eyˆ = −∞



∞ |Y (jω)|2 dω ,



(5.45)



| − j sgn (ω)Y (jω)|2 dω .



(5.46)



2



1 2π



−∞



∞ −∞



Since | − j sgn (ω)| = 1, except for ω = 0, then 2



Ey = Eyˆ .



(5.47)



The Rayleigh theorem also leads to the conclusion that a signal y(t) and its Hilbert transform yˆ(t) have equal energy spectrums, |Y (jω)|2 = |Yˆ (jω)|2 .



(5.48)



Example 5.15. Given an LP signal x(t) and its Hilbert transform x ˆ(t) considered in Example 5.2. The Fourier transform of x(t) has a rectangular shape and (5.24) easily produces the Fourier transform of x ˆ(t). Accordingly, we write
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x(t) =



X0 W sin W t π Wt



x ˆ(t) =



X0 W sin2 W t/2 π W t/2
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F



⇔



X0 , if |ω|  W , 0, otherwise ⎧ ⎨ −jX0 , if 0  ω  W ˆ if −W  ω < 0 . X(jω) = jX0 , ⎩ 0, otherwise



X(jω) = F



⇔



By (5.45) and (5.46), the signal energy is calculated by the spectral densities to be ∞ ∞ 1 X 2W 1 2 2 ˆ |X(jω)| dω = |X(jω)| dω = 0 . 2π 2π π −∞



−∞ 



∞ The same result may be found to use the integral identities −∞ sin2 bt/t2 dt =



∞ 4 πb and −∞ sin bt/t2 dt = πb/2, and calculate the signal energy by x(t) and x ˆ(t) employing (5.45) and (5.46), respectively.   5.3.3.12 Autocorrelation The signal y(t) and its Hilbert transform yˆ(t) have equal autocorrelation functions. ∞



∞ y(t)y(t − θ)dt =



−∞



yˆ(t)ˆ y (t − θ)dt .



(5.49)



−∞



Example 5.16. Consider a sinc-shaped pulse and its Hilbert transform, respectively, x(t) =



sin t t



and x ˆ(t) =



sin2 (t/2) . t/2



The autocorrelation function of the pulse is deﬁned by ∞ φx (θ) = −∞



sin t sin(t − θ) dt t t−θ



cos θ = 2



∞ −∞



1 dt − t(t − θ) 2



∞ −∞



cos (2t − θ) dt . t(t − θ)



The ﬁrst integral produces zero,  ∞  1  t  dt = − ln  = 0. t(t − θ) θ t − θ −∞
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The second integral, by changing a variable, z = 2t − θ, and using an identity ∞ cos(ax) π b2 −x2 dx = 2b sin (ab), is transformed as follows: 0



∞ −∞



cos (2t − θ) dt = 2 t(t − θ)



∞



2π cos z dz = − sin θ . z 2 − θ2 θ



−∞



Thus, the function is φx (θ) =



π sin θ . θ



The autocorrelation function of x ˆ(t), by using an identity sin2 x = 0.5 (1 − cos 2x), is transformed to ∞ φxˆ (θ) = −∞ ∞



= −∞ ∞



= −∞ ∞



− −∞



sin2 (t/2) sin2 [(t − θ)/2] dt t/2 (t − θ)/2 (1 − cos t)[1 − cos(t − θ)] dt t(t − θ) dt − t(t − θ)



∞



−∞



cos t dt + t(t − θ)



cos (t − θ) dt t(t − θ)



∞



−∞



cos t cos(t − θ) dt . t(t − θ)



The ﬁrst integral is zero. It may be shown by simple manipulations with variables that the second and third integrals compensate. Finally, the last integral produces π φxˆ (θ) = − sin θ . θ Since φxˆ (θ) = φxˆ (−θ), the autocorrelation function φxˆ (θ) becomes identical to φx (θ).   We have already considered many useful properties of the Hilbert transform. Some others are coupled with its application to the analytic signals that we will learn in further. 5.3.4 Applications of the Hilbert Transform in Systems The above-considered examples have virtually shown already how the Hilbert transform may be used in solving the system problems. A principal point
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here is that the Hilbert transform completes the in-phase signal component with the quadrature-phase component. Thus we have two informative signals instead of only one and the accuracy of system operation may be increased. This is eﬃciently used in modulation and demodulation. 5.3.4.1 Amplitude Detection A common and very eﬃcient technique for envelope detection is based on the Hilbert Transform yˆ(t) of an original HF signal y(t). In such a detector, the absolute values of y(t) and yˆ(t) are summed and the peak hold operation provides tracking the maximum of one of these signals when the other one has zero (Fig. 5.10). The Hilbert transformer provides a 90◦ phase shift that is typically implemented as a ﬁnite impulse response (FIR) ﬁlter with a linear phase. Therefore, the original signal must be delayed to match the group delay of the Hilbert transform. The peak hold function is often implemented as a one-pole inﬁnite impulse response (IIR) ﬁlter. The eﬀect of employing y(t) and its Hilbert transform yˆ(t) instead of a direct detection of a signal waveform by y(t) is neatly demonstrated in Fig. 5.11 for the Gaussian-waveform RF pulse y(t) = e−α(t−t1 ) cos ω0 t , 2



where α  ω0 and t1 correspond to the peak value of the Gaussian waveform. The Hilbert transformer provides a π/2 version of y(t), 2 yˆ(t) ∼ = e−α(t−t1 ) sin ω0 t .



The absolute value |y(t)| of an original signal (a) is formed as in (c) having an envelope A(t). If to exploit two signals (b), then the maximums of their absolute values produce twice larger number of the points (d) resulting in a higher accuracy of the envelope detection by the peak hold. In Fig. 5.11d, the envelope is shown for the analytic signal. It is important that the sum of y(t) and yˆ(t) ﬁts this envelope only at discrete points when one of these signals attains a maximum and the other becomes zero.



Delay



x



Peak hold Hilbert transformer



x



Fig. 5.10 Detecting the envelope A(t) of a narrowband signal y(t) employing the Hilbert transformer.
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(a)



(b)



(c)



(d)



Fig. 5.11 Signals in a system (Fig. 5.10): (a) Gaussian RF pulse y(t); (b) y(t) and its Hilbert transform yˆ(t); (c) absolute signal |y(t)| and its envelopeA(t), and (d) |y(t)| and |ˆ y (t)|; and their envelope (root-mean-square sum) A(t) = y 2 (t) + yˆ2 (t).
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5.3.4.2 Hilbert Modulator The other eﬃcient application of the Hilbert transform is to create a modulated signal with SSB. In Fig. 5.12, we show a typical structure of a modulator. To simplify its presentation, we will think that the modulating signal x(t) is a purely harmonic wave with unit amplitude and modulating frequency Ω, so that x(t) = cos Ωt and x ˆ(t) = sin Ωt. As in the case of Fig. 5.10, some time delay of the original signal is necessary to compensate the group delay induced by FIR ﬁlter of the Hilbert transformer. The carrier signal cos ω0 t is transformed here to sin ω0 t by a π/2 lag phase shifter. Such a Hilbert transformer is usually called a phase-shift ﬁlter, a π/2-shifter, or a quadrature ﬁlter. Modulation of the original and shifted carrier signals produces the real modulated signal and its Hilbert transform, respectively, y(t) = cos Ωt cos ω0 t , yˆ(t) = sin Ωt sin ω0 t . These signals may now be either summed to obtain an SSB signal with an LSB, s(t) = cos Ωt cos ω0 t + sin Ωt sin ω0 t = cos(ω0 − Ω)t , or subtracted, yielding an SSB signal with an USB, s(t) = cos Ωt cos ω0 t − sin Ωt sin ω0 t = cos(ω0 + Ω)t . In theory, the Hilbert modulator promises no other sideband, thus an inﬁnite suppression and zero transition band. This, however, may be a bit broken by the phase errors in the structure. 5.3.4.3 Quadrature Demodulator We have already shown in Fig. 5.5 how the Hilbert transform of a reference signal may be used in a wireless coherent detection of an object. Most generally, this principle results in the quadrature demodulator shown in Fig. 5.13.



Delay



Oscillator



w



w Hilbert transformer Fig. 5.12 Creating an SSB signal with the Hilbert transformer.
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LP filter



Oscillator Hilbert tranformer



w LP filter Fig. 5.13 Quadrature demodulation with the Hilbert transform of a reference signal.



Here, an input signal with the carrier frequency ω0 , y(t) = cos (ω0 t + ϕ) goes to two channels. In the ﬁrst channel, it is multiplied with the in-phase carrier signal z(t) = cos ω0 t and the product is y(t)z(t) =



1 1 cos ϕ + cos (2ω0 t + ϕ) . 2 2



In the second channel, y(t) is multiplied with the Hilbert transform of a carrier signal, zˆ(t) = sin ω0 t, that produces 1 1 y(t)ˆ z (t) = − sin ϕ + sin (2ω0 t + ϕ) . 2 2 Two LP ﬁlters with the gain factors 2 and −2 select the in-phase and quadrature phase amplitudes, respectively, rI = cos ϕ , rQ = sin ϕ , and the demodulation is complete. The Hilbert transformer is designed here as a π/2-shifter. The quadrature demodulator is used as a building block in many systems for more elaborate modulation and demodulation schemes. 5.3.4.4 Costas loop In binary phase shift keying (BPSK), the carrier signal is modulated by shifting its phase by 0◦ or 180◦ at a speciﬁed rate to be
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LP filter cos (w 0t+f) VCO



LP filter



Hilbert transformer sin (w 0t+f) LP filter



Fig. 5.14 Costas loop for quadrature demodulation of BPSK.



y(t) = cos (ω0 t ± π/2) . To demodulate this signal, the quadrature demodulator may be used to supply the coherent reference signal for product detection in what is called the Costas phase-locked loop (PLL). A Costas loop for BPSK demodulation is shown in Fig. 5.14. It is assumed that the voltage-controlled oscillator (VCO) is locked to the input suppressed carrier frequency with a constant phase error φ and that the Hilbert transformer (π/2 shifter) produces its quadrature version. The VCO signals (in-phase and quadrature phase) modulate the input signal. The products then go through LP ﬁlters, which bandwidths are predetermined by the modulation data rate. Accordingly, two signals appear at the outputs of the LP ﬁlters in the in-phase and quadrature phase channels, respectively, # π $ 1 cos ± − φ , 2 2 # π $ 1 − sin ± − φ . 2 2 These signals are multiplied together and the product goes to an LP ﬁlter, which cutoﬀ frequency lies near zero so that the ﬁlter acts as an integrator to produce the necessary control voltage k sin 2φ. The output of the quadrature channel then yields a signal that is proportional to the phase modulation law, 1 x(t) = ∓ cos φ . 2 With φ = 0, the output of a Costas loop generates simply ±0.5. In communications, this loop is also adopted to demodulate QPSK signals.



5.4 Analytic Signal Nowadays, the Hilbert transform has found a wide application in the theory of signals and systems as well as in the systems design owing to its splendid
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property to couple the real and imaginary parts (1) of an analytic signal; (2) of the spectral density of a causal signal; and (3) of the transfer function of any system. Moreover, the Hilbert transform is used to generate complexvalued analytic signals from real signals. Since a signal is analytic when its components are harmonic conjugates, then the Hilbert transform generates the components, which are harmonic conjugates to the original signal. Any real systems operate with real values. Therefore a direct application of analytic (complex) signals in systems is impossible and an SP part is included whenever necessary to provide mathematical manipulations (Fig. 5.15). A system may produce, for example, either only the in-phase component (I) or both the in-phase and quadrature phase (Q) components of a real signal. The SP part will then create complex analytic signals, operate with them, and produce some result that may be ﬁnal. The SP part may also transfer a real component of the result produced to the same system (Fig. 5.15a) or to several systems (Fig. 5.15b). An example is in Fig. 5.13, where the SP block may be used in order to calculate the signal envelope, phase or instantaneous frequency that cannot be accomplished in a simple way physically. In modern systems various conﬁgurations of electronic parts and computer-aided SP parts are used aimed at achieving a highest system eﬃciency. Let us now come back to the beginning of this chapter and recall that the analytic signal is nothing more than a complex vector ya (t) = y(t) + j yˆ(t) ,



(5.50)



in which y(t) is an arbitrary real signal and yˆ(t) is its Hilbert transform. If a signal is narrowband, then this pair of functions becomes y(t) = Ac (t) cos ω0 t − As (t) sin ω0 t ,



(5.51)



yˆ(t) = Ac (t) sin ω0 t + As (t) cos ω0 t .



(5.52)



As any other complex vector, any analytic signal is characterized with its envelope, phase, and instantaneous frequency. 5.4.1 Envelope The envelope of an analytic signal is deﬁned by  A(t) = y 2 (t) + yˆ2 (t) .



(5.53)



If to involve (5.51) and (5.52) and provide elementary manipulations, then  (5.53) will be converted to the formula A(t) = A2c (t) + A2s (t) deﬁned by



(a)



(b)



Fig. 5.15 Signal processing of analytic signals in systems: (a) single system and (b) multiple system.
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(5.9) by the amplitudes of the narrowband signal, Ac and As . This means that the envelopes of a real narrowband signal and its analytic signal are equal and thus have the same properties. Example 5.17. Given an oscillatory system of the second order with a highquality factor. Such a system is speciﬁed with the impulse response h(t) = Ae−σt sin ω0 t , where a damping factor α is much smaller than the carrier frequency ω0 ; σ  ω0 . For such a relation, the oscillations amplitude is almost constant during the period of repetition T = 2π/ω0 . Therefore, the Hilbert transform of h(t) is approximately performed by ˆ ∼ h(t) = −Ae−σt cos ω0 t and the envelope is calculated as  ˆ 2 (t) = Ae−σt . h2 (t) + h Figure 5.16 neatly shows that the accuracy of the envelope detection is higher ˆ if to use h(t) and h(t), rather than if to detect only by h(t).   5.4.2 Phase By deﬁnition, the total phase Ψ(t) of any real signal y(t) is equal to the argument of its analytic signal ya (t), Ψ(t) = arg ya (t) = arctan



yˆ(t) . y(t)



(5.54)



Fig. 5.16 Impulse response h(t) of an oscillatory system of the second order, its  ˆ ˆ 2 (t). Hilbert transform h(t), and the envelope h2 (t) + h
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If a signal is narrowband with the carrier frequency ω0 , then its slowly changing informative phase ψ(t) is calculated by ψ(t) = Ψ(t) − ω0 t.



(5.55)



As it may be observed, transition between the phase ψ(t) deﬁned by the amplitudes Ac and As of a narrowband signal, (5.11) and (5.12), and that deﬁned by (5.55) is not so straightforward as between (5.53) and (5.9). 5.4.3 Instantaneous Frequency The instantaneous frequency ωy (t) of any analytic signal is deﬁned by the ﬁrst time derivative of its total phase Ψ(t) by



ωy (t) =



d yˆ(t) yˆ (t)y(t) − y  (t)ˆ d y (t) Ψ(t) = arctan = . 2 2 dt dt y(t) y (t) + yˆ (t)



(5.56)



Again we notice that, for narrowband analytic signals, the carrier frequency ω0 cannot be extracted in (5.56) instantly and extra manipulations are required in each of the particular cases. Example 5.18. Given a carrier signal z(t) = cos ω0 t and its Hilbert transdoes not bear any information, because of its form zˆ(t) = sin ω0 t. This signal  envelope is unity, A(t) = cos2 ω0 t + sin2 ω0 t = 1; the total phase is linear, Ψ(t) = ω0 t; the informative phase is zero, ψ(t) = Ψ(t) − ω0 t = 0; and the instantaneous frequency is constant, ωy (t) = ω0 .   Example 5.19. An ideal band-pass signal has a symmetric one-side spectral density  X0 , if ω0 − W  ω  ω0 + W Y (jω) = . 0, otherwise An analytic signal corresponding to this spectral density is calculated by X0 ya (t) = π



ω 0 +W



ejωt dω = ω0 −W



& X0 % j(ω0 +W )t e − ej(ω0 −W )t jπt



X0 {[sin(ω0 + W )t − sin(ω0 − W )t] = πt − j[cos (ω0 + W )t − cos (ω0 − W )t]} with its real and imaginary (Hilbert transform) parts, respectively, 2X0 W sin W t cos ω0 t , π Wt 2X0 W sin W t sin ω0 t . yˆ(t) = π Wt y(t) =
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By (5.51), the envelope is calculated to be   2X0 W  sin W t  A(t) = π  Wt  that is consistent with (5.2). The total phase is linear, Ψ(t) = ω0 t; the informative phase is zero, ψ(t) = Ψ(y) − ω0 t = 0; and the instantaneous frequency is constant, ωy (t) = ω0 .   Example 5.20. An analytic signal with an unknown carrier frequency ω0 is given with an asymmetric one-side spectral density  X0 e−a(ω−ω1 ) , if ω  ω1 Y (jω) = 0, otherwise . Its time function is provided by (5.15) as X0 ya (t) = π =



∞



e−a(ω−ω1 )+jωt dω =



ω1



X0 e−(a−jt)ω1 π(a − jt)



X0 [(a cos ω1 t − t sin ω1 t) + j(t cos ω1 t + a sin ω1 t)] π(a2 + t2 )



and thus the real signal and its Hilbert transform are, respectively, X0 (a cos ω1 t − t sin ω1 t) , π(a2 + t2 ) X0 (t cos ω1 t + a sin ω1 t) , yˆ(t) = π(a2 + t2 ) y(t) =



where the boundary frequency ω1 has appeared to be a carrier frequency ω0 , by deﬁnition. The envelope of this signal is performed by X0 A(t) = √ π a2 + t2 having a maximum X0 /aπ at t = 0 (Fig. 5.17a). Its total phase calculates Ψ(t) = arctan



t cos ω1 t + a sin ω1 t a cos ω1 t − t sin ω1 t



and thus the informative phase is not zero, ψ(t) = Ψ(t) − ω1 t = 0 . The instantaneous frequency is calculated by ωy (t) =



d a Ψ(t) = ω1 + 2 dt a + t2
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(a) w t w



w (b)



Fig. 5.17 An analytic signal with an asymmetric spectral density (Example 5.3.16): (a) analytic signal y(t), its Hilbert transform yˆ(t), and envelope A(t) and (b) instantaneous frequency ωy (t).



and, hence, is time-varying (Fig. 5.17b). At zero point t = 0, the frequency ωy (t) starts with ω = ω1 +1/a and then asymptotically approaches the carrier frequency ω0 = ω1 with t → ∞. Now note that the results achieved in this example for a signal with a one-side spectral density are consistent with those obtained in Example 5.1 by the complex envelope of a signal with the doublesided spectral density.  



5.4.4 Hilbert Transform of Analytic Signals An analysis of signals generated by real systems may require not only single analytic signals but also their assemblages and Hilbert transforms. A direct application of the Hilbert transform to such signal by the weighted integration (5.15) usually entails diﬃculties and is embarrassing. In ﬁnding a shortest way, some other properties of the Hilbert transform may be used.
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First of all, let us show that the Hilbert transform of the analytic signal ya (t) = y(t) + j yˆ(t) is calculated in a very simple way; i.e., Hya (t)  yˆa (t) = H[y(t) + j yˆ(t)] = yˆ(t) − jy(t) = −jya (t) .



(5.57)



Now, the following important products may be found for two analytic signals, ya1 (t) and ya1 (t), and their Hilbert transforms: ya2 (t): • The product of yˆa1 (t)ya2 (t) is identical with the product of ya1 (t)ˆ yˆa1 (t)ya2 (t) = −jya1 (t)ya2 (t) = ya1 (t)[−jya2 (t)] = ya1 (t)ˆ ya2 (t)



(5.58)



• The product of ya1 (t)ya2 (t) is identical with the product of j yˆa1 (t)ya2 (t) = ya2 (t): jya1 (t)ˆ ya1 (t)ya2 (t) = j yˆa1 (t)ya2 (t) = jya1 (t)ˆ ya2 (t) .



(5.59)



• The Hilbert transform of the real and imaginary products of two analytic signals produces the following identities: HRe[ya1 (t)ya2 (t)] = Im[ya1 (t)ya2 (t)] ,



(5.60)



HIm[ya1 (t)ya2 (t)] = −Re[ya1 (t)ya2 (t)] .



(5.61)



• The Hilbert transform of the product of ya1 (t)ya2 (t) is identical to the product of −jya1 (t)ya2 (t): Hya1 (t)ya2 (t) = H[y1 (t) + j yˆ1 (t)][y2 (t) + j yˆ2 (t)] y2 (t) + j[y1 (t)ˆ y2 (t) + yˆ1 (t)y2 (t)]} = H{y1 (t)y2 (t) − yˆ1 (t)ˆ = y1 (t)ˆ y2 (t) + yˆ1 (t)y2 (t) − j[y1 (t)y2 (t) − yˆ1 (t)ˆ y2 (t)] y2 (t) + j yˆ1 (t)y2 (t) − yˆ1 (t)ˆ y2 (t)] = −j[y1 (t)y2 (t) + jy1 (t)ˆ = −j[y1 (t) + j yˆ1 (t)][y2 (t) + j yˆ2 (t)] = −jya1 (t)ya2 (t) (5.62) that yields the following useful identities: ya2 (t) = −jya1 (t)ya2 (t) H[ya1 (t)ya2 (t)] = yˆa1 (t)ya2 (t) = ya1 (t)ˆ Hyan (t)



=



yˆa (t)yan−1 (t)



=



−jya (t)yan−1 (t)



Example 5.21. Given two analytic carrier signals za1 (t) = cos ω1 t + j sin ω1 t , za2 (t) = cos ω2 t + j sin ω2 t .



=



−jyan (t)



(5.63) (5.64)
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By (5.57), the Hilbert transforms of these signals are produced, respectively, zˆa1 (t) = sin ω1 t − j cos ω1 t , zˆa2 (t) = sin ω2 t − j cos ω2 t . Employing (5.58), the following product is calculated to be zˆa1 (t)za2 (t) = za1 (t)ˆ za2 (t) = sin (ω1 + ω2 )t − j cos (ω1 + ω2 )t . Each of the relations in (5.59), produces za1 (t)za2 (t) = cos (ω1 + ω2 )t + j sin (ω1 + ω2 )t . It follows, by (5.60) and (5.61), that HRe [ya1 (t)ya2 (t)] = Im [ya1 (t)ya2 (t)] = sin (ω1 + ω2 )t , HIm [ya1 (t)ya2 (t)] = −Re [ya1 (t)ya2 (t)] = − cos (ω1 + ω2 )t , and thus the Hilbert transform of the product za1 (t)za2 (t) is H[za1 (t)za2 (t)] = sin (ω1 + ω2 )t − j cos(ω1 + ω2 )t that is also calculated by (5.63).  



5.5 Interpolation An interpolation problem arises when a continuous-time bandlimited signal needs to be reconstructed correctly from a set of its discrete-time measured samples. The system thus must be able to interpolate the signal between samples. Alternatively, in the SP block (Fig. 5.15), transition is provided from samples to the interpolated function, which actually becomes not continuous but rather discrete with a much smaller sample time. Such a transition employs polynomials, which order, from the standpoint of practical usefulness, should not be large. Therefore, interpolation is usually associated with slowly change in time bandlimited signals. Numerical analysis oﬀers several methods. The Lagrange form is the classical technique of ﬁnding an order polynomial that passes through given points. An interpolation polynomial in the Newton form is also called Newton’s divided diﬀerences interpolation polynomial because its coeﬃcients are calculated using divided diﬀerences. The technique known as cubic splines ﬁts a third-order polynomial through two points so as to achieve a certain slope at one of the points. There are also used Bezier’s3 splines, which interpolate a set of points using smooth curves and do not necessarily pass through the points. The Bernstein4 polynomial that is a linear combination of Bernstein basis polynomials is the other opportunity for interpolation. 3 4



Pierre Etienne Bezier, French engineer, 1 September 1910–25 November 1999. Sergei Bernstein, Ukrainian mathematician, 5 March 1880–26 October 1968.
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5.5.1 Lagrange Form The Lagrange form of an interpolation polynomial is a well-known, classical technique for interpolation. The formula published by Lagrange in 1795 was earlier found by Waring5 in 1779 and soon after rediscovered by Euler in 1783. Therefore, it is also called Waring–Lagrange interpolation or, rarely, Waring–Euler–Lagrange interpolation. The Lagrange interpolation is performed as follows. Let a bandlimited signal x(t) be given at m + 1 discrete-time points as x(tn ), n = 0, 1, . . . , m. Then the following unique order m polynomial interpolates a signal between these points by m  x(ti )lmi (t) , (5.65) Lm (t) = i=0



where lmi (t) =



m < k=0,k =i



=



t − tk ti − tk



(t − t0 )(t − t1 ) . . . (t − ti−1 )(t − ti+1 ) . . . (t − tm ) (ti − t0 )(ti − t1 ) . . . (ti − ti−1 )(ti − ti+1 ) . . . (ti − tm )



(5.66)



is an elementary nth order polynomial satisfying the condition of  1 if n = i . (5.67) lmi (tn ) = 0 if n = i A simple observation shows that the numerator of the right-hand side of (5.66) has zeros at all the points except the kth and that the denominator here is a constant playing a role of a normalizing coeﬃcient to satisfy (5.67). To ﬁnd the coeﬃcients of the interpolating polynomial (5.65), it needs solving the equations system of order polynomials that is usually provided by the Vandermonde6 matrix. Example 5.22. The envelope of a narrowband signal at the system output was measured after switched on at discrete-time points tn , n = 0, 1, . . . , 5 with a constant time-step of 1 s to possess the values of, in volts, x(t0 ) = 0, x(t1 ) = 2.256, x(t2 ) = 3.494, x(t3 ) = 4.174, x(t4 ) = 4.546, and x(t5 ) = 4.751. The Lagrange interpolation (5.65) applied to these samples step-by-step produces the polynomials L1 (t) = 2.256t , L2 (t) = 2.7648t − 0.509t2 , L3 (t) = 2.918t − 0.7386t2 + 0.0765t3 , L4 (t) = 2.9698t − 0.8335t2 + 0.12834t3 − 8.6337 × 10−3 t4 , L5 (t) = 2.9885t − 0.87248t2 + 0.1556t3 − 0.01642t4 + 7.7909 × 10−4 t5 . 5 6



Edward Waring, English mathematician, 1736–15 August 1798. Alexandre-Th´eophile Vandermonde, French mathematician, 28 February 1735– 1 January 1796.
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(a)



(b)



(c)



Fig. 5.18 Interpolation of the measured samples by Lagrange polynomials: (a) m = 1, (b) m = 2, (c) m = 3.



Figure 5.18 demonstrates that the method gives exact interpolations in all of the cases including large n when polynomials become long having not enough applied features. Figure 5.18f shows that the approximating function (dashed) x(t) = 5(1 − e−0.6t )
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(d)



(e)



(f)



Fig. 5.18 Continued (d) m = 4, (e) m = 5, and (f ) is a generalization; dashed line corresponds to 5(1 − e−0.6t ).
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ﬁts samples claiming that it is a transient in the envelope associated with the LP ﬁlter of the ﬁrst order.   The Lagrange form is convenient and therefore very often used in theoretical studies. But from the practical point of view, its usefulness is not so doubtless, since when we construct the (m + 1)th order polynomial Lm+1 (t) we fully lose an information about the lower-order polynomial Lm (t). 5.5.2 Newton Method The other form of the interpolation polynomial is called the Newton polynomial or Newton’s divided diﬀerences interpolation polynomial because the coeﬃcients of the polynomial are calculated using divided diﬀerences. Again, we deal here with a bandlimited signal x(t) that is given at m+1 discrete-time points as x(tn ), n = 0, 1, . . . , m. The values x(tn+1 ) − x(tn ) x(tn , tn+1 ) = tn+1 − tn are called the divided diﬀerences of the ﬁrst order. The divided diﬀerences of the second order are deﬁned by x(tn , tn+1 , tn+2 ) =



x(tn+1 , tn+2 ) − x(tn , tn+1 ) tn+2 − tn



and then those of an arbitrary k  2 order are performed as x(tn , tn+1 , . . . , tn+k ) =



x(tn+1 , . . . , tn+k ) − x(tn , . . . , tn+k−1 ) . tn+k − tn



(5.68)



Utilizing (5.68), the Newton interpolation polynomial is written as follows Pm (t) = x(t0 ) + x(t0 , t1 )(t − t0 ) + x(t0 , t1 , t2 )(t − t0 )(t − t1 ) + . . . +x(t0 , . . . , tm )(t − t0 ) . . . (t − tm−1 ) .



(5.69)



The value εm = |x(t) − Pm (t)| is said to be the interpolation error or the rest interpolation term that is the same as in the Lagrange form. Since a bandlimited signal is typically changed slowly with its smoothed enough function, the approximate relation x(t) − Pm (t) ≈ Pm+1 (t) − Pm (t) is usually used to estimate the interpolation error by εm ∼ = |Pm+1 (t) − Pm (t)| .



(5.70)



It may be shown that Newton’s method leads to the same result as that of Lagrange (one may recalculate Example 5.22 employing the Newton approach). There is, however, one important diﬀerence between these two forms. It follows from the deﬁnition of the divided diﬀerences that new data points
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can be added to the data set to create a new interpolation polynomial without recalculating the old coeﬃcients. Hence, when a data point changes one usually do not have to recalculate all coeﬃcients. Furthermore, if a time-step is constant, the calculation of the divided diﬀerences becomes signiﬁcantly easier. Therefore, the Newton form of the interpolation polynomial is usually preferred over the Lagrange form for practical purposes. Overall, when added a new sample, the Lagrange polynomial has to be recalculated fully, whereas the Newton form requires only an addition calculated for this new term.



5.6 Sampling Let us now assume that we have a continuous-time bandlimited signal y(t) and would like to present it with samples to make an analysis digitally, put to the digital SP block, or transmit at a distance. We may provide more samples so that an assemblage of samples will look almost as a continuous function. In such a case, the SP block or transmission may work slow and we will be in need to reduce the number of samples per time unit. The question is, then, how much samples should we save to represent y(t) without a loss of information about its shape in the following interpolation. The sampling theory answers on this question. A historical overview of the problem turns us back to the work of Whittaker7 of 1915, in which he studied the Newton interpolation formula for an inﬁnite number of equidistantly placed samples on both sides of a given point. In this work, he showed that, under certain conditions, the resulting interpolation converges to what he called the “cardinal function,” which consists of a linear combination of shifted functions of the form sin(x)/x. He has also shown that the Fourier transform of this interpolant has no periodic constituents of period less than 2W , where W is the spectral band of samples. It then has become known that closely related variants of the cardinal function were considered earlier by some other authors without, however, connection with the bandlimited nature of signals. The next important step ahead was made by Nyquist8 in 1928, when he pointed out the importance of having a sampling interval equal to the reciprocal value of twice the highest frequency W of the signal to be transmitted. Referring to the works of Whittaker and Nyquist, Shannon9 presented and proved in 1948–1949 the sampling theorem that has appeared to be fundamental for signals quantization, digital communications, and the information theory. The theorem was earlier formulated and proved by Kotelnikov10 in 7



8 9



10



Edmund Taylor Whittaker, English mathematician, 24 October 1873–24 March 1956. Harry Nyquist, Swedish-born engineer, 7 February 1889–4 April 1976. Claude Elwood Shannon, American mathematician-engineer, 30 April 1916–24 February 2001. Vladimir Kotelnikov, Russian scientist, 6 September 1908–1 February 2005.
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1933 and by several other authors. In further, the theorem forced to think about the interpolation function as a linear combination of some basis functions that has found an application in many applied theories. 5.6.1 Sampling Theorem We will now consider a continuous-time bandlimited signal x(t) with a known spectral density X(jω) coupled by the inverse Fourier transform as x(t) = F −1 X(jω). Since the term “bandlimited” presumes the spectral density to be zero beyond the range of −2πW  ω  2πW , where W is a boundary frequency, the inverse Fourier transform of this signal may be written as



x(t) =



1 2π



2πW 



X(jω)ejωt dω



(5.71)



−2πW



and a signal x(t) may be considered to be LP (but not obligatory). We now would like to sample a signal equidistantly with interval T = 1/2W . Substituting a continuous time t with a discrete time tn = nT , where n is an arbitrary integer, we rewrite (5.71) for samples xs (nT )  x(tn ) as 1 xs (nT ) = 2π



π/T 



X(jω)ejωnT dω −π/T



that, by a new angular variable in radians ωs = ωT , becomes xs (n) =



1 2πT



π −π



# ω $ s ejnωs dωs . X j T



(5.72)



The inverse Fourier transform (5.72) claims that the spectral density of xs (n) is determined in the range |ωs |  π by Xs (jωs )||ωs |π =



1 # ωs $ X j T T



(5.73)



to mean that the spectral density of a sampled signal is just a scaled version of its origin in the observed frequency band. We now recall that a periodic signal has a discrete spectrum and thus, by the duality property of the Fourier transform, a sampled (discrete) signal has a periodic spectral density. Accounting for a 2π periodicity, we then arrive at the complete periodic spectral density of a sampled signal Xs (jωs ) =



  ∞ 1  ωs − 2πk . X j T T k=−∞



(5.74)
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To interpolate x(t) between samples xs (nT ), we employ (5.71), substitute X(jω) by its discrete version taken from (5.73), and ﬁrst write T x(t) = 2π



π/T 



Xs (jωT )ejωt dω .



(5.75)



−π/T



In analogous to (2.14), the spectral density Xs (jωT ) may be performed, by the duality property of the Fourier transform, by the Fourier series Xs (jωT ) =



∞ 



x(nT )e−jωnT



n=−∞



and then the interpolated signal becomes T x(t) = 2π



π/T  ∞  −π/T



x(nT )e−jωnT ejωt dω



n=−∞



π/T  ∞ T  x(nT ) ejω(t−nT ) dω = 2π n=−∞ −π/T



= =



∞  n=−∞ ∞  n=−∞



x(nT ) x



sin π(t/T − n) π(t/T − n)



# n $ sin π(2W t − n) . 2W π(2W t − n)



(5.76)



This exact reconstruction of a bandlimited signal by its samples proves the sampling theorem that, in the formulation of Shannon, reads as follows: Sampling theorem: If a function x(t) contains no frequencies higher than W, Hz, it is completely determined by giving its ordinates at a series of points spaced T = 1/2W s apart.   The sampling theorem is also known as the Shannon sampling theorem or the Nyquist–Shannon sampling theorem, or the Kotelnikov theorem, or the Whittaker–Nyquist–Kotelnikov–Shannon sampling theorem. The doubled frequency bound 2W is called the Nyquist sample rate and W is known as the Nyquist frequency. Example 5.23. The Nyquist sample rate of a signal x(t) is fs . What is the Nyquist rate for a signal y(t) = x(αt)? By the scaling property of the Fourier transform we have 1 # ω$ . Y (jω) = X j α α Therefore, the Nyquist rate for x(αt) is αfs .  
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5.6.1.1 Orthogonality It follows that the interpolation (5.76) is provided as a sum of the orthogonal sinc x functions that is illustrated in Fig. 5.19. The orthogonality is easily explained by the observation that each of these functions has only one nonzero value in the discrete time that lies at x(nT ). It means that when one of the functions attains its maximum at x(nT ) then all other functions cross zero at this point. In this regard, the interpolation by sinc x functions is akin to the Lagrange interpolation. Indeed, if to extend (5.65) over an inﬁnite time then an interpolation formula may be generalized to x(t) =



∞ 



x(nT )h(t − nT ) ,



(5.77)



n=−∞







1 if t = nT demonstrates the same property as the 0 if t = nT Lagrange function (5.67) and the sinc x function in (5.76). where h(t − nT ) =



5.6.1.2 Nyquist Sample Rate Sampling of continuous signals is usually provided in terms of the sampling frequency fs or sampling rate that deﬁnes a number of samples per second taken from a continuous signal. A reciprocal of the sampling frequency is



Fig. 5.19 Sampling and reconstruction of a continuous-time low-pass signal x(t) with the Nyquist rate, T = 1/2W , over a ﬁnite interval of time.
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the sampling period Ts = 1/fs or sampling time, which is the time between samples. Both fs and Ts are claimed to be constants and thus the sampling theorem does not provide any rule for the cases when the samples are taken at a nonperiodic rate. It follows from Shannon’s deﬁnition of sampling that the sampling frequency fs must be equal to the Nyquist sample rate, i.e., fs = 2W . Otherwise, the following quite feasible situations may be observed: •



If fs ∼ = 2W , sampling satisﬁes the Shannon theorem and the signal is said to be critically sampled.



• If fs > 2W the signal is oversampled with a redundant number of points that, in applications, requires more memory and operation time, provided no loss of information about the signal waveform. • If fs < 2W , a signal is undersampled to mean that the number of points is not enough to avoid losing information about a signal waveform while recovering. Example 5.24. Consider the Gaussian waveform x(t) = Ae−(αt) , for which √



2 2 spectral density is also Gaussian, X(ω) = A π/α e−ω /4α . Its Nyquist frequency W is conventionally determined as in Fig. 5.20a, where the sampling frequency is taken to be fs = 2W and sampling is thus critical. In Fig. 5.22b, the sampling frequency is set to be lower than the Nyquist rate. Accordingly, the waveform became undersampled causing the aliasing distortions. In Fig. 5.19c, the sampling frequency is higher than the Nyquist rate. Here no error occurs. The number of samples is just redundant.   2



The sampling theorem claims that a function x(t) must contain no frequencies higher than W . However, the Fourier transform of many signal approaches zero with frequency asymptotically having no sharp bound, just as in the case of the Gaussian waveform (Fig. 5.20). Therefore, in applications, the Nyquist frequency W is conventionally determined for some reasonable attenuation level A0 . If to set A to be higher than its “true” value, A > A0 , sampling will be accompanied with aliasing. If A < A0 , the value of the sampling frequency will not be reasonable and a number of samples will be redundant (c). 5.6.1.3 Aliasing Figure 5.20b neatly demonstrates that, by fs < 2W , periodically repeated versions of a signal spectral density may overlap each other. The eﬀect is called aliasing and, as we have shown above, is caused either by a small sampling frequency or by the Nyquist frequency that is lower than its “true” value. The phenomenon is also called folding and, in regard, the Nyquist frequency is sometimes mentioned as the folding frequency. Certainly, the aliasing eﬀect needs to be avoided, once the frequency components of an original spectral density are distorted in the vicinity of an overlapped area by its image. This
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Fig. 5.20 Sampling of a Gaussian waveform: (a) critical sampling, (b) undersampling, and (c) oversampling.



distortion is called aliasing distortion. No one ﬁlter is able to restore the original signal exactly from its samples in presence of the aliasing distortions. Example 5.25. A bandlimited signal x(t) has a spectral density X(jω) that does not equal to zero only in the range of 100 Hz < f = ω/2π < 3000 Hz. What should be a sampling frequency to avoid aliasing distortions? The maximum frequency in this signal is W = 3000 Hz and thus the minimum sampling frequency must be fs = 2W = 6000 Hz.   5.6.1.4 Sampling of Band-pass Signals In its classical presentation, the sampling theorem considers an upper bound of the signal spectra and then oﬀers a sampling frequency that is double the value of this bound. The approach is exact for any bandlimited signal. However, for substantially band-pass signals, the sampling frequency may signiﬁcantly be reduced that is demonstrated in Fig. 5.21. Here we consider a spectral performance of a band-pass signal y(t) that is centered about the carrier f0 within a bandwidth BW.
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(a)



(b)



(c)



(d)



Fig. 5.21 Spectral density of a substantially band-pass sampled signal: (a) continuous-time; (b) sampled with a frequency fs ; (c) sampled with fs  fs  fs ; and (d) sampled with fs .



It may easily be found out that in the vicinity −f0 < f < f0 (Fig. 5.21a) there may be placed not more than k replications of a spectral density without aliasing (in Fig. 5.21b, k = 4). The placement cannot typically be done uniquely and we usually have two limiting cases to consider. In the ﬁrst case (Fig. 5.21b), replications have a cross point at zero by a sampling frequency fs =



1 (2f0 − BW ) . k
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We can also replace replications as in Fig. 5.21d that is achieved by reducing the sampling frequency to its second limiting value fs =



1 (2f0 + BW ) . k+1



So, for the band-pass signal, a lowest sampling frequency lies in the range of



1 1 (2f0 + BW )  fs  (2f0 − BW ) . (5.78) k+1 k As well as the Nyquist rate, the sampling frequency selected in the range (5.78) protects against aliasing distortions. In contrast, the approach has two practically important advantages. On the ﬁrst hand, the substantially reduced sampling frequency produces larger spacing Ts between samples that requires a lower memory size. On the other hand, as it follows from Fig. 5.21b–d, a signal may be reconstructed from low frequencies rather than from the carrier frequency range that is preferable. Example 5.26. A band-pass signal y(t) has a nonzero Fourier transform in the range of f1 = 20 kHz  |f |  f2 = W = 24 kHz. Its central frequency is f0 = 22 kHz and the bandwidth is BW = 4 kHz. By the Shannon theorem, the sampling frequency is calculated to be fs = 2f2 = 2W = 48 kHz. An integer number of replications k may be calculated by k = 2 int



f0 − BW/2 . 2BW



For the given signal, k calculates k= 2 int (20/8) = 4. Then, by (5.78), the range for the reduced sampling frequency is deﬁned by 9.6 MHz  fs  10 MHz.   Example 5.27. The spectral density of a band-pass signal y(t) has a bandwidth BW = 5 MHz about a carrier frequency of f0 = 20 MHz. By the Shannon theorem, the sampling frequency is calculated to be fs = 2W = 2(f0 + BW/2) = 45 MHz. The number of replications is k= 2 int(17.5 /10) = 2. By (5.78), the range for the reduced sampling frequency calculates 15 MHz  fs  17.5 MHz.   5.6.1.5 Conversion Sampling is usually associated with conversion of the continuous-time signal to its discrete-time samples performed by digital codes and vice versa. The devices are called ADC and DAC, respectively. More generally, we may say that both ADC and DAC are the direct and reverse linkers between the continuoustime real physical world and the discrete-time digital computer-based world, respectively.
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5.6.2 Analog-to-digital Conversion In applications, several common ways of implementing electronic ADCs are used: • A direct conversion ADC for each decoded voltage range has a comparator that feeds a logic circuit to generate a code. • A successive-approximation ADC uses a comparator to reject ranges of voltages, eventually settling on a ﬁnal voltage range. • A delta-encoded ADC has an up–down counter that feeds a DAC. Here both the input signal and the DAC output signal go to a comparator, where output adjusts the counter for a minimum diﬀerence between two signals. • A ramp-compare ADC produces a sawtooth signal that ramps up, then quickly falls to zero. When the ramp starts, a timer starts counting. When the ramp voltage matches the input, a comparator ﬁres, and the timer’s value is recorded. • A pipeline ADC uses two or more steps of subranging. First, a coarse conversion is done. In a second step, the diﬀerence to the input signal is determined and eliminated with a DAC. In modelling ADC structures, three principle components are usually recognized (Fig. 5.22). The ﬁrst component provides a conversion of the continuous signal to its samples and therefore is called the sampler or the continuous-to-discrete converter. The samples have a continuous range of possible amplitudes; therefore, the second component of the ADC is the quantizer intended to map the continuous amplitudes into a discrete set of amplitudes. The last component is the encoder that takes the digital signal and produces a sequence of binary codes and which is typically performed by the pulse-code modulator (PCM). Figure 5.23 illustrates the process of analog-to-digital conversion assuming periodic sampling with period Ts . The value of Ts is usually set to be less than the reciprocal of the Nyquist rate, Ts < 1/2W , to avoid aliasing distortions. First, the continuous-time narrowband signal x(t) (Fig. 5.23a) is multiplied by a unit pulse-train, Sampler



Quantizer Encoder



s



PCM



d



Fig. 5.22 Analog-to-digital converter.
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(a)



(b)



(c)



(d) Fig. 5.23 Analog-to-digital conversion: (a) continuous-time signal; (b) sampled signal; (c) discrete-time samples; and (d) quantized discrete-time signal.



d(t) =



∞ 



δ(t − nTs ) .



(5.79)



n=−∞



The product of the multiplication represents a sampled signal xs (t) (Fig. 5.23b). Since the function d(t) does not equal zero only at discrete points nTs , the product may be performed by xs (t) = x(t)d(t) =



∞ 



x(nTs )δ(t − nTs ) .



(5.80)



n=−∞



In the frequency domain, the sampling process (5.80) is described by (5.72)–(5.74) to notice again that aliasing may take place if a sampling frequency fs = 1/Ts is not set to be higher than the Nyquist rate 2W . A sampled signal xs (t) spaced with Ts is then converted into a discrete-time signal x(n) (Fig. 5.23c), which values are indexed by the integer variable n,
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so that x(n) = x(nTs ) . This operation of impulse-to-sample (I/S) conversion may utilize a zero-order hold that holds a signal xs (t) between samples for Ts seconds producing a staircase function x ¯s (t). The I/S converter then has a constant input and ¯s (t) to x(n). converts xs (t) through x In the quantizer, the discrete-time signal x(n) possesses the nearest of a ﬁnite number of possible values allowed by the discrete scale of amplitudes with usually a constant step ∆. The signal then becomes discrete both in the magnitude and time (Fig. 5.23d) owing to the operation of quantization, x ˆ(n) = Quant [x(n)] . Figure 5.24 shows a performance of the uniform quantizer. As it follows, the quantization process inevitably induces an error ε(n) that is a diﬀerence between the discrete-time value x(n) and the quantized value x ¯(n). The error is bounded by −∆/2 < ε(n) < ∆/2 and distributed uniformly, since the diﬀerence between x(n) and x ˆ(n) may take any value within these bounds with equal probability. Example 5.28. The continuous-time signal is measured in the range of −5 to 5 v. Resolution r of the ADC in this range is 12 bits, this is 2r = 212 = 4096 quantization levels. Then the ADC voltage resolution is (5 + 5)/4096 = 0.002441 V or 2.441 mV .  



Fig. 5.24 Uniform quantizing: shadowed area corresponds to the quantization error.
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In practice, resolution of ADC is limited by the noise intensity in signaling. With large noise, it is impossible to convert a signal accurately beyond a certain number of bits of resolution. This means that the output of ADC will not be accurate, since its lower bits are simply measuring noise. For example, if noise in the ADC has an intensity of about 3 mV, then the above-calculated resolution of 2.441 mV cannot be achieved and, practically, will be around double the resolution of the ADC. 5.6.3 Digital-to-analog Conversion The reverse process of translating the discrete-time digital codes into a continuous-time electrical signals is called the digital-to-analog conversion . Accordingly, a DAC is said to be a device for converting a digital (usually binary) code to an analog signal (current, voltage or charges). The following most common types of DACs are exploited: • The pulse width modulator is the simplest DAC type. Here, a stable current (electricity) or voltage is switched into an LP analog ﬁlter with a duration determined by the digital input code. • The delta–sigma DAC or the oversampling DAC represents a pulse density conversion technique that allows for the use of a lower resolution DAC internally (1-bit DAC is often chosen). The DAC is driven with a pulsedensity-modulated signal, created through negative feedback that acts as a high-pass ﬁlter for the noise, thus pushing this noise out of the passband. • The binary-weighted DAC contains one resistor or current source for each bit of the DAC. The resistors are connected to a summing point to produce the correct output value. • The R2R Ladder DAC (a binary-weighted DAC) creates each value with a repeating structure of 2 resistor values, R and R times two. • The segmented DAC contains an equal resistor or current source for each possible value of DAC output. • The hybrid DAC uses a combination of the above techniques in a single converter. Most DAC integrated circuits are of this type due to the difﬁculty of getting low cost, high speed, and high precision in one device. Example 5.29. The 4-bit binary-weighted DAC has four scaled resistances to obtain separately 1, 2, 4, and 8 V. Then the bit code 1011 produces 1 × 8 + 0 × 4 + 1 × 2 + 1 × 1 = 11 V.   Example 5.30. The 4-bit R2R Ladder DAC generates the voltage   D1 D2 D3 R0 D0 + + + , V = V0 R 16 8 4 2
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where R0 = R, V0 = 10 V is a reference voltage, and Di takes the value 0 or 1. Then the bit code 1011 produces V = 10(1/16 + 1/8 + 0/4 + 1/2) = 6.875 V.   Transition from the discrete-time digital code c(n) to the continuous-time signal x(t) is basically modelled by three steps. First, the discrete database is decoded to discrete samples x(n). Second, the discrete samples x(n) are performed by a sample-to-impulse (S/I) converter as a sequence of impulses xs (t). Finally, a reconstruction ﬁlter is used to go from xs (t) to a continuoustime signal x(t). Provided a conversion of c(n) to x(n), two types of the rest part of DAC may be recognized. 5.6.3.1 DAC with an Ideal Reconstruction Filter Figure 5.25 shows the structure of the DAC utilizing an ideal LP ﬁlter. In the S/I converter, discrete samples are multiplied with the unit pulse-train that produces a sequence of impulses xs (t) =



∞ 



x(n)δ(t − nTs ) .



(5.81)



n=−∞



The result (5.81) is then processed by a reconstruction ﬁlter, which is required to be an ideal LP ﬁlter with the transfer function  Ts , if |ω|  Tπs . (5.82) Hr (jω) = 0, if |ω| > Tπs Having such a ﬁlter, the DAC becomes “ideal.” Because the impulse response of the ideal reconstruction ﬁlter is hr (t) =



sin πt/Ts , πt/Ts



(5.83)



the output of the ﬁlter is a convolution ∞ x(t) = xs (t) ∗ hr (t) =



xs (θ)hr (t − θ)dθ .



(5.84)



−∞



Reconstruction Decoder



s



Ideal LP filter



d Fig. 5.25 Digital-to-analog converter with an ideal reconstruction ﬁlter.
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Substituting (5.81) and (5.82) and using the sifting property of the delta function transforms (5.84) to the interpolation



x(t) =



∞ )  ∞



∞



∞ 



=



δ(θ − nTs )hr (t − θ)dθ



x(n)



n=−∞



=



x(n)δ(θ − nTs ) hr (t − θ)dθ



n=−∞



−∞



=



*



∞ 



−∞



x(n)hr (t − nTs )



n=−∞ ∞ 



x(n)



n=−∞



sin π(t − nTs )/Ts π(t − nTs )/Ts



(5.85)



that is virtually stated by the sampling theorem (5.76). The spectral density of the interpolated signal x(t) is easily produced by using the time-shifting property of the Fourier transform to be X(jω) = Fx(t) =



∞ 



x(n)Fhr (t − nTs )



n=−∞



=



∞ 



x(n)Hr (jω)e−jnωTs



n=−∞



= Hr (jω)



∞ 



x(n)e−jnωTs = Hr (jω)X(ejωTs ) ,



(5.86)



n=−∞



where X(ejωTs ) is known in digital signal processing as the direct discrete Fourier transform of x(n) that is a periodic function with period 1/Ts . Since the transfer function of the reconstruction ﬁlter is speciﬁed by (5.82), the spectral density (5.86) of the reconstructed signal becomes equivalent to  Ts X(ejωTs ), if |ω|  Tπs . (5.87) X(jω) = 0, if |ω| > Tπs The result (5.87) means that the spectral density of a discrete signal x(n) is magnitude-and frequency-scaled, as it is required by (5.73), and the ideal LP ﬁlter removes all its frequency components above the cutoﬀ frequency π/Ts to produce the interpolated signal x(t). 5.6.3.2 DAC with a Zero-order Hold An ideal reconstruction ﬁlter cannot be realized practically, because of its inﬁnite impulse responses. Therefore, many DACs utilize a zero-order hold.
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Fig. 5.26 Digital-to-analog converter utilizing a zero-order hold and compensation ﬁlter.



Figure 5.26 shows a structure of the DAC with a zero-order hold utilizing a compensation ﬁlter as a reconstruction ﬁlter. In this DAC, conversion from the discrete samples x(n) to the impulse samples xs (t) is obtained in the same way as in Fig. 5.25 that is illustrated in Fig. 5.27a and b. Thereafter, a zero-order hold transforms xs (t) to the staircase function x ¯(t) (Fig. 5.27c) and the compensation ﬁlter recovers a continuous signal x(t) (Fig. 5.27d). Since the postprocessing output compensation ﬁlter plays a key role here, we need to know what exactly should be its transfer function. An analysis is given below. The impulse response and the transfer function of a zero-order hold are given respectively, by  1, if 0  t  Ts (5.88) h0 (t) = 0, otherwise   sin ωTs /2 −jω T2 2 e (5.89) H0 (jω) = Ts ωTs /2 Generic relation (5.86) then gives us the spectral density of the reconstructed signal without postprocessing, X0 (jω) = H0 (jω)X(ejωTs ) sin ωTs /2 −jω T2 2 X(ejωTs ) , e = Ts ωTs /2



(5.90)



which shape is shown in Fig. 5.28a. We, however, still want to obtain errorless reconstruction. Therefore, the area of distortions (shadowed area in Fig. 5.28a) must somehow be reduced to zero. Basically, it is achieved to include at the output of the DAC an auxiliary compensating ﬁlter with the transfer function  Ts ωTs /2 ejω 2 , if |ω|  Tπs (5.91) H0 (jω) = sin ωTs /2 0, otherwise that is shown in Fig. 5.28b. This means that the resulting eﬀect of a series connection of a zero-order hold (Fig. 5.28a) and a compensation ﬁlter (Fig. 5.28b) is desirable to be very close to that of an ideal LP ﬁlter. However, again we need to implement a ﬁlter, which transient range (Fig. 5.28b) is sharp and thus it is also a kind of ideal ﬁlters. To do it eﬃciently, the postprocessing of a staircase-function signal may be provided utilizing external resources.
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(b)
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(c)
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Fig. 5.27 Digital-to-analog conversion with a zero-order hold: (a) discrete samples; (b) impulse samples; (c) staircase-function signal; and (d) recovered continuoustime signal.



5.7 Summary Bandlimited signals may be described, studied, and generated using the tool named Hilbert transform. What are the major features of these signals? First of all, bandlimited signals are inﬁnite in time. Does this mean that they cannot be realized physically? Theoretically, Yes! Practically, however, no real physical process may pretend to be absolutely bandlimited with some frequency. Energy of many real bandlimited processes diminishes with frequency and approaches zero asymptotically. A concept of a bandlimited signal is thus conditional in this sense. An illustration is the Gaussian waveform that is inﬁnite both in time and in frequency; however, practically is ﬁnite in time and frequency bandlimited.
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Fig. 5.28 Amplitude vs. frequency responses of the reconstruction ﬁlters: (a) ideal Hr (ω) and zero-order hold H0 (jω) and (b) compensation Hc (jω).



The theory of bandlimited signals postulates the following: • • • • • • •



Spectral width of a narrowband signal is much smaller than the carrier frequency. Narrowband signals are quasiharmonic; their amplitudes, informative phases, and frequencies are slowly changing in time functions. The Hilbert transform does not change the amplitudes of the spectral components of signals. It just alters their phases by π/2 for all negative frequencies and by −π/2 for all positive frequencies. The Hilbert transform couples the real and imaginary parts of an analytic signal of the spectral density of a causal signal and of the transfer function of any system. An analytic signal is a complex signal, which real component is a real signal and which imaginary component is the Hilbert transform of a real signal. Spectral density of an analytic signal exists only in the positive frequency domain. Any analytic signal is characterized with the envelope, total phase, and instantaneous frequency.
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• Interpolation is the process to present signal samples by a continuous-time function; interpolation is associated with bandlimited signals. • The sampling theorem establishes a correspondence between the signal boundary frequency (Nyquist frequency) and the sampling time; it also gives a unique interpolation formula in the orthogonal basis of the functions sin(x)/x. • Aliasing is a distortion of a signal interpolation if a number of samples is not enough per a time unit. • Any real system operates with real signals; to operate with complex signals in discrete time, a computer-based digital SP part is included. • Translation of continuous-time real signals to digital codes and vice versa is obtained using ADCs and DACs, respectively.



5.8 Problems 5.31 (Signals with bandlimited spectrum). The envelope of an ideal band-pass signal (5.2) has a peak value y(0) = 5 V. Its principle lobe has zero at |t| = 10 ms Determine this signal in the frequency domain. Draw the plot of its spectral density. 5.32. Explain why the concept of an equivalent bandwidth WXX is not an appropriate measure of the Nyquist rate 2W for all signals? 5.33. Propose a proper relation between WXX and 2W for the following Gaussian-waveform signals avoiding aliasing distortions: 1. x(t) = e(2t)



2



2



2. y(t) = e(2t) cos 2π5t 5.34. The following relations are practically established between the equivalent bandwidth of a signal WXX and its Nyquist rate 2W . What are these signals? Draw plots. 1. 2WXX = 2W 2. 3WXX = 2W 3. ∞WXX = 2W 5.35. Given the following LP signals. Deﬁne time functions of these signals:  π X0 ejωτ , if |ω| ≤ 2τ 1. X(jω) = 0, otherwise  π jωτ X0 (1 − e ), if |ω| ≤ 2τ 2. X(jω) = 0, otherwise
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3. X(jω) = X0 ejωτ −ω τ  π X0 (a + bejωτ ), if |ω| ≤ 2τ 4. X(jω) = 0, otherwise  2 2 X0 (a + be−jω τ ), if |ω| ≤ τ2 5. X(jω) = 0, otherwise 2 2



6. X(jω) = X0 ωτ e−jωτ  X0 − |ω|, 7. X(jω) = 0,



if |ω| ≤ X0 otherwise



5.36 (Narrowband signals). Why the narrowband signal is also called a quasiharmonic signal? Give a simple graphical explanation. 5.37. A narrowband signal has a step-changed frequency:  if t  0 A0 cos ω0 t, . y(t) = A0 cos(ω0 + Ω)t, if t > 0 Determine the complex envelope of this signal. 5.38. The following signals are given as modulated in time. Rewrite these signals in the narrowband form (5.5). Determine the envelope (5.9), informative phase (5.11), and instantaneous frequency (5.13): 1. y(t) = A0 (1 + a cos Ωt) cos (ω0 t + ψ0 ) + 







, 2. y(t) = A0 u t + τ2 − u t − τ2 sin (ω0 t − ψ0 ) 3. y(t) = A0 e−(αt) cos (ω0 t − ψ0 ) 2



4. y(t) = A0 cos [ω0 t + b sin(Ω0 t − ψ0 )] $ # 2 5. y(t) = A0 cos ω0 t + αt2 6. y(t) = A0 cos [ω0 t + b cos(Ω0 t + ψ0 )] 5.39. A real signal has an asymmetric spectral density that is given in the positive frequency domain with # $  0 , if ω0  ω  ω1 0.5Y0 1 − ωω−ω 1 −ω0 Y (jω) = 0, if 0  ω < ω0 , ω1 < ω 



 αx Based on Example 5.1, use an identity, xe dx = eαx αx − α12 and write the spectral density of the complex envelope of this signal and determine its physical envelope, total phase, and instantaneous frequency. Show plots of these functions.
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5.40 (Hilbert transform). Why the Hilbert transform of any signal is orthogonal to this signal? Give a simple graphical explanation. 5.41. A signal is given as a sum of harmonic signals. Deﬁne its Hilbert transform. Determine the physical envelope, total phase, and instantaneous frequency: 1. y(t) = 2 cos ω0 t + cos 2ω0 t 2. y(t) = cos ω1 t + 2 sin ω2 t 3. y(t) = 2 cos ω1 t − sin ω2 t + 2 cos (ω2 − ω1 )t 5.42. Prove the Hilbert transforms of the given signals. Show plots of the signal and its Hilbert transform. 2



1. H (ab−t2ab−t )2 +t2 (a+b)2 =



t(a+b) (ab−t2 )2 +t2 (a+b)2 ,



a and b are real



a 2. H[δ(t − a) + δ(x + a)] = 2π t2 −a 2 , a is real    + , 1 − bt , if 0  t  b +1 3. H ln  t−b = 1π t−b b t 0, otherwise



5.43 (Analytic signals). Given two harmonic signals, A0 cos ω0 t and A0 sin ω0 t. Write their analytic forms. 5.44. An ideal pass band signal has a value 2 V of its physical envelope at W t = π and a value 2 V/Hz of its spectral density at ω = 0. Determine the boundary frequency W of this signal. 5.45. The Hilbert transform of an analytic signal is given as yˆa (t) = −jejωt . Determine an analytic signal ya (t). 5.46. Given two analytic signals, ya1 (t) = 2ejω0 t and ya2 (t) = e2jω0 t . Deﬁne ya2 (t), their Hilbert transforms and determine the products: yˆa1 (t)ya2 (t), ya1 (t)ˆ and ya1 (t)ya2 (t). 5.47. AM signals with a simplest harmonic modulation and known carrier frequency ω0 are given with their oscillograms (Fig. 5.29). Write each signal in the analytic form. 5.48. Spectral densities of analytic signals are shown in Fig. 5.30. Give a time presentation for each of these signals. Determine the physical envelope, total phase, and instantaneous frequency. 5.49 (Interpolation). Bring examples when interpolation is necessary to solve practical problems.
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-1 -2 -3 (a)



-1 -2 -3 (b)



Fig. 5.29 AM signals.



5.50. A signal is measured at three points of an angular measure φ: y(−π/2) = 0, y(0) = 2, and y(π/2) = 0. Interpolate this signal with the Lagrange polynomial. Compare the interpolating curve with the cosine function 2 cos φ. 5.51. A rectangular pulse is given in the time interval from tmin = −1 to tmax = 1 (in seconds) with the function  1, if −0.5  t  0.5 x(t) = 0, otherwise Present this signal with equally placed samples and interpolate using the Newton form for a number of samples n = M + 2, where M is your personal number. Predict the interpolation function for n  1. Compare the result with a presentation by the Fourier series. Can you see the Gibbs phenomenon in the interpolation function? 5.52 (Sampling). Argue why the sampling theorem is of practical importance? Why not just to sample a signal with a huge number of points? 5.53. A signal y(t) is sampled with diﬀerent rates. Spectral densities of sampled signals are shown in Fig. 5.31. Argue which spectrum corresponds to the critical sampling, undersampling, and oversampling? 5.54. The Nyquist sample rate is practically limited with fs  10kHz. What is the frequency limitation for the continuous-time harmonic signal?
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Fig. 5.30 Spectral densities of analytic signals.



5.55. The Nyquist sample rate of a signal x(t) is fs . Determine the Nyquist sample rate for the following signals: 1. x(2t) 2. x(t/2) 3. x(3t) + x(t) 5.56. Determine a minimum sample rate for the following bandlimited signal, which exist in the given frequency range: 1. 2 MHz < f < 5 MHz 2. 900 kHz < f < 1100 kHz 3. 100 MHz < f < 250 MHz and 350 MHz < f < 450 MHz 5.57 (Analog-to-digital conversion). Argue the necessity to provide digitization of the continuous-time signals for some applications. Why not to put an analog signal directly to the computer and obtain processing?
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(a) s



(b) s



(c) Fig. 5.31 Spectral densities of a sampled signal with diﬀerent rates.



Fig. 5.32 4-bit digital code of a converted analog signal.



5.58. An analog signal is digitized with the 4-bit ADC as it is shown in Fig. 5.32. A resolution of the ADC is 2 mV and sampling is provided with a sampling time 2 ms. Restore samples of the signal. What may be its continuoustime function if a signal is (1) critically sampled and (2) undersampled? 5.59. An analog signal is measured in the range of 0–10 V. The root-meansquare noise voltage in the system is 2.1 mV. What should be a resolution of the ADC in bits to provide the ADC voltage resolution at the noise level? 5.60 (Digital-to-analog conversion). Why the conversion of digital signals is of importance? Why not to use digital codes directly to provide ﬁltering by an analog ﬁlter?
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5.61. The output voltage range of the 6-bit binary-weighted DAC is +10 to −10 and a zero code 000000 corresponds to −10 V. What is the output voltage generated by the codes 101101, 110001, and 010001? 5.62. The 6-bit R2R Ladder DAC generates the voltage   D1 D2 D3 D4 D5 R0 D0 + + + + + , V = V0 R 64 32 16 8 4 2 where R0 = R, V0 = 10 V is a reference voltage, and Di takes the value 0 or 1. What is the output voltage generated by the codes 101100, 011101, and 101010?
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Table A.1 Properties of the continuous-time Fourier series



x(t) =



∞ 



Ck e



1 Ck = T



jkΩt



k=−∞



T /2 



x(t)e−jkΩt dt



−T /2



Property



Periodic function x(t) with period T = 2π/Ω



Fourier series Ck



Time shifting



x(t ± t0 )



Ck e±jkΩt0



Time scaling



x(αt), α > 0



Ck with period



Diﬀerentiation



d dt x(t)



jkΩCk



Integration



t −∞







Linearity



x(t)dt < ∞



T α



1 jkΩ Ck







αi xi (t)



i ∗



αi Cik



i



Conjugation



x (t)



∗ C−k



Time reversal



x(−t)



C−k



Modulation



x(t)ejKΩt



Ck−K



Multiplication



x(t)y(t)



∞ 



Cxi Cy(k−i)



i=−∞



Periodic convolution







Symmetry



x(t) = x∗ (t) real



T



x(θ)y(t − θ)dθ



x(t) = x∗ (t) = x(−t) real and even x(t) = x∗ (t) = −x(−t) real and odd Parseval’s theorem



1 T



T/2 −T /2



T Cxk Cyk ⎧ ∗ , |Ck | = |C−k | , Ck = C−k ⎪ ⎪ ⎨ Re Ck = Re C−k , Im Ck = −Im C−k , ⎪ ⎪ ⎩ arg Ck = − arg C−k  Ck = C−k , Ck = Ck∗ , real and even  Ck = −C−k , Ck = −Ck∗ , imaginary and odd |x(t)|2 dt =



∞  k=−∞



|Ck |2
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Table A.2 Properties of the continuous-time Fourier transform 1 x(t) = 2π



∞



∞ X(jω)e



jωt



dω



X(jω) =



−∞



x(t)e−jωt dt



−∞



Property



Nonperiodic function x(t)



Fourier transform X(jω)



Time shifting



x(t ± t0 )



Time scaling



x(αt)



e±ωt0 X(jω) jω 1 |α| X α



Diﬀerentiation



d dt x(t)



jωX(jω)



Integration



t −∞ ∞



x(t)dt



1 jω X(jω)



x(t)dt



X(j0)



−∞



Frequency integration Linearity



∞



2πx(0) 



+ πX(j0)δ(ω)



X(jω)dω



−∞







αi xi (t)



i ∗



αi Xi (jω)



i



Conjugation



x (t)



X ∗ (−jω)



Time reversal



x(−t)



X(−jω)



Modulation



x(t)ejω0 t



X(jω − jω0 )



Multiplication



x(t)y(t)



1 2π X(jω)



Convolution



x(t) ∗ y(t)



Symmetry



x(t) = x∗ (t) real



X(jω)Y (jω) ⎧ X(jω) = X ∗ (−jω) , ⎪ ⎪ ⎪ ⎪ ⎨ |X(jω)| = |X(−jω)| , Re X(jω) = Re X(−jω) , ⎪ ⎪ Im X(jω) = −Im X(−jω) , ⎪ ⎪ ⎩ arg X(jω) = − arg X(−jω) ⎧ ⎨ X(jω) = X(−jω) , X(jω) = X ∗ (jω) , ⎩ real and even ⎧ ⎨ X(jω) = −X(−jω) , X(jω) = −X ∗ (jω) , ⎩ imaginary and odd



x(t) = x∗ (t) = x(−t) real and even x(t) = x∗ (t) = −x(−t) real and odd Rayleigh’s theorem



Ex =



∞ −∞



× Y (jω)



|x(t)|2 dt =



1 2π



∞ −∞



|X(jω)|2 dω
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Table B.1 The Fourier transform and series of basic signals Signal x(t)



Transform X(jω)



Series Ck



1



2πδ(ω)



C0 = 1 , Ck =0 = 0



δ(t)



1



Ck =



u(t)



1 jω



u(−t)



1 − jω + πδ(ω)



—



ejΩt



2πδ(ω − Ω)



C1 = 1 , Ck =1 = 0



∞ 



Ck ejkΩt



+ πδ(ω)



∞ 



2π



k=−∞



1 T



—



Ck δ(ω − kΩ)



Ck



k=−∞



cos Ωt



π[δ(ω − Ω) + δ(ω + Ω)]



sin Ωt



π j [δ(ω



1 α2 +t2



e−α|ω|



1 − 2πα|k| T Te



Rectangular (Fig. 2.16c)



/2) Aτ sin(ωτ ωτ /2



A sin(kπ/q) q kπ/q



Triangular (Fig. 2.21a)



2 Aτ sin (ωτ /4) 2 (ωτ /4)2



2 A sin (kπ/2q) 2q (kπ/2q)2



Trapezoidal (Fig. 2.30)



/2) sin(ωτs /2) Aτ sin(ωτ ωτ /2 ωτs /2



A sin(kπ/q) sin(kπ/qs ) q kπ/q kπ/qs



Ramp (Fig. 2.34b)



A jω



Ramp (Fig. 2.34c)



A jω



sin αt αt



%



C1 = C−1 = 12 , Ck =±1 = 0
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sin(ωτ /2) j ωτ 2 ωτ /2 e



% 1−



π



α,
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&



−1



sin(ωτ /2) −j ωτ 2 ωτ /2 e



|ω| < α |ω| > α



A j2πk



&



A j2πk







π αT



%



1 2j ,



sin(kπ/q) j kπ q kπ/q e



% 1− ,



0,



Ck =±1 = 0



−1



&



sin(kπ/q) −j kπ q kπ/q e



|k| < |k| >



e−αt u(t) , Re α > 0



1 α+jω



1 αT +j2πk



te−αt u(t) , Re α > 0



1 (α+jω)2



T (αT +j2πk)2
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Table B.1 The Fourier transform and series of basic signals (Contd.) tn−1 −αt u(t) (n−1)! e



,



Re α > 0 e−α|t| , α > 0 e−α



1 (α+jω)n



T n−1 (αT +j2πk)n



2α α2 +ω 2



2αT α2 T 2 +4π 2 k2



√



2 2



√



2



π − ω2 4α α e



t



2 2



π − π2 k 2 α T αT e



Ck corresponds to x(t) repeated with period T , τ and τs are durations, q = and qs = τTs .



T τ



,



Table B.2 The Fourier transform and series of complex signals Signal y(t)



Transform Y (jω)



Series Ck



Burst of N pulses with known X(jω)



T /2) X(jω) sin(ωN sin(ωT /2)



1 T1 X



Rectangular pulse-burst (Fig. 2.47)



/2) sin(ωN T /2) Aτ sin(ωτ ωτ /2 sin(ωT /2)



A sin(kπ/q1 ) sin(kπ/q2 ) q1 kπ/q1 sin(kπ/N q2 )



Triangular pulse-burst



2 Aτ sin (ωτ /4) sin(ωN T /2) 2 (ωτ /4)2 sin(ωT /2)



2 A sin (kπ/2q1 ) sin(kπ/q2 ) 2q1 (kπ/2q1 )2 sin(kπ/N q2 )











Sinc-shaped pulse-burst



Aπ sin(ωN T /2) α sin(ωT /2) ,



0,



|ω| < α |ω| > α



#



j 2kπ T1



$



sin(kπ/q2 ) sin(kπ/N q2 )



Aπ sin(kπ/q2 ) αT1 sin(kπ/N q2 ) ,



|k| 




αT1 2π αT1 2π



Ck corresponds to y(t) repeated with period T1 , τ is pulse duration, T is period of pulse in the burst, T1 is period of pulse-bursts in the train, q1 = Tτ1 , and q2 = NT1T .
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Table C.1 Properties of the Hilbert transform 1 y(t) = π



∞ −∞



yˆ(θ) dθ θ−t



1 yˆ(t) = π



∞



y(θ) dθ t−θ



−∞



Property



Function y(t)



Transform yˆ(t)



Filtering



y(t) is constant



yˆ(t) is zero



is real



is real



is even (odd)



is odd (even)



If y(t) is causal with known transform Y (jω) = Yr (ω) + jYi (ω), then: Yr (ω)



Yi (ω)



Linearity



Yi (ω)  αi yi (t)



−Yr (ω)  αi yˆi (t)



Time shifting



y(t ± θ)



yˆ(t ± θ)



Time reversal



y(−t)



−ˆ y (−t)



Scaling



y(at)



yˆ(at)



y(−at)



−ˆ y (−at)



yˆ(t)



−y(t)



Causality



Multiple transform



i



i



H3 y(t) = H−1 y(t) H4 y(t) = y(t) F



Hn y(t) ⇔ [−j sgn(ω)]n Y (jω) Diﬀerentiation



d dt y(t)



b



y(t)dt,



d ˆ(t) dt y



Integration



a



0



Convolution



a and b are constants y1 (t) ∗ y2 (t)



y1 (t) ∗ yˆ2 (t)



Autocorrelation



y(t) ∗ y(t)



 y(t) ∗ yˆ(t)



Multiplication



ty(t)



tˆ y (t) +



1 π



∞ −∞



y(t)dt
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Table C.2 Useful relations between y(t) and its Hilbert transform yˆ(t) Property



Relation ∞



Orthogonality



y(t)ˆ y (t)dt = 0



−∞



∞



Integration



−∞



∞ −∞



∞



y1 (t)ˆ y2 (t)dt = y1 (t)y2 (t)dt = y 2 (t)dt =



−∞



∞



Energy



−∞



∞



Autocorrelation



∞



∞ −∞



∞ −∞



yˆ1 (t)y2 (t)dt yˆ1 (t)ˆ y2 (t)dt



yˆ2 (t)dt



−∞



|y(t)|2 (t)dt =



∞ −∞



∞



y(t)y(t−θ)dt =



−∞



|ˆ y (t)|2 dt yˆ(t)ˆ y (t−θ)dt



−∞



Table C.3 The Hilbert transform of analytic signals Property



Signal



Transform



Analytic signal



ya (t) = y(t) + j yˆ(t)



−jya (t) = yˆ(t) − jy(t)



Multiplication



ya1 (t)ya2 (t)



−jya1 (t)ya2 (t) = yˆa1 (t)ya2 (t) = ya1 (t)ˆ ya2 (t)



Power n



yan (t)



−jyan (t)



Real product



Re[ya1 (t)ya2 (t)]



Im[ya1 (t)ya2 (t)]



Imaginary product



Im[ya1 (t)ya2 (t)]



−Re[ya1 (t)ya2 (t)]



Table C.4 Products of the analytic signals Product



Relation



ya1 (t)ya2 (t)



= j yˆa1 (t)ya2 (t) = jya1 (t)ˆ ya2 (t)



yˆa1 (t)ya2 (t)



= −jya1 (t)ya2 (t) = ya1 (t)ˆ ya2 (t)
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Table C.5 The Hilbert transform of basic signals Signal



Transform



δ(x)



1 πx



δ  (x)



− πx12



cos x



sin x



sin x



− cos x



cos(ax)Jn (bx)



[0 < b < a]



− sin(ax)Jn (bx)



sin x x



sin2 x/2 x/2



ejx



jejx



a x2 +a2



x x2 +a2



[a > 0]



ab−x2 (ab−x2 )2 +x2 (a+b)2



x(a+b) (ab−x2 )2 +x2 (a+b)2



δ(x − a) − δ(x + a)



2 a π x2 −a2



δ(x − a) + δ(x + a)



2 x π x2 −a2



e−x



1 −x Ei(x) πe



[x > 0]



sign xe−|x|



1 −x π [e



e−|x|



1 −x Ei(x) π [e



|x|v−1



[0 0



Special functions:  



erf (x) =



x



√2 π



Ei (x) = −



e−t dt 2



(Error function)



0



∞



e−t t dt



−x



x



=



−∞



et t dt



[x < 0]



(Exponential-integral



[x > 0]



(Exponential-integral



function) ' 



1 x



Ei (x) = ex



+



∞ 0



e−t (x−t)2 dt



(



function)  







S(x) = C(x) =



Jn (z) =



√2 2π



√2 2π



1 2π



x



sin t2 dt =



0



x 0



π −π



x 0



cos t2 dt =



sin πt2 dt



x 0



2



cos πt2 dt



e−j(nθ−z sin θ) dθ



2



(Fresnel integral) (Fresnel integral)



(Bessel function of the ﬁrst kind)
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Index Mean-square width, 118, 120 Measurements, 212, 220 Memory, 299 size, 302 Message, 133 navigation, 5 Message signal, 135, 164, 169, 186, 191 Miltiplication, 153, 212 Minima, 50 Minimum, 97 Model narrowband, 262 Modulated signal, 139, 141, 168, 255, 256 narrowband, 255 with SSB, 281 Modulating signal, 132, 133, 136, 138, 146, 166, 255 diﬀerentiated, 186 energy, 139 impulse, 141 periodic, 149 rectangular, 142 Modulating waveform, 149 Modulation, 131, 132, 279 amplitude, 2, 133 angular, 133, 134 frequency, 3, 133 phase, 133 undistorted, 136 Modulation factor, 135, 136 Modulation frequency, 169 angular, 135 maximum, 173 Modulation index, 169, 172 Modulation process, 186, 257 Modulation scheme, 152, 282 QAM, 162 Modulation theory, 68 Modulator for SSB, 163 Mono-pulse radar, 211 Multi-frequency shift keying (MFSK), 183 Multiple Hilbert transform, 273 Multiplication property, 138 Multiplication rule, 72 Multiplier, 192 Music, 255
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Narrow band, 142 Narrowband channel, 143 Narrowband model, 257 Narrowband signal, 258, 259, 266 energy, 255 Narrowness, 216, 235 Navigation, 217 Negative feedback, 306 Newton interpolation formula, 295 Newton interpolation polynomial, 294 Noise, 241, 255, 306 large, 306 measuring, 306 Noise intensity, 306 Non negativity, 35 Non periodic pulse train, 72 Non periodic train, 104 Non-periodic rate, 299 Noncausality, 256 Nonstationary, 186 Norm, 29 Number of samples, 299 redundant, 299 Nyquist, 295 frequency, 297, 299 rate, 299, 302, 304 sample rate, 297–299 Nyquist rate, 303 One-sided spectrum, 54 Operation time, 299 Origin, 212 Orthogonal basis, 34 Orthogonality, 14, 34, 244, 298 Oscillating envelope, 104 Oscillation, 24, 49, 89 FM, 169 Oscillation amplitude, 285 Oscillations, 111, 230 Oscillator, 173 local, 154 quartz, 7 Oscillatory system, 285 Overlapping eﬀect, 175 Overmodulation, 136 π/2 shifter, 282 π/2-shifter, 281, 283
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Parseval relation, 59 theorem, 59 Parseval relation, 72 Parseval theorem, 210 Parsevale theorem, 274 Part imaginary, 93 Pass-band, 306 PCR, 234 large, 234 negligible, 234 Peak amplitude, 11, 169 Peak hold, 279 Peak modulating amplitude, 135 Peak phase deviation, 169, 186 Peak value, 31, 96, 109, 229 intermediate, 96 Pear value, 186 Period, 140, 189, 218 Period of repetition, 11, 23, 48, 98, 209, 285 Period-to-pulse duration ratio, 98, 190, 270 Periodic Gaussian pulse, 102 Periodic pulse, 97, 103 Periodic pulse sequence, 72 Periodic pulse signal, 97 Periodic pulse train, 72 Periodic pulse-burst, 113 Periodic pulse-train, 97 Periodic signal, 202, 210 Periodic signals, 209 Periodic sinc pulse-burst, 116 Periodic sinc-shape pulse, 103 Periodicity, 9, 190, 209, 296 Perturbation, 131 PF pulse, 174 Phase, 51, 78, 85, 88, 133, 255, 257 carrier, 6 informative, 258, 262 slowly changing, 259 initial, 169 modulated, 169 modulo 2π, 259 Phase angle, 138, 235 Phase channel in-phase, 283 quadrature phase, 283



Phase coding, 237 Phase deviation, 185, 187, 188 Phase diﬀerence shift keying (PDSK), 134 Phase error, 281 Phase locked loop (PLL), 157 Phase manipulation, 193 Phase modulation, 185 Phase modulation (PM), 133, 134, 168 Phase sensitivity, 185, 186 Phase shift, 190, 191 90 degree, 279 Phase shift keying (PSK), 134 Phase shift method, 160 Phase shifter π/2 lag, 281 Phase spectral density, 12 Phase spectrum, 11, 97–99, 152 Phase-coded signal, 239 Phase-coding, 235 Barker, 239 Phase-locked loop (PLL), 283 Phase-shift ﬁlter, 281 Physical periodicity, 259 Physical spectrum, 54 Physically realizable, 256 Plancherel identity, 72 Polynomial of nth order, 291 Popov, 132 Positioning, 255 Postprocessing, 309 Power, 201, 232, 245 carrier signal, 140 instantaneous, 71 transmitted, 164 Power autocorrelation function, 211, 217–219 Power cross-correlation function, 244 Power eﬃcient, 163 Power signal, 14, 209, 210, 227, 241 Power signals joint power, 247 Power spectral density, 211 Power spectral density (PSD), 211, 224, 225 Pre-envelope, 264 Preprocessing, 309 Principle superposition, 67



Index Probability, 305 Process quantization, 305 Processing system, 211 Propagation time, 211 Property addition, 67 Pseudo random code, 193 Pulse, 205 acoustic, 3 burst, 3 cosine, 165 delta-shape, 76 elementary, 87, 236, 239 envelope, 236 exponential truncated, 73 Gaussian, 84, 121 noncausal, 82 periodic, 96 Gaussian, 101 radio frequency (RF), 9 ramp truncated, 95 received, 71 rectangular, 77, 79, 82, 204 causal, 271 periodic, 98 single, 98, 250 rectangular with LFM, 175 sinc, 165 sinc-shape, 82, 277 single, 2, 96, 236 complex, 87 train, 2 train-rectangular, 47 transmitted, 71 trapezoidal, 89 triangular, 80 asymmetric, 93 symmetric, 80, 206 truncated exponential real, 74 unit-step, 74, 95 rectangular, 165 Pulse amplitude modulation (PAM), 134, 165 Pulse asymmetry, 89 Pulse burst, 72
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Pulse compression, 192 Pulse density conversion, 306 Pulse duration, 84, 85, 98, 102, 176, 205, 216 Pulse radar, 77 Pulse radars, 134 Pulse time modulation (PTM), 134 Pulse train non periodic, 72 periodic, 72 Pulse waveform, 72, 107, 114 Pulse-burst, 104, 112, 235, 237 periodic, 113 rectangular, 108, 109, 112, 239 RF rectangular, 145 RF sinc, 147 sinc, 111 symmetric, 111 single, 106, 113 triangular, 110 symmetric, 110 Pulse-burst-train, 113 rectangular, 115 sinc, 116 symmetric, 113 triangular, 116 Pulse-bust-train rectangular, 114 Pulse-code modulator (PCM), 303 Pulse-compression ratio, 229 Pulse-compression ratio (PCR), 178 Pulse-train, 98, 112 Gaussian, 101, 103 rectangular, 55, 99, 149, 210 RF rectangular, 150 sinc-shape, 103 triangular, 100 symmetric, 100 Pulse-width modulator, 306 Quadrature amplitude modulation (QAM), 134, 161 Quadrature amplitude shift keying (QASK), 134 Quadrature amplitudes, 258 Quadrature channel, 283 Quadrature demodulator, 281–283 Quadrature ﬁlter, 281
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Quadrature phase-shift keying (QPSK), 197 Quadrature pulse amplitude modulation (QPAM), 167 Quadrature-phase amplitude, 258 Quadrature-phase component, 279 Quadrature-phase component Q, 284 Quality factor, 285 Quantization, 305 level, 305 Quantization error, 11 Quantizer, 303, 305 uniform, 305 Quartz crystal resonator, 173 Radar, 1, 201 bistatic, 2 monostatic, 2 pulse compensation, 192 Radars, 143, 190, 217, 255 Radian, 296 Radio wave, 132 Ramp pulse, 95, 242 Ramp voltage, 303 Range, 300 Range information, 134 Rayleigh theorem, 202, 250, 276 Real component, 204 Real physical process, 255 Real physical signal, 97 Real signal, 262, 284 Received signal, 212 Receiver, 2, 7, 154, 162, 184, 189, 192, 201, 211, 262 coherent, 262 Reconstruction errorless, 309 Reconstruction ﬁlter, 307, 308 ideal, 307 Rectangular envelope, 178 Rectangular pulse, 77, 80, 91, 120, 205, 208, 214 complex, 87 even, 88 odd, 88 Rectangular pulse waveform, 77 Rectangular pulse-burst, 108 Rectiﬁer, 155 Reﬂected copy, 211



Regularity, 8 Remote control, 255 Remote sensing, 11, 143 active, 3 passive, 3 Replications, 301 Resistance, 189, 201 Resistor, 306 Resolution, 305 ADC voltage, 305 RF pulse Gaussian, 279 Gaussian with LFM, 180 rectangular, 230 with LFM, 234 rectangular with LFM, 174, 175, 177 trapezium with LFM, 179 triangular with LFM, 180 RF pulse burst, 144 RF pulse-burst, 190 RF pulse-burst-train, 149 RF pulse-train, 149, 165, 190 RF signal, 149 symmetric, 262 Riemann integral, 31 Root-mean-square (RMS), 31 Sample, 255 Sample time, 290 Sampled signal, 296, 304 Sampler, 303 Samples, 295, 296, 303 equidistantly placed, 295 spectral band, 295 Sampling, 255, 295, 298 bandpass signal, 300 frequency, 298, 299, 302 period, 299 periodic, 303 rate, 298 Shannon deﬁnition, 299 theorem, 299 time, 299 Sampling frequency, 300 Sampling interval, 295 Sampling process, 304 Sampling property, 18 Sampling theorem, 255, 295–297, 308 Sampling theory, 295



Index Sawtooth signal, 303 Scalar product, 34 Scaling property, 272 Schwartz, 26 Sensing, 255 Series ﬁnite, 55 Shannon, 295, 297 theorem, 299 Shape, 212 smoothed, 96 uniform, 103 Sharp bound, 299 Shifted copy, 213 Short subpulses, 192 Side lobe, 93 Side lobes, 78, 82, 109, 205, 209, 235, 236, 239 level, 96 minimum, 96 multiple, 224 Side vector, 136 Side-line vector, 136 Sideband, 281 Sideband power, 141 Sifting, 18 Sifting property, 27, 61, 308 Signal, 1 4-ASK, 168 absolutely integrable, 73 analog, 11, 166 analytic, 29, 255 bandlimited, 13, 255, 294, 300 bandpass, 256, 258, 300 baseband, 14, 123, 131, 138 BASK, 167 BFSK, 183 binary, 168 BPSK, 190, 192, 282 broadband, 13 carrier, 5, 9, 164 radio frequency (RF), 135 causal, 8, 284 classiﬁcation, 7 causality, 8 dimensionality, 10 periodicity, 9 presentation form, 11 regularity, 8
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negative, 242 non periodic, 60, 61, 71 non-periodic, 9 noncausal, 9 one-dimensional, 10 original, 213 oversampled, 299 PAM, 166 parameter, 132 periodic, 9, 12, 53, 63, 96, 202 causal, 97 noncausal, 97 phase initial, 236 phase keying (manipulation), 190 phase-coded, 235, 237, 239 phase-manipulated, 191 physical, 26 PM, 186 PSK, 190, 191 Barker codes, 192 QAM, 163 QPSK, 197, 283 radio frequency pulse, 9 random, 8 real exponential, 24 received, 212 reconstructed, 308 reference, 156 coherent, 283 reﬂected version attenuated, 262 delayed, 262 sampled, 296, 304 sawtooth, 303 scalar, 10 scaled version, 296 shifted in time, 241 sine, 25 single, 9 spectra, 300 SSB, 160, 163 stationary, 39 synthesized, 117 test, 98 time, 7 undersampled, 299 uniform, 80 video pulse, 9



VSB, 163 demodulated, 164 waveform, 55 Signal autocorrelation, 211 Signal bandwidth, 122 Signal cross-correlation, 241 Signal detection, 217 Signal energy, 12, 30, 142, 201, 203, 205, 209, 211, 238, 239, 277 total, 201 Signal ESP function, 211 Signal frequency, 131 Signal identiﬁcation, 217 Signal immunity, 132 signal jamming immunity, 132 Signal length, 30 Signal phase, 203 Signal power, 12 instantaneous, 201 Signal processing (SP), 284 Signal reconstruction, 255 Signal spectrum, 131, 135 Signal spectrum conversion, 132 Signal total energy, 236 Signal total resources, 30 Signal waveform, 71, 251, 279, 299 Signal widths, 118 Signal-to-noise ratio, 144, 185 Signaling, 306 Signals bandlimited nature, 295 electrical, 30 energy cross-correlation, 241 joint energy, 204, 242, 247 mutually orthogonal, 36 non orthogonal, 204 orthogonal, 14, 34, 36, 204 orthonormal, 15 scalar-valued, 30 vector, 32 Signals orthogonality, 244 Signum function, 267, 274 Simplest AM, 135, 171 Simplest FM, 169, 186 Simplest PM, 186 Sinc pulse-burst, 111 Sinc-function, 78, 82, 210 Sinc-pulse, 85, 221 ﬁnite, 84



Index noncausal, 84 Sinc-shape pulse, 82 Single pulse, 60, 106, 112, 150, 190 Single pulse with LFM, 229 Single side band (SSB), 139 Single sideband (SSB), 158 Slope, 73, 80, 205 negative, 95 positive, 95 Sonar, 3 SP block, 284, 290 computer aided, 284 digital, 295 Space Hilbert, 36 linear, 28 complex, 29 normed, 29 real, 28 metric, 32 nonlinear complex, 29 real, 29 Spaces inner product, 33 linear normed, 33 metric, 33 Spacing, 302 Spectra, 201 energy, 208 Spectral characteristic phase, 62 Spectral analysis, 97 Spectral band, 295 Spectral bounds, 86 Spectral characteristic, 11, 61 Spectral characteristics, 48 Spectral components, 62 Spectral content, 174 Spectral density, 12, 62, 65, 69, 71, 78, 84, 86, 93, 97, 98, 175, 180, 204, 239, 246, 251, 296, 300 amplitude, 62 baseband, 74 energy, 203
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magnitude, 62, 63, 74, 75, 78, 82, 84, 85, 88, 89, 95, 108, 112, 144, 176, 180 nulls, 146 one-side symmetric, 286 one-sided, 265 phase, 62, 63, 74, 75, 78, 82, 108, 144, 176 pulse-burst, 104 rectangular, 82 replications, 301 sinc-shape, 82 uniform, 77, 79 Spectral envelope, 109 Spectral function, 225 Spectral line, 55, 97, 135, 150 Spectral lines, 101 neighboring, 152 Spectral nulls, 109 Spectral shape, 12 Spectral width, 12, 47, 83, 84, 255 Spectrum, 51, 53, 57, 96, 103 baseband, 14 continuous, 60 discrete, 60, 113 double-sided, 54 envelope, 101 magnitude, 11, 53, 56, 97, 99, 150 double-sided, 54 one-sided, 54 mathematical, 54 of periodic signal, 62 one-sided, 98 phase, 11, 53, 56, 97, 99 double-sided, 54 one-sided, 54 right-hand side, 170 Spectrum envelope, 98, 104 Spectrum width, 173, 181 Speech signal, 255 Speed of change, 11 Square amplitude, 72 Squaring device, 155 SSB signal, 281 Step, 305 constant, 305 Structure, 212, 281 PAM system, 166
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Subranging, 303 Superposition, 229 Superposition principle, 58, 106 Suppression, 92 Symmetry, 20 Synchronization, 154 Synchronous demodulation, 153 Synthesis, 55, 116 error, 55 problem, 55, 57, 97, 98, 101, 115 continuous-frequency, 61 discrete-frequency, 61 relation, 61 synthesized signal, 117 System, 284 broadcasting, 4 Doppler radar, 7 electronic wireless, 133 LTI, 248, 249 navigation, 5, 7, 134 positioning, 5 radio electronic, 132 System channel, 241 System eﬃciency, 284 System operation, 279 System problems, 278 Systems wireless, 47 Target, 201, 211 Taylor polynomial, 29 Technique, 306 Telegraphy wireless, 132 Telephony, 131 Television information, 255 Test function, 26 Test signal, 98 Testing function, 19 Theorem addition, 67 conjugation, 65 diﬀerentiation, 66 Kotelnikov, 297 modulation, 68 Nyquist-Shannon sampling, 297 Parseval, 38 Rayleigh, 71, 72



sampling, 297 scaling, 65 Shannon sampling, 297 similarity, 65, 119 Whittaker-Nyquist-KotelnikovShannon sampling, 297 Time, 7 continuous, 48 precise, 7 propagation, 211 Time bounds, 82 inﬁnite, 85, 217 Time delay, 201, 211, 281 Time domain, 10 Time duration, 11 inﬁnite, 227 Time interval inﬁnite, 209 Time resolution, 40, 42 Time scale, 10 Time scaling, 20 Time shift, 205, 212, 236 Time unit, 295 Time-invariant system (LTI), 248 Time-shift, 100 Time-shift theorem, 272 Time-shifting, 106, 138, 192, 204 time-shifting, 77 Time-shifting property, 77, 81, 308 Timekeeping, 7 Timer, 303 Total energy, 30, 201, 236 inﬁnite, 209 Total phase, 175, 259, 285 Total signal power, 141 Tracking, 279 Transfer function, 166, 284, 307, 309 Transform, 61, 66, 113 analysis, 39 continuous wavelet, 40 continuous wavelet inverse, 40 Fourier, 21 synthesis, 39 Transition, 286 Transition band, 281 Transmission, 131, 295 Transmitter, 2, 154



Index Trapezoidal pulse, 89 Triangular inequality, 30, 33 Triangular pulse, 80, 91, 96, 120, 208 asymmetric, 93 symmetric, 96 Triangular pulse-burst, 110 Triangular pulse-burst-train, 116 Triangular pulse-train, 100 Triangular waveform, 81 Uncertainty, 93, 107 Uncertainty principle, 119, 251 Uniform signal, 80 Unit amplitude, 79 Unit impulse, 18 Unit step, 16, 18 Unit-pulse train, 303 Unit-step function, 73 Unit-step pulse, 95 reverse, 95 Unshifted copy, 212 Upper bound, 300 Upper sideband, 139, 142, 281 Upper-sideband, 54, 63 Value discrete-time, 305 Vandermonde matrix, 291 Variable, 10, 232 angular, 296 Vector, 10, 28, 29, 51 FM, 172 rotated, 136 Vectors linearly independent, 29 Velocity, 131 Very short pulse burst, 134 Vestigial sideband (VSB) modulation, 163 Vicinity, 299, 301 Video pulse, 220 Gaussian, 222 rectangular, 215 sinc-shape, 221 Voltage, 201, 303, 306 Voltage controlled oscillator (VCO), 173 Voltage-controlled capacitor, 173
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Voltage-controlled oscillator (VCO), 283 Waring-Euler-Lagrange interpolation, 291 Waring-Lagrange interpolation, 291 Wasted power, 140 Wave, 134 acoustic, 3 continuous, 134 electromagnetic, 3 harmonic, 47 radio, 1 Wave radars, 134 Waveform, 9, 26, 28, 30, 47, 68, 82, 97, 180, 201, 220 analog, 134 complex, 138 continuous-time periodic, 47 exponential truncated real , 73 Gaussian, 143, 299 single, 102 non periodic, 72 pulse, 165 rectangular, 55 complex, 93 squared, 206 single, 72, 109 trapezoidal, 93 triangular, 81 undersampled, 299 Wavelength, 131 Wavelet transforms, 244 Wavelets, 40, 244 Weighted integration, 288 Whittaker, 295 Width equivalent, 118 mean-square, 118, 120, 122 Willard sequences, 193 Window, 39 rectangular, 40 Window function, 39 Wireless applications, 255 Zero-order hold, 305, 309
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