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Introduction For n ≥ 1 consider an algebraic subvariety X of the group variety Gnm , which is defined by the non-vanishing of the coordinates x1 , . . . , xn in affine n-space. We will be interested in the intersections of the variety X with translations of algebraic subgroups of Gnm . Such subgroups are defined by monomial equations xa1n · · · xann = 1, for vectors (a1 , . . . , an ) ∈ Zn . In such intersections, a major role is played by a certain type of varieties, that we will call anomalous subvarieties. They arise, when X is intersected with translations of algebraic subgroups in sets larger than expected. We will examine here, the results of the paper Anomalous subvarietiesstructure theorems and applications, that was published by professors E. Bombieri, D. Masser and U. Zannier in 2007. They showed in this work, that if we deprive X of the union of all anomalous subvarieties contained in X , what will rest, will be open for the Zariski topology. This result, is included in a more general theorem, that describes the structure of these anomalous subvarieties. The second main result that will be presented, is the characterization of the set X ∩ H1 , where H1 is the union of all algebraic subgroups of dimension 1. This situation described, is actually enough familiar, and we could say that it is in some way a generalization of known results in the Manin-Mumford context. Another one subject discussed in the above article has to do with an older conjecture of Schinzel, and it can be found in [Schi]. It concerns the structure of the common solution of two coprime polynomials. The version presented here, generalises the Theorem of Schinzel, in what concerns the number n and the field of definition, while also it involves unspecified roots of unity. If now we consider translations of algebraic subgroups by torsion points we will call the anomalous subvarieties that are contained in such torsion cosets, torsion anomalous subvarieties. The finiteness result of this work, states though, that if we consider varieties X in Gnm of codimension 2, the set X deprived of all torsion anomalous subvarieties, intersected with subgroups of dimension 1, is finite. And approach is finally made, in the direction of finding sets in such intersections, that will be of bounded height. What is conjectured is that if we consider an irreducible variety X defined over Q of dimension r, the set X deprived of the union of all anomalous subvarieties contained in X and intersected with the union of all subgroups of codimension r, is a set of bounded height.
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The algebraic group Gnm and its subgroups



1



Let K be a field of characteristic zero. Definition 1.1. As an affine variety we identify Gnm with the Zariski open subset x1 x2 · · · xn 6= 0 of the affine space AnK . Endowed with the obvious multiplication (x1 , x2 , ....., xn ) · (y1 , y2 , ....., yn ) = (x1 y1 , x2 y2 , ....., xn yn ) , it has an algebraic group structure. Definition 1.2. An algebraic subgroup of Gnm is a Zariski closed subgroup, and a linear torus H is an algebraic subgroup which is geometrically irreducible.1 Definition 1.3. Let H1 , H2 be algebraic subgroups of Gnm1 and Gnm2 . Then ϕ : H1 → H2 is called a homomorphism (of algebraic subgroups) if ϕ is a morphism of algebraic varieties which is also a group homomorphism. Definition 1.4. A torus coset is a coset gH of a linear torus H of positive dimension. 2 A torsion coset is a coset εH, where H is a linear torus and ε a torsion point in Gnm , i.e. a point of finite order in Gnm . If the dimension of the coset is at most n − 1, then we say that the coset is proper. Remark 1.1. The linear torus H may be trivial, hence a torsion point is the simplest example of a torsion coset. Let e1 = (1, 0, . . . , 0)t , . . . , en = (0, . . . , 0, 1)t be column vectors, which we identify with the usual basis of Zn . Let A be an n × n matrix with columns Aei = (a1i , . . . , ani ) ∈ Zn (i = 1, . . . , n) and let ϕA : Gnm → Gnm be the map defined by ϕA (x) := (xAe1 , . . . , xAen ) = (xa111 · · · xann1 , . . . , xa11n · · · xannn ). It is not hard to verify that for two n × n matrices A, B ϕAB = ϕB ◦ ϕA , making it clear that, if detA = ±1, then ϕA is an isomorphism with inverse ϕA−1 . 1 2



A variety X over K is called geometrically irreducible if XK is irreducile. The notion of dimension will be analytically introduced in Section 4.
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Definition 1.5. An isomorphism ϕA is called a monoidal transformation. Proposition 1.1. Every automorphism of Gnm is a monoidal transformation. Proof. See [BG] (p.87). Definition 1.6. Let Λ be a subgroup of Zn . We say that Λ is a lattice if it is a subgroup of rank n. If Λ is a subgroup, it spans a linear space ˜ = VΛ ∩ Zn is a subgroup that contains Λ as a VΛ := Λ ⊗Z R ⊂ Rn . Then Λ ˜ : Λ]. The subgroup is called primitive if subgroup of finite index ρ(Λ) := [Λ ˜ = Λ. ρ(Λ) = 1, i.e. Λ It is easy to see that the subgroup Λ determines an algebraic subgroup HΛ := {x ∈ Gnm |xλ = 1 ∀λ ∈ Λ} of Gnm . The following result describes the structure of HΛ . Proposition 1.2. Let Λ be a subgroup of Zn of rank n − h. Then HΛ is an algebraic subgroup of Gnm of dimension h, which is the direct product of F and MΛ , where F is a finite algebraic group of order ρ(Λ) and MΛ ⊂ HΛ is a linear torus equal to the connected component of the identity of HΛ . Proof. See [BG] (p.83). Corollary 1.1. For a subgroup Λ of Zn of rank n−h, the following properties are equivalent. (a) HΛ is a linear torus; (b) HΛ is isomorphic to Ghm ; (c) HΛ is irreducible; (d) Λ is primitive. Definition 1.7. Let X be a Zariski closed subvariety of Gnm . We say that an algebraic subgroup H of Gnm is maximal in X if H ⊂ X and H is not contained in a larger algebraic subgroup in X . Proposition 1.3. Let X be P a Zariski closed subvariety of Gnm , defined by polynomial equations fi (x) := ai,λ xλ = 0(i = 1, . . . , m) and let Li be the set of exponents appearing in the monomials in fi . Let H be a maximal algebraic subgroup of Gnm contained in X . Then H = HΛ , where Λ is generated by vectors of type λ0i − λi with λ0i , λi in Li , for i = 1, . . . , m. 4



Proof. We may suppose that X is not Gnm , otherwise there is nothing to prove. Let K be an algebraic closure of K. The restriction of the monomial xλ to H is clearly a character χλ of H with values in (K)× . For any such character χ , define Li,χ = {λ |λ ∈ Li , χλ = χ} . As H ⊂ X we have linear relations   X X  ai,λ  χ = 0 χ



λ∈Li,χ



. By Artin’s Theorem on linear independence of characters ([Lan2] Ch. VIII, Th. 4.1), this must be a trivial relation and hence X ai,λ = 0 (1) λ∈Li,χ



for every i, χ. Conversely, by (1), this subgroup is contained in X and hence coincides with H because H is maximal in X . Corollary 1.2. Every algebraic subgroup H of Gnm is of type HΛ for some subgroup Λ of Zn . Proof. Apply the above proposition choosing X = H. And immediate Corollary of the above Proposition is the following. Corollary 1.3. X contains only finitely many maximal subgroups, and their number and degree are bounded in terms of n and the degree of X . Corollary 1.4. If Λ ⊂ Λ0 are subgroups of Zn of the same rank n − r and if HΛ = F MΛ is a direct product decomposition as in Proposition 1.2 then MΛ = MΛ0 and there is a direct product HΛ0 = F 0 MΛ in the sense of Proposition 1.2 such that F 0 ⊂ F . Proof. See [BG] p.84. Proposition 1.4. Let M be a subgroup of Zn of rank m and let λ1 , . . . , λm ∈ M be independent vectors with norm at most d, generating a subgroup Λ ⊂ M . For i = 1, . . . , m, let Vi be the real span of λ1 , . . . , λi and define Mi = M ∩ Vi , hence M = Mm . Then: (a) [M : Λ] ≤ dm ; 5



(b) There are v1 , . . . , vm ∈ M such that for every i the vectors v1 , . . . , vi form a basis of Mi and ||vi || ≤ md. Proof. See [BG] p.84. Definition 1.8 ( Degree of an algebraic variety). For X embedded in a projective space Pn and defined over some algebraically closed field K, the degree ∆ of X is the number of points of intersection of X with a linear subspace L, in general position, when dimL + dimX = n. We say that X is defined by polynomials of degree at most d, if X is the set of zeros of a finite collection of polynomials fi (x) of degree at most d, with coefficients in K. Definition 1.9. The essential degree δ(X ) of X is the minimum integer d ≥ 1, such that X is defined by polynomials of degree at most d. Remark 1.2. If X /K is defined over K by polynomials of degree at most d, then it is also defined by polynomials of degree at most d with coefficients in K. Proposition 1.5. Let ϕA be a monoidal transformation or more generally any homomorphism ϕA : Gnm → Gm m induced by a matrix A. Then  δ ∪ki=1 Xi ≤ k max δ(Xi ) i=1,...,k



 δ ∩ki=1 Xi ≤ max δ(Xi ) i=1,...,k



δ(ϕ−1 A (X )) ≤ ||A||δ(X ). Moreover, if X is irreducible of degree ∆ (i.e. its closure in PnK has degree ∆), then δ(X ) ≤ ∆. Proof. See [BG] (p.88). Proposition 1.6. The number of algebraic subgroups H of Gnm with δ(H) ≤ 2 d does not exceed (4ed)n .
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Proof. Let H be an algebraic subgroup of Gnm of dimension r defined by polynomials of degree at most d. Then Proposition 1.3 shows that H is defined by monomial equations xa = 1 with a = (a1 , . . . , an ), a vector which is the difference of two vectors and `1 −norm at most d; in particular the norm of a is bounded by ||a||1 = |a1 | + · · · + |an | ≤ d. Let Λ be a subgroup of Zn of rank n − r such that H = HΛ and let also H 0 = HM such that Λ ⊂ M has finite index in M . By Proposition 1.4 and Corollary 1.4 we have that |H/H 0 | = [M : Λ] ≤ dn and M has a basis of vectors of norm at most nd, hence H 0 is defined by polynomials of degree at most nd. Moreover, Λ has a basis vi (i = 1, . . . , n − r) such that ||vi || ≤ nd. The number of such vectors does not exceed   (2nd)n n nd + n < (4ed)n , ≤ 2n 2 n! n because n! > (n/e)n . It follows from this that the number of subgroups Λ 2 does not exceed (4ed)n .
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The theory of heights and Siegel’s Lemma



We will introduce here the notion of a height function on the set Gnm (Q) that will be used in the sequel. All the propositions of this section will be stated without proofs. Proofs of these results can be found in the book of Bombieri and Gubler, [BG]. We start by presenting some preliminary facts concerning absolute values. Definition 2.1. An absolute value on a field K is a real valued function | · | on K such that: (a) |x| ≥ 0 and |x| = 0 if and only if x = 0. (b) |xy| = |x||y| . (c) |x + y| ≤ |x| + |y| (triangle inequality). Remark 2.1. If an absolute value satisfies instead of the triangle inequality (c) the stronger condition (c0 ) |x + y| ≤ max(|x|, |y|) then it is called non − archimedean. If (c0 ) fails to hold for some x, y ∈ K, then the absolute value is called archimedean.
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Definition 2.2. Two absolute values | · |1 and | · |2 are called equivalent if and only if there is a positive real number s such that |x|1 = |x|s2 for any x ∈ K. A place v is an equivalence class of non-trivial absolute values. By | · |v we denote an absolute value in the equivalence class determined by the place v. If the field L is an extension of K and v is a place of K, we write w|v for a place w of L if and only if the restriction to K of any representative of w is a representative of v, and say that w extends v and, equivalently, that w lies over v. The completion of K with respect to the place v is an extension field Kv with a place w such that: (a) w|v. (b) The topology of Kv induced by w is complete. (c) K is a dense subset of Kv in the above topology. If the field is Q, then there is only one archimedean place on Q given by the ordinary absolute value. For a prime p we have the p-adic absolute value |·|p determined as follows. Let m/n ∈ Q be a rational number and write it in the form m m0 = pa 0 , n n where m0 , n0 , are integers coprime with p. Then we set |



m |p = p−a . n



The p-adic absolute values so defined give us a set of inequivalent representatives for all the non-archimedean places on Q (Ostrowski ). The field Qp of p-adic numbers is the completion of Q with respect to the place p. On the other hand, the completion of Q with respect to the archimedean place is R. Definition 2.3. For v ∈ MK , The local degree at v, denoted nv , is given by nv = [Kv : Qv ].
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Proposition 2.1 (Extension Formula). Let L/K/Q be a tower of number fields, and v ∈ MK . Then X nw = [L : K]nv . w∈ML | w|v



Proposition 2.2 (Product Formula). Let x ∈ K \ {0}. Then Y |x|nv v = 1. v∈MK



Remark 2.2. We shall also refer to X nv log|x|v = 0 v∈MK



as the sum formula for x 6= 0. We are ready now to define the height of an algebraic number α. Definition 2.4. Let α ∈ Q and K a number field with α ∈ K. We set h(α) =



X 1 nv log max(1, |α|v ). [K : Q] v∈M K



We can use the Extension formula to show that the height function is well defined, that means that it does not depend on the choice of the number field K. Next, we introduce the height function for a point P in the projective space Pn (Q). This height will be used frequently in the sequel, due to the natural embedding of Gnm into Pn . Let P be a point in Pn (Q) represented by a homogeneous non-zero vector x = (x0 , . . . , xn ) with coordinates in a number field K. We set h(x) =



X 1 nv max max (0, log|xi |v ) . i [K : Q] v∈M K



Again, by using the Product and the Extension formula it is not hard to verify that the above definition does not depend on the choice of the number field K or on the choice of coordinates for x. We call h(x) the absolute logarithmic Weil height of P . Some useful identities of the height function are summarized in the following Proposition. 9



Proposition 2.3. Let α, β ∈ Q \ {0}. Then (a) h(α) = 0 ⇔ α ∈ µ∞ (Kronecker). (b) h(αn ) = |n|h(α), n ∈ Z. (c) h(αβ) ≤ h(α) + h(β). (d) h(α + β) ≤ h(α) + h(β) + log2. A very famous theorem in height theory due to Northcott, is the following. Theorem 2.1 (Northcott). There are only finitely many algebraic numbers of bounded degree and bounded height. We state also the following well-known fact. Proposition 2.4. Let P a point of affine or projective space with coordinates (xj ) in Q. If σ ∈ Gal(Q/Q) and if the point σ(P ) is given by the coordinates (σ(xj )), then h(P ) = h(σ(P )). It is useful some times to use a multiplicative version of the height introduced above. For a point P in Pn (Q) we set the multiplicative height H(P ) to be H(P ) = eh(P ) . We introduce now a different height, which we will call the hL2 - height of P (Q). n



Definition 2.5. Let x = (x0 , . . . , xn ) ∈ Pn (Q), with x0 , . . . , xn ∈ K. Then hL2 (x) :=



X 1 nv log||x||v , [K : Q] v∈M K



where ( ||x||v :=



maxi |xi |v if v is non-archimedean, 1 Pn ( i=0 |xi |2v ) 2 if v is archimedean.



Let K a number field and let S be a vector subspace of K n of dimension ρ, and suppose that S is the span of x1 , . . . , xρ . The height of the subspace S is defined to be hL2 (S) = hL2 (x1 ∧ · · · ∧ xρ ), where ∧ is the wedge or exterior product. 10



Definition 2.6. Let A be a m × n matrix of rank m with entries in Q. Then the height hL2 of A is defined as the hL2 - height of the subspace of Qn spanned by the columns of A. We introduce next a very famous result, known as Siegel’s Lemma, which is a useful tool in diophantine geometry. The original version, was stated by Siegel in 1929, while he was working on diophantine approximation and transcendency. Lemma 2.1 (Siegel’s Lemma). Let aij , i = 1, . . . M , j = 1, . . . , N , be rational integers, not all 0, bounded by B and suppose that N > M . Then the homogeneous linear system a11 x1 + a12 x2 + · · · + a1N xN = 0 a21 x1 + a22 x2 + · · · + a2N xN = 0 · · · ··· · · · aM 1 x 1 + aM 2 x 2 + · · · + aM N x N = 0 has a solution x1 , . . . , xN in rational integers, not all 0, bounded by M



max |xi | ≤ [(N B) N −M ]. i



Proof. See [BG], p.72. Siegel’s Lemma has numerous variants. The next version stated, is the one of Bombieri and Valler for a number field K of degree d and discriminant DK\Q . Lemma 2.2. Let A be a m×n matrix of rank m with entries in K. Then the K-vector space of solutions of Ax = 0 has a basis x1 , . . . , xn−m , contained in n OK , such that n−m Y n−m H(xi ) ≤ |DK\Q | 2d hL2 (A). i−1



Proof. See [BG] p.74.



2.1



Lower height bounds



In different problems arising in diophantine geometry, we search lower bounds for the Weil height of non-zero algebraic numbers that are not roots of unity. Let α be a non zero algebraic number which is not a root of unity. Then by the well known Theorem of Kronecker, (Proposition 2.3 (a)) the absolute logarithmic Weil height is > 0. More precisely, let K be any number field 11



containing α. By using Norhcott’s theorem 2.1 it is easy to see that h(α) ≥ C(K), where C(K) > 0 is a constant depending only on K. In 1933 D. Lehmer asked whether there exists a positive absolute constant C0 such that C0 . h(α) ≥ [Q(α) : Q] This problem is still open and is widely known as Lehmer’s Conjecture. Since 1933 there have been made a lot of efforts in this direction. The best known result, stated as a theorem, was achieved by Dobrowolski in 1979. Theorem 2.2 (Dobrowolski). If α is an algebraic number of degree d which is not a root of unity, then  −3 C1 log(3D) h(α) ≥ , D loglog(3D) where D = [Q(α) : Q] and C1 > 0 is some absolute constant. The bound given in Dobrowolski’s Theorem, was improved many times after that and nowadays there are known even better lower bounds. But let see what happens if Q(α) is an abelian extension of the rational field. Amoroso and Dvornicich showed that in this case the result of Dobrowolski can be sharpened. Namely, they proved the following inequality: log5 ≈ 0.1341 12 We finish this section by announcing a theorem of Amoroso and Zannier, which generalizes both, a result of this type and Dobrowolski’s result. The proof of this theorem can be found in [AZ]. h(α) ≥



Theorem 2.3 (Amoroso-Zannier, 2000). Let K be any number field and let L be any abelian extension of K. Then for any non-zero algebraic number α which is not a root of unity, we have  −13 log(2D) C2 (K) , h(α) ≥ D loglog(5D) where D = [L(α) : L] and C2 (K) is a positive constant depending only on K.
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The Chow Form of an Algebraic Variety



In all this section we will use the terminology introduced in [HP]. We begin by giving a general definition. Let X be an irreducible variety of dimension r in the projective space Pn defined over a field K. Definition 3.1. A point ξ = (ξ0 , . . . , ξn ), where the ξi lie in some extension L of the ground field K, is said to be a generic point of the variety X if (a) ξ lies in X , and (b) any form f (x0 , . . . , xn ) in K[x0 , . . . , xn ] for which f (ξ0 , . . . , ξn ) = 0 vanishes on X . Remark 3.1. If ξ is a generic point of X , then it is proved in [HP], p.10, that ξ can be written in the form (1, ξ1 , . . . , ξn ) for ξi being as above. Suppose then that (1, ξ1 , . . . , ξn ) is a generic point. We adjoin the elements uij , (i = 0, . . . , r; j = 1, . . . , n) which are algebraically independent over K(ξ1 , . . . , ξn ), to K, and we define r + 1 elements ζ0 , . . . , ζr of K(uij , ξ1 , . . . , ξn ) by the equations ζσ = −



n X



uσρ ξρ (σ = 0, . . . , r)



(2)



ρ=1



Since X is of dimension r over K(uij ) (see [HP], Theorem VI, p.28.), the r + 1 elements defined in (2) are algebraically dependent over K(uij ) (see [HP], Theorem I, p.23). We therefore have a relation f (uij ; ζ0 , ζ1 , . . . , ζr ) = 0,



(3)



where f (uij ; z0 , z1 , . . . , zr ) denotes a polynomial in K[uij ; z0 , . . . , zr ], which we may assume to be irreducible in this ring. We shall subsequently replace the indeterminates z0 , . . . , zr by indeterminates u00 , . . . , ur0 , writing f (uij ; u00 , . . . , ur0 ) = F (u0 , . . . , ur ), where uσ = (uσ0 , . . . , uσn ) (σ = 0, . . . , r). The form F (u0 , . . . , ur ) is the Chow form of X . We will proceed to verify that the Chow form of an algebraic variety X has the following two very important properties. 13



1. It is homogeneous of the same degree in each set of indeterminates. 2. The degree g of the form is equal to the degree ∆ of the variety. We begin with the following, useful to the sequel, result. Proposition 3.1. If φ(uij ; z0 , . . . , zr ) is any polynomial in K[uij ; z0 , . . . , zr ] such that φ(uij ; ζ0 , . . . , ζr ) = 0, then φ(uij ; z0 , . . . , zr ) = A(uij ; z0 , . . . , zr )f (uij ; z0 , . . . , zr ), where A(uij ; z0 , . . . , zr ) is in K[uij ; z0 , . . . , zr ], and f (uij ; z0 , . . . , zr ) is defined above. Proof. See [HP] p.33. Remark 3.2. The above proposition is equivalent with saying that the set of all polynomials in K[uij ; z0 , . . . , zr ] vanishing on ζ0 , . . . , ζr form an ideal which is principal, generated by the Chow form f (uij ; z0 , . . . , zr ). We will start now to verify the first of the above properties, namely that the Chow form F (u0 , . . . , ur ) is homogeneous of the same degree, which we shall denote by g, in each set of indeterminates (ui0 , . . . , uin ). We begin by showing that the polynomial f (uij ; z0 , z1 , . . . , zr ) has certain symmetry properties. If we consider the isomorph field K(u∗ij ) of K(uij ) in which the sets (uρ1 , . . . , uρn ) and (uσ1 , . . . , uσn ) are interchanged, the other uij being mapped on themselves, the relation (3) becomes f (u∗ij ; ζ0∗ , ζ1∗ , . . . , ζr∗ ) = 0 in the isomorphic field K(u∗ij ), where ζi = ζi∗ (i 6= ρ, σ), but ζρ∗ = ζσ and ζσ∗ = ζρ. Instead of the polynomial f (uij ; z0 , . . . , zρ , . . . , zσ , . . . , zr ), we obtain the polynomial f (u∗ij ; z0 , . . . , zσ , . . . , zρ , . . . , zr ). But these two polynomials are equal up to the sign. Hence, writing z0 = u00 , z1 = u10 , . . . , zr = ur0 , and f (uij ; u00 , . . . , ur0 ) = F (u0 , . . . , ur ), 14



we can say that the interchange of the set of indeterminates uρ with the set uσ in F (u0 , . . . , ur ) produces at most a change of sign in the Chow form. We will now obtain some less evident properties of the Chow form. From (3) and after an easy computation we see that for any particular choice of ρ, σ, ∂f ∂ζρ ∂f + = 0, (4) ∂uρσ ∂ζρ ∂uρσ where



∂f ∂ζρ



is the result of substituting ζ0 , . . . , ζr for u00 , . . . , ur0 in the



∂ f (uij ; u00 , . . . , ur0 ). ∂uρ0



polynomial To do this, let



We prove that



∂f ∂ζρ



6= 0.



∂ f (uij ; u00 , . . . , ur0 ) = φ(uij ; u00 , . . . , ur0 ). ∂uρ0 Then if



∂f ∂ζρ



(5)



= 0, we have the equation φ(uij ; ζ0 , . . . , ζr ) = 0.



By Proposition 3.1 it follows that φ(uij ; u00 , . . . , ur0 ) = A(uij ; u00 , . . . , ur0 )f (uij ; u00 , . . . , ur0 ). But φ is of lower degree in uρ0 than f . Hence A = 0 and therefore φ(uij ; u00 , . . . , ur0 ) = 0. It follows from (5) that f (uij ; u00 , . . . , ur0 ) does not contain the indeterminate uρ0 . But since f is at most altered in sign if (uρ0 , . . . , uρn ) is interchanged with (uσ0 , . . . , uσn ), this implies that f does ∂f 6= 0. not contain u00 , u10 , . . . , ur0 , and this is clearly absurd. Hence ∂ζ ρ ∂ζρ = −ξσ , we can write now (4) in the Since it follows from (2) that ∂u ρσ form ∂f ∂f − ξσ = 0. (6) ∂uρσ ∂ζρ



By multiplying (6) by uτ σ and summing for σ = 1, . . . , n we obtain the equation ! n n X X ∂f ∂f uτ σ − uτ σ ξσ = 0. ∂uρσ ∂ζρ σ=1 σ=1 P Using (2) and writing ζτ = − nσ=1 uτ σ ξσ , this becomes n X σ=1



uτ σ



∂f ∂f + ζτ = 0. ∂uρσ ∂ζρ 15



(7)



It follows from (7) that the polynomial n X



uτ σ



σ=1



∂ ∂ f (uij ; u00 , . . . , ur0 ) + uτ 0 f (uij ; u00 , . . . , ur0 ), ∂uρσ ∂uρ0



which may be written n X σ=0



uτ σ



∂ f (uij ; u00 , . . . , ur0 ), ∂uρσ



vanishes when we substitute ζ0 , . . . , ζr for u00 , . . . , ur0 . If ρ 6= τ this polynomial is of lower degree than f in each of the indeterminates uρ0 , . . . , uρn and therefore, by Theorem 3.1, it must be the zero polynomial. Hence we have Proposition 3.2. n X σ=0



uτ σ



∂ f (uij ; u00 , . . . , ur0 ) = 0 (ρ 6= τ ). ∂uρσ



On the other hand, if ρ = τ , it follows from Theorem 3.1 that n X σ=0



uρσ



∂ f (uij ; u00 , . . . , uρ0 ) = Af (uij ; u00 , . . . , ur0 ), ∂uρσ



where A is in K. Hence by Euler’s Theorem, f (uij ; u00 , . . . , ur0 ) must be homogeneous in any set (uρ0 , . . . , uρn ) of the indeterminates, and by our previous remark on the symmetry properties of this polynomial, the degree of homogeneity is independent of ρ. We may therefore write f (uij ; u00 , . . . , ur0 ) = F (u0 , . . . , ur ), where F (u0 , . . . , ur ) is homogeneous, of degree g say, in each set of indeterminates uρ = (uρ0 , . . . , uρn ). We are occupied next with the properties concerning the degree g of the Chow form F (u0 , . . . , ur ) and we prove the second property announced above. We define an algebraic extension of the field K(uij ; u10 , . . . , ur0 ) by means of the irreducible equation f (uij ; z, u10 , . . . , ur0 ) = 0, where f (uij ; u00 , . . . , ur0 ) is the Chow form of the variety X considered above. Let the degree of this extension in z be h, where, clearly, 0 < h ≤ g. In a suitable extension of the field the equation has h roots z (1) , . . . , z (h) . 16



Since f is irreducible, ∂f /∂z (i) 6= 0. For if ∂f /∂z (i) = 0 the polynomials f (uij ; z, u10 , . . . , ur0 ) and ∂f (uij ; z, u10 , . . . , ur0 )/∂z have a common factor in K(uij ; u10 , . . . , ur0 )[z], and this contradicts the hypothesis that f is irreducible. Let (τ ) fρ ξρ(τ ) = (τ ) , f0 where fρ(τ )



  ∂ f (uij ; u00 , . . . , ur0 ) (ρ = 0, . . . , n). = ∂u0ρ u00 =z (τ ) (τ )



We prove that ξρ is algebraically independent of the indeterminates (τ ) u01 , . . . , u0n . Since ξρ lies in the field K(uij ; z (τ ) , u10 , . . . , ur0 ), it is algebraically dependent on the indeterminates uij , u10 , . . . , ur0 , and satisfies a unique irreducible equation ψ(uij ; u10 , . . . , ur0 , ξρ(τ ) ) = 0. (τ )



The quantity ∂ξρ /∂u0k is defined by means of the equation (τ )



∂ψ ∂ψ ∂ξρ + = 0, (τ ) ∂u ∂u0k 0k ∂ξρ and since



∂ψ (τ ) ∂ξρ



6= 0, a necessary and sufficient condition that the polynomial (τ )



ψ should not contain u0k (1 ≤ k ≤ n) is that ∂ξρ /∂u0k = 0, which is ∂ψ = 0. equivalent to ∂u 0k Now ξρ is independent of u0k by definition, and ξρ =



∂f ∂u0ρ ∂f ∂u00



,



where u00 , . . . , ur0 are replaced by ζ0 , . . . , ζr after the differentiations have been performed. Hence     ∂f ∂f ∂f ∂f ∂ ∂ − ∂u0ρ ∂u0k ∂u00 ∂u00 ∂u0k ∂u0ρ ∂ξρ 0= = ,  2 ∂u0k ∂f ∂u00



the replacements being made as above. It follows by Theorem 3.1 that     ∂f ∂ ∂f ∂f ∂ ∂f − = A(uij ; u00 , . . . , ur0 )f (uij ; u00 , . . . , ur0 ). ∂u00 ∂u0k ∂u0ρ ∂u0ρ ∂u0k ∂u00 17



Replacing u00 by z (τ ) in this identity, we see that (τ )



f0



∂ ∂ (τ ) (fρ(τ ) ) − fρ(τ ) (f ) = 0, ∂u0k ∂u0k 0 (τ )



(τ )



which is the condition that ∂ξρ /∂u0k = 0. Hence ξρ is algebraically independent of u01 , . . . , u0n . (τ ) (τ ) (τ ) From the equation f0 ξρ − fρ = 0, we obtain the equation (τ ) f0



n X



(u0ρ ξρ(τ ) )



−



ρ=1



n X



(u0ρ fρ(τ ) ) = 0.



(8)



ρ=1



Since f (uij ; u00 , . . . , ur0 ) is homogeneous of degree g in the set of indeterminates u00 , . . . , u0n , we also have the identity  n  X ∂f ∂f = gf (uij ; u00 , . . . , ur0 ). + u00 u0ρ ∂u ∂u 0ρ 00 ρ=1 Substituting z (τ ) for u00 this becomes n X



 (τ ) u0ρ fρ(τ ) + z (τ ) f0 = 0.



ρ=1



Hence (8) becomes n X



 (τ ) u0ρ ξρ(τ ) + z (τ ) f0 = 0,



ρ=1 (τ )



and since f0



6= 0, we obtain the relation z



(τ )



=−



n X



u0ρ ξρ(τ ) .



(9)



ρ=1



Now f (uij ; z, u10 , . . . , ur0 ) = A(uij ; u10 , . . . , ur0 )



h Y



(z − z (τ ) ),



τ =1 (τ )



and since ξρ are independent of (u01 , . . . , u0n ), the symmetric functions of (τ ) (τ ) ξ1 , . . . , ξn are rational functions on the set of indeterminates u1 , . . . , ur only. Therefore ! h h n Y Y X φ(uij ; z, u10 , . . . , ur0 ) , (z − z (τ ) ) = z+ u0ρ ξρ(τ ) = ψ(u1 , . . . , ur ) τ =1 τ =1 ρ=1 18



where φ and ψ are assumed to have no common factor. Hence A(uij ; u10 , . . . , ur0 )



h Y



(z − z (τ ) )φ(uij ; z, u10 , . . . , ur0 )



τ =1



= f (uij ; z, u10 , . . . , ur0 )ψ(u1 , . . . , ur ), and, by unique factorization theorem, since ψ has no common factor with φ, it must divide A(uij ; u10 , . . . , ur0 ). If A = A0 ψ then f = A0 φ. But since f is irreducible, A0 must be in K, and therefore A = A0 ψ(u1 , . . . , ur ) lies in K[u1 , . . . , ur ]. We have therefore proved that f (uij ; u00 , . . . , ur0 ) = F (u0 , . . . , ur ) = A(u1 , . . . , ur )



h Y



u00 +



τ =1



n X



! u0ρ ξρ(τ ) ,



ρ=1



and since F (u0 , . . . , ur ) is of degree g in the indeterminates u00 , . . . , u0n it follows that h = g, and ! g n Y X F (u0 , . . . , ur ) = A(u1 , . . . , ur ) u00 + u0ρ ξρ(τ ) . τ =1



ρ=1 (τ )



(τ )



We prove now two theorems which associate the points (1, ξ1 , . . . , ξn ) with the variety X . (τ )



(τ )



Theorem 3.1. The points (1, ξ1 , . . . , ξn ) are generic points of the variety X , and satisfy the equations n X



uσρ ξρ(τ ) = 0 (σ = 1, . . . , r).



ρ=0



Proof. Let φ(x0 , . . . , xn ) be any form which vanishes on X . Then φ(1, ξ1 , . . . , ξn ) = 0. Substituting ξρ =



∂f ∂u0ρ ∂f ∂ζ0



 φ



, we obtain the equation



∂f ∂f ∂f , ,..., ∂ζ0 ∂u01 ∂u0n



 = 0,



(10)



where ζ0 , . . . , ζr are substituted for u00 , . . . , ur0 after the differentiations have been performed on f (uij ; u00 , . . . , ur0 ). From (10) and Proposition 3.1 we deduce that   ∂f ∂f ∂f , ,..., = A(uij , u00 , . . . , ur0 )f (uij , u00 , . . . , ur0 ). φ ∂u00 ∂u01 ∂u0n 19



Substituting u00 = z (τ ) in this equation, it follows that (τ )



(τ )



φ(f0 , f1 , . . . , fn(τ ) ) = 0, that is (τ )



φ(1, ξ1 , . . . , ξn(τ ) ) = 0.



(11)



Conversely, if we are given (11) we deduce that the form   ∂f ∂f ∂f , ,..., φ ∂u00 ∂u01 ∂u0n vanishes when u00 is replaced by z (τ ) , where z (τ ) is a root of the irreducible equation f (uij ; z, u10 , . . . , ur0 ) = 0. It follows that   ∂f ∂f ∂f , ,..., φ = A(uij , u00 , . . . , ur0 )f (uij , u00 , . . . , ur0 ), ∂u00 ∂u01 ∂u0n and therefore, replacing u00 , . . . , ur0 by ζ0 , . . . , ζr ,   ∂f ∂f ∂f , ,..., φ = 0, ∂ζ0 ∂u01 ∂u0n and therefore φ(1, ξ1 , . . . , ξn ) = 0, (τ )



(τ )



so that φ(x0 , x1 , . . . , xn ) vanishes on X . The points (1, ξ1 , . . . , ξn ) are generic points on variety X . Again, if σ 6= 0, Pn (τ ) n X ρ=0 uσρ fρ (τ ) , uσρ ξρ = (τ ) f 0 ρ=0 and



n X ρ=0



uσρ ξρ(τ )



X  n ∂ = uσρ f (uij ; u00 , . . . , ur0 ) . ∂u (τ ) 0ρ u =z 00 ρ=0



But the expression inside the bracket is zero. It therefore remains zero af(τ ) (τ ) ter the substitution is made. Hence the points (1, ξ1 , . . . , ξn ) satisfy the equations n X uσρ ξρ(τ ) = 0 (σ = 1, . . . , r). ρ=0



20



Before stating our next theorem, we will do a brief introduction on the notion of generic linear spaces. Take k + 1 points (xi0 , . . . , xin ) (i = 0, . . . , k). These points are linearly independent if and only if the equations k X



λi xij = 0 (j = 0, . . . , n)



i=0



have no solution, in any extension of K, other than λ0 = · · · = λk = 0. If the points are linearly independent the k-space defined by them is the aggregate of points ! k k X X i i ai x n , ai x 0 , . . . , 0



0



where a0 , . . . , ak belong to some extension k-space are (. . . , pi0 ,...,ik , . . . ), where 0 xi · 0 pi0 ,...,ik = · · xki · 0



of K. The coordinates of the x0ik · xkik



. 



For a system of k-spaces, we say that π = (. . . , πi0 ,...,ik , . . . ) is a generic k- space of the system when the following two conditions are satisfied: (a) π belongs to the system; (b) if f (. . . , xi0 ,...,ik , . . . ) is a homogeneous polynomial in K[. . . , xi0 ,...,ik , . . . ] such that f (. . . , πi0 ,...,ik , . . . ) = 0 then f (. . . , p0i0 ,...,ik , . . . ) = 0, where (. . . , p0i0 ,...,ik , . . . ) is any k-space of the system. The following lemma will be used in the proof of our second Theorem. Lemma 3.1. If X is an irreducible variety of dimension r over K, and Sn−r−1 is a generic linear space of dimension n − r − 1, the two varieties have no common points. Proof. See [HP], p.30. 21



(τ )



(τ )



Theorem 3.2. The points (1, ξ1 , . . . , ξn ) (τ = 1, . . . , g) are the only solutions of the equations of X and the equations n X



uσρ xρ = 0 (σ = 1, . . . , r).



ρ=0



Proof. Let X does not lie in x0 = 0. Its intersection with x0 = 0 is therefore a sum of proper subvarieties, each of which is of dimension less than r. The equations  Pn ρ=0 uσρ xρ = 0 (σ = 1, . . . , r), x0 = 0 define a generic space of n − r − 1 dimensions in x0 = 0, and by Lemma 3.1, this has no common points with the intersection of X and x0 = 0. Therefore X has no points for which x0 = 0 in the generic Sn−r given by the equations n X



uσρ xρ = 0 (σ = 1, . . . , r).



(12)



ρ=0



Now let (1, x01 , . . . , x0n ) be a point which satisfies the equations of X and also (12). Using the trivial identity uσ0 =



n X



uσρ x0ρ



−



n X



uσρ x0ρ (σ = 0, . . . , r),



ρ=1



ρ=0



we get the relation f (uij ; u00 , . . . , ur0 ) =f



uij ; −



n X ρ=1



u0ρ x0ρ +



n X



u0ρ x0ρ , . . . , −



ρ=0



n X



urρ x0ρ +



ρ=1



n X



! urρ x0ρ



.



ρ=0



Hence by Taylor’s polynomial expansion



=f



f (uij ; u00 , . . . , ur0 ) ! r ! n n n X X X X uij ; − u0ρ x0ρ , . . . , − urρ x0ρ + Aσ (uij ; x0 ) uσρ x0ρ , (13) ρ=1



ρ=1



σ=0



ρ=0



where Aσ (uij ; x0 ) are elements of the ring K[uij ; x01 , . . . , x0n ]. But since the point (1, x01 , . . . , x0n ) lies on X , and ! n n X X f (uij ; ζ0 , . . . , ζr ) = f uij ; − ξρ , . . . , − urρ ξρ0 = 0 ρ=1



22



ρ=1



is a relation holding for a generic point (1, ξ1 , . . . , ξn ) of X , we also have the equation ! n n X X urρ x0ρ = 0. f uij ; − u0ρ x0ρ , . . . , − ρ=1



ρ=1



Furthermore



n X



uσρ x0ρ = 0 (σ = 1, . . . , r).



ρ=0



Equation (13) therefore becomes f (uij ; u00 , . . . , ur0 ) = A0 (uij ; x0 )



n X



! u0ρ x0ρ ;



ρ=0



that is, f (uij ; u00 , . . . , ur0 ) contains the factor



n X



u0ρ x0ρ .



ρ=0



But we have proved that f (uij ; u00 , . . . , ur0 ) = A(u1 , . . . , ur )



g Y τ =1



u00 +



n X



! u0ρ ξρ(τ ) .



ρ=1



Hence it follows that for some value of τ (τ )



(1, x01 , . . . , x0n ) = (1, ξ1 , . . . , ξn(τ ) ).



From Theorems 3.1 and 3.2 we deduce Theorem 3.3. A generic Sn−r meets an irreducible variety X of dimension r in a finite number of points, each of which is a generic point of X over K. So by the previous theorems we have seen that this number is exactly g and by the last theorem this is equal, by definition, with the degree ∆ of the irreducible variety X . Definition 3.2 (Chow ideal). The ideal I(X ) generated by the coefficients of the Chow form of the variety X is called the Chow ideal of the variety X . 23



An interesting aspect of the theory about the Chow ideal, is what concerns its primary decomposition. The statement that the locus of I(X ) is X , which is irreducible comes to say that I(X ) has only one isolated primary component. A well-known proposition states now that if K(ξ1 , . . . , ξn )/K is separable then this primary component is also prime, which is not true in general. As in the sequel we will work in C or in other fields of characteristic zero, the above extension will be always separable, and so the isolated primary component will always prime. So after this quick discussion we can establish the following very important remark. Remark 3.3. The prime ideal P(X ) of X is the unique isolated primary component of the Chow ideal of X .



4



Definitions and tools from algebraic geometry



In this section we will present some classical results of algebraic geometry, omitting though the details. The subjects to be presented are not obligatory connected between them, but all of them will be used throughout this work.



4.1



Definition of dimension and The Fibre Dimension Theorem



One of the most basic notions in algebraic geometry is certainly that one of dimension. We will try to arrive intuitively at this definition. For it, we would like two basic facts to be true. The first one, is of course, to have the dimension of An and Pn equal with n. And secondly, if X and Y are two varieties and f : X → Y a finite map then we would like X and Y to have the same dimension. But since Noether’s Normalization Theorem informs us that any projective or affine variety X has a finite map to some Pm or Am , it is natural to take m as the definition of the dimension of X . The only thing that has to be shown is that this is well-defined, that is that there do not exist two finite maps f : X → Am and g : X → An with m 6= n. This is not so difficult to verify. If we suppose that X is irreducible then the finiteness of the regular map f : X → Am implies that the rational function field K(X ) is a finite extension of the field f ∗ (K(An )), which is in turn isomorphic to K(t1 , . . . , tm ). Hence, K(X ) has transcendence degree m 24



over k. This gives a characterization of the number m independent of the choice of the finite map f : X → Am . The exact definition can be given now as follows. Definition 4.1 (dimension). The dimension of an irreducible quasiprojective variety X is the transcendence degree of the function field K(X ); it is denoted by dimX . The dimension of a reducible variety is the maximum of the dimension of its irreducible components. If Y ⊂ X is a closed subvariety of X , then the number dimX − dimY is called the codimension of Y in X . We give next some basic examples and results concerning dimension. We will not provide proofs and explanations. Proofs for all the following results can be found in I. Shafarevich’s ”Basic Algebraic Geometry“ [Sha], as also in any other book of algebraic geometry. Remark 4.1. Note that if X is an irreducible variety and U ⊂ X is open then K(U ) = K(X ), and hence dimU = dimX . Here are some of the most basic examples of the notion of dimension. 1. dimAn = dimPn = n, because the field K(An ) is the field of rational functions in n variables. 2. If X consists of a single point then obviously dimX = 0, and thus the same holds if X is a finite set. Conversely, if X = 0 then X is a finite set. 3. If X and Y are irreducible varieties then dim(Y × X ) = dimX + dimY. Proposition 4.1. If X ⊂ Y then dimX ≤ dimY. If Y is irreducible and X ⊂ Y is a closed subvariety with dimX = dimY then X = Y. Proposition 4.2. Every irreducible component of a hypersurface in An or Pn has codimension 1. By form we will mean a homogeneous polynomial. If X is closed in Pn and a form F is not zero on X then we write XF for the closed subvariety of X defined by F = 0. Proposition 4.3. If a form F is not 0 on an irreducible projective variety X then dimXF = dimX − 1.



25



Corollary 4.1. The variety of common zeros of r forms F1 , . . . , Fr on an n-dimensional projective variety has dimension n − r. Proof. The proof is by r − 1 applications of Proposition 4.3. Proposition 4.4. Let X , Y ⊂ Pn be irreducible quasiprojective varieties with dimX = r and dimY = s. Then any (nonempty) component Z of X ∩ Y has dimZ ≥ r + s − n. For a given regular map f : X → Y of algebraic varieties the set f −1 (y) is called the fibre of f over y. The following theorem is a classical result of Algebraic Geometry and will be often used in the sequel. The complete proof of it can be found in [Sha], p. 76. Theorem 4.1 (Fibre Dimension Theorem(FDT)). Let ϕ be a dominant morphism from the irreducible variety V to the irreducible variety W. Then (a) For all v in V, we have dimv ϕ−1 (ϕ(v)) ≥ dimV − dimW ; in particular, for all w in W every (non-empty) component of the fibre ϕ−1 (w) has dimension at least dimV − dimW. (b) There exists an open dense subset U in W such that for every w in U we have dimϕ−1 (w) = dimV − dimW. (c) For every integer k, the set Vk of all v in V such that dimv ϕ−1 (ϕ(v)) ≥ k is closed in V.



4.2



B´ ezout’s Theorem



The previous subsection equipped us with all the knowledge needed, in order to introduce B`ezout’s Theorem. This theorem is one of the oldest and the most famous in algebraic geometry. It lies in the field of intersection theory and it is probably the most famous theorem on the degree. Namely, it states that the degree is multiplicative under intersections. Of course, we must either suppose that the varieties to be intersected are in transversal position or assign some multiplicities to the intersections. Originally, the Theorem of B´ezout was stated for curves in the projective space. Theorem 4.2. Let C and D be curves in P2 of degree m and n respectively. If C and D have no irreducible component in common, then they intersect in exactly mn points, counted with appropriate multiplicities. 26



There exist a lot of generalizations and different forms of B´ezout’s Theorem. We state here the version that we will mostly use. Theorem 4.3 (B´ ezout’s Theorem). Let X1 , . . . , Xs be pure-dimensional n varieties in P , and let Z1 , . . . , Zt be the irreducible components of X1 ∩ · · · ∩ Xs . Then t X



degZj ≤



j=1



s Y



degXi .



(14)



i=1



The following example is precisely what B´ezout had established. Example 4.1. Let X1 , . . . , Xn be n hypersurfaces in Pn . If their intersection in Pn is finite, then it consists of at most d1 . . . dn points, where di = degXi . When the intersections are transversal one can state more. If two varieties X , Y ⊂ Pn intersect with multiplicity one, then we just get the equality deg(X ∩ Y) = degX · degY.



4.3



Noether Normalization Theorem



The Noether Normalization Lemma is a technical result of commutative algebra introduced in 1926 by Emmy Noether. Before stating it we give the definition and some preliminary results on transcendency. Definition 4.2. Let L be an extension of the field K. The transcendence degree of a field extension is defined as the largest cardinality of an algebraically independent subset of L over K. A subset S of L is a transcendence basis of L/K if it is algebraically independent over K and if furthermore L is an algebraic extension of the field K(S), where K(S) is the field obtained by adjoining the elements of S to K. We have the following well known theorem. Theorem 4.4. Let L be an extension of a field K. Any two transcendence bases of L over K have the same cardinality. Proof. See [Lan2], p.373. Example 4.2. The field of rational functions in n variables K(x1 , . . . , xn ) is a purely transcendental extension with transcendence degree n over K; we can for example take {x1 , . . . , xn } as a transcendence basis. 27



The Noether Normalization Theorem can be stated now as follows. Theorem 4.5 (The Noether Normalization Theorem). Let K[x1 , . . . , xn ] = K[x] be a finitely generated ring over a field K, and assume that K(x) has transcendence degree r. Then there exist elements y1 , . . . , yr in K[x] such that K[x] is integral over K[y] = K[y1 , . . . , yr ].



4.4



Derivations and the Jacobian criterion



Definition 4.3. A derivation of a ring R is a mapping δ : R → R of R into itself which is linear and satisfies the ordinary rule for derivatives, i.e. δ(x + y) = δx + δy, and δ(xy) = xδy + yδx. As an example of derivations, consider the polynomial ring K[X] = K[X1 , . . . , Xn ] over a field K. Let P (X1 , . . . , Xn ) ∈ K[X1 , . . . , Xn ] be any polynomial in n variables. We define the partial derivatives ∂P/∂Xi of P as follows. First, we assume that P is a monomial X1i1 · · · Xnin and set  i ∂P ij X1i1 · · · Xj j−1 · · · Xnin if ij > 0, = 0 otherwise. ∂Xj Then we extend definition to all polynomials by linearity over K requiring that ∂P ∂Q ∂(aP + bQ) =a +b ∂Xj ∂Xj ∂Xj for all a, b ∈ K and any monomials P , Q. We also get a derivation of the quotient field in the obvious manner, i.e. by defining ∂(P/Q) = (Q∂P − P ∂Q)/Q2 . In this section, we will be more interested in derivations of a field K and especially with the problem of extending derivations. For this reason, we will present here some basic facts concerning this theory. For more details, the reader could see [Lan1], chapter VII. Let L = K(x) = K(x1 , . . . , xn ) be a finitely generated extension. If f ∈ K[X], we denote by ∂f /∂xi the polynomials ∂f /∂Xi evaluated at (x). The main question which arises naturally is if given a derivation δ on K, there exists a derivation δ ∗ on L coinciding with δ on K. Let Pf (X) ∈α K[X] be a polynomial vanishing on (x). Then, f (X) has the form α pα X , where α = (a1 , . . . , an ) is a multi-index with each ai being



28



a non-negative integer, pα = pa1 ...an ∈ K and X α = X1a1 . . . Xnan . If δ ∗ is a derivation on L, then, by following the rules of derivations we get that ! X X X pα X α = δ ∗ (pα X α ) = (δ ∗ (pα )X α + pα δ ∗ (X α )) . δ ∗ (f (X)) = δ ∗ α



α



α



That means that every such derivation δ ∗ must satisfy X 0 = δ ∗ f (x) = f δ (x) + (∂f /∂xi )δ ∗ xi ,



(15)



where f δ denotes the polynomial obtained by applying δ to all coefficients of f . Note that if relation (15) is satisfied for every element in a finite basis of the ideal in K[X] vanishing on (x), then (15) is satisfied by every polynomial of this ideal. This is an immediate consequence of the rules for derivations. The above necessary condition for the existence of a δ ∗ turns out to be sufficient. Theorem 4.6. Let δ be a derivation of a field K. Let (x) be any set of quantities, and let fα (X) be a basis for the ideal determined by (x) in K[X]. Then, if (u) is any set of elements of K(x) satisfying the equations X 0 = fαδ (x) + (∂fα /∂xi )ui , there is one and only one derivation δ ∗ of K(x) coinciding with δ on K, and such that δ ∗ xi = ui for every i. Proof. The necessity has be shown above. Conversely, if g(x), h(x) are in K[x], and h(x) 6= 0, it is not hard to verify that the mapping δ ∗ defined by the formulas X δ ∗ g(x) = g δ (x) + (∂g/∂xi )ui hδ ∗ g − gδ ∗ h g δ∗( ) = h h2 is well defined and is a derivation of K(x). Consider the special case where (x) consists of one element x. Let δ be a derivation on K. Case 1 x is separable algebraic over K. Let f (X) be the irreducible polynomial satisfied by x over K. Then f 0 6= 0. We have 0 = f δ (x)+f 0 (x)u, whence u = −f δ (x)/f 0 (x). Hence δ extends to K(x) uniquely. Case 2 x is transcendental over K. Then δ extends, and u can be selected arbitrary in K(x). 29



Case 3 x is purely inseparable over K, so xp − α = 0, with α ∈ K. Then δ extends to K(x) if and only if δ(α) = 0.



Next, we will introduce a very common and useful criterion, which will be used throughout all the text to prove contradictions. For n ≥ 1 let X be an algebraic subvariety of the group variety Gnm , irreducible over C. We denote the dimension of X by r. By I (X ) we denote the Chow ideal of X . Using the Definition 3.2, we see that I (X ) is generated by the coefficients of the Chow form of X . We can choose a basis for this set of generators, which we will denote by P1 , ..., PN ∈ C[x1 , ....., xn ]. We denote ∂Pi by J (X ) the Jacobian matrix with N rows and n columns with entry ∂x in j the i-th row and the j-th column (i = 1, ....., N ; j = 1, ....., n). We will now add rows to J (X ) as follows. For any z = (z1 , ...., zn ) in Cn we form the row   z1 zn r (z) = ,..., . x1 xn So for h ≥ 1 and z1 , . . . , zh in Cn we define J (z1 , . . . , zh ; X ) as the matrix with N + h rows and n columns obtained by adjoining the rows r (z1 ) , . . . , r (zh ) to J (X ) . It is easy to see that a point x of X is non-singular if and only if the Jacobian matrix has maximum rank at x. Theorem 4.7 (Jacobian criterion). Let X be a variety in An and let J (X ) be the Jacobian matrix defined as above. Then rankJx ≤ codimAn X with equality if and only if x is a non-singular point on X . By Jx we mean the matrix J evaluated at the point x.



4.5



Anomalous subvarieties



In this essay we will be concerned with the intersection of subvarieties in the group variety Gnm with proper algebraic subgroups of Gnm . By applying basic intersection theory, we can see for example, that the dimension of the intersection of a variety X of An with a hypersurface F in An , such that F 6= 0 on X is dimX −1 = dimX +n−1−n = dimX +dimF −n. By observing the above example, it is natural to make the following remark. Remark 4.2. Let X , H be subvarieties of Gnm . Let Y ⊂ X ∩ H be an irreducible component. If X and H are in general position one expects dimY = dimX + dimH − n. 30



In some cases though, the irreducible components of such intersections, do not satisfy the above condition on dimension. We will discriminate those cases and examine them throughout the next of this work. All these, lead to the following definition. Definition 4.4 (Anomalous subvarieties). An irreducible subvariety Y of X is anomalous (or better X -anomalous) if it has positive (> 0) dimension and lies in a coset K in Gnm satisfying dimK ≤ n − dimX + dimY − 1.



(16)



Remark 4.3. This definition remains unchanged when we require an equality in (16) : If the inequality is strict, then it will become an equality if we replace K with a larger coset. In order to see better the difference between the two cases, he dimension condition can be stated more succinctly as dimY > max (0, dimX + dimK − n).



(17)



Example 4.3 (Curve case). Any anomalous subvariety of an irreducible curve C in Gnm must equal C. The coset K must satisfy dimK < n. Hence Y anomalous subvariety of C ⇔ C ⊂ proper coset. Definition 4.5. The deprived set X oa is what remains of X after removing all anomalous subvarieties. Remark 4.4. The set X oa is possibly empty. In the curve case, as seen above, if C is C-anomalous, this is so. Definition 4.6. An anomalous subvariety of X is maximal if it is not contained in a strictly anomalous subvariety of X .
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Some recent results in Diophantine Geometry



The aim of this section is to give to the reader a basic idea about some recent results concerning the topics that will be covered in the sequel. The theorems that we will be discussed here, can be analytically found in the papers [BMZ1] and [BZ]. In this context we will need a basic definition and some facts about multiplicative dependence. 31



Definition 5.1. Two non-zero elements x, y in a field K are called multiplica− tively dependent if there exists a pair (p, q) ∈ Z × Z \ {(0, 0)} such that xq = y p . They are called multiplicatively independent if they are not multiplicatively dependent. By this definition a root of unity is multiplicatively dependent with every other element of K ∗ . Thus, if x, y ∈ K ∗ are multiplicative independent, this implies in particular that neither x or y is a root of unity.



5.1



Intersecting a curve with algebraic subgroups of multiplicative groups



In 1999, professors E. Bombieri, D. Masser and U. Zannier were concerned about what happens when a curve C in Gnm is intersected with a family of proper algebraic subgroups of Gnm . This subject arises very naturally from the following question: What can be said about the set of algebraic numbers τ 6= 0, 1 for which τ and 1 − τ are multiplicatively independent? In other words, we are interested in finding the solutions to the equation xα (1 − x)β = 1, where α and β are integers. But this is nothing more than the intersection of the curve x + y = 1 sitting inside G2m = {xy 6= 0} with the variable algebraic subgroup xα y β = 1 of G2m . So an obvious generalization gives birth to the problem described above. The results of their research can be found in [BMZ1]. Some of the theorems and the techniques presented there will be of specific interest to us as they provide a simpler but analogue case of the results examined here. For these above reasons, we will present briefly the basic results of the above paper. The whole work is done in the set of algebraic numbers Q. The first result which is presented, namely the Theorem 1 of [BMZ1] claims the boundedness of the absolute height of the above set in question. Theorem 5.1. Let C be a closed absolutely irreducible curve in Gnm , n ≥ 2, defined over Q and not contained in a translate of a proper subtorus of Gnm . Then the points of C ∩H(Q) for H ranging over all proper algebraic subgroups of Gnm form a set of bounded Weil height. The generalizations of this theorem to an arbitrary X will be examined in details in the sequel. We will not provide a proof of this theorem, as it is a long and painful task, but we will describe an interesting technique which can be found in the heart of the demonstration, and that we will use in Section 7, in order to 32



find bounded vectors in Zn with some special properties. This method uses as main tool the Siegel’s Lemma 2.1 presented in a previous section. We begin by stating a lemma, Lemma 2 in [BMZ1], which is the key ∗ result for this method. We are given a finitely generated subgroup Γ of Q and we search generators of Γ, which are almost independent with respect to the Weil height. ∗



Lemma 5.1. Let Γ be a finitely generated subgroup of Q of rank r. Then there are elements g1 , . . . , gr ∈ Γ generating a subgroup isomorphic to Γ/tors and such that h(g1a1 · · · grar ) ≥ c(r)(|a1 |h(g1 ) + · · · |ar |h(gr )) for every a ∈ Zr . Here c(r) is a positive constant depending only on r, which may be taken as c(r) = r−1 4−r . Let x = (x1 , . . . , xn ) a vector of bounded height in Gnm , having multiplicative rank of coordinates n − 1. Our purpose is to find a non-zero vector b = (b1 , . . . , bn ) ∈ Zn , with bounded coordinates such that xb11 · · · xbnn = 1. Let Γ be the group generated by x1 , . . . , xn . Applying Lemma 5.1 to this group, we obtain η1 , . . . , ηn−1 in the field Q(x) = Q(x1 , . . . , xn ) and multiplicatively independent, together with roots of unity ζ1 , . . . , ζn in Q(x), such that n−1 Y a (18) xi = ζi ηj ij (i = 1, . . . , n) j=1



for integers aij . We have that h(x) = h(x1 ) + · · · + h(xn ) and ! n−1 n−1 n−1 X X Y a ij h(xi ) = h ζi ηj = h(ζi ) + |aij |h(ηj ) = |aij |h(ηj ). j=1



j=1



j=1



Thus |aij |h(ηj ) 0 or n ≤ 3. There exists a number B(P, Q) with the following property. If a = (a1 , . . . , an ) ∈ Zn , ξ 6= 0 is in the algebraic closure of K and 56



P (ξ a1 , . . . , ξ an ) = Q(ξ a1 , . . . , ξ an ) = 0 then either ξ is a root of unity or there exists a non-zero vector b ∈ Zn having length at most c1 and orthogonal to a. A natural question that arises regarding the above result is what happens in the case where charK = 0. In the appendix written by Umberto Zannier in [Schi] this question is carefully examined and the above theorem is finally proved in the case when K is a number field by using the bounded height property for X o ∩ H1 mentioned above. Similar arguments work for a general K of characteristic zero and the proof comes from the number-field case by induction on the transcendence degree (over Q) of the field generated over Q by the coefficients of P, Q. We state here a stronger form of this theorem including unspecified roots of unity and this same theorem is proven now in a quicker and more natural way as a consequence of our Structure Theorem 6.1. Theorem 7.1. For n ≥ 2 let P and Q be coprime polynomials in n variables defined over Q. Then there exists B = B(P, Q) depending only on P and Q with the following property. Suppose ζ1 , . . . , ζn are roots of unity, a1 , . . . , an are rational integers, and τ as a non-zero complex number with P (ζ1 τ a1 , . . . , ζn τ an ) = Q(ζ1 τ a1 , . . . , ζn τ an ) = 0. Then there exist rational integers b1 , . . . , bn with 0 < max{|b1 |, . . . , |bn |} ≤ B, (ζ1 τ a1 )b1 · · · (ζn τ an )bn = 1. In particular, if τ is not a root of unity, then ζ1b1 · · · ζnbn = 1 and a1 b1 + . . . an bn = 0. In situations like that, we would like our constant B to depend only on n and the degree of the polynomials P and Q. But unfortunately, this is not the case, as seen in the following example. Example 7.1. Let n = 2 and Q(x1 , x2 ) = x2 − 2a



P (x1 , x2 ) = x1 − 2,



be two polynomials, where a is an integer. Clearly, for ζ1 = ζ2 = 1, τ = 2, a1 = 1 and a2 = a, we have that the point (ζ1 τ a1 , ζ2 τ a2 ) = (2, 2a ) lies in the variety X defined by P and Q as P (2, 2a ) = 0 and Q(2, 2a ) = 0. We will show now that if b1 , b2 are rational integers such that 2b1 (2a )b2 = 1 57



(36)



then the constant B that we are searching will be at least equal with a. Suppose to the contrary that B < a. Then max(|b1 |, |b2 |) < a. Equation (36) shows that b1 + ab2 = 0, so |b1 | = |ab2 |. So in our case max(|b1 |, |b2 |) = |b1 |. And we get our contradiction from the equation |b1 | = |a||b2 | as it is impossible to have |b1 | < |a|. So B ≥ a and this shows that we have also dependence on the coefficients of P and Q. Clearly the above theorem is a special case of the following more general result. Theorem 7.2. For n ≥ 2 let X be a variety in Gnm of dimension at most n−2, defined over Q. Then there exists B = B(X ) depending only on X with the following property. Suppose ζ1 , . . . , ζn are roots of unity, a1 , . . . , an are rational integers, and τ is a non-zero complex number with (ζ1 τ a1 , . . . , ζn τ an ) in X . Then there exist rational integers b1 , . . . , bn with 0 < max{|b1 |, . . . , |bn |} ≤ B, (ζ1 τ a1 )b1 · · · (ζn τ an )bn = 1. It is clear that if we apply an homomorphism to a root of unity, this remains a root of unity. Also, if fi , (i = 1, . . . , k) are the equations that define X , x = (x1 , . . . , xn ) ∈ X ( i.e. fi (x) = 0, (i = 1, . . . , n)) and α is an automorphism of Gnm then clearly fi (α(x)) = 0, (i = 1, . . . , n) (i.e. α(x) ∈ X ). From all these we deduce that the hypotheses and conclusion of the theorem are unaffected by applying an automorphism of Gnm . Therefore for notational simplicity we shall freely use such automorphisms without changing the symbols ζ1 , . . . , ζn , a1 , . . . , an and τ . Replacing τ by some integral power, we can easily see that no loss of generality is involved in supposing a1 , . . . , an to be coprime. Proof. We will proceed by using induction on n.The special set Xo introduced in Subsection 5.5 and the results known for it and introduced in Section 5 will play a dominant role in the present proof. Let n = 2 and (ζ1 τ a1 , ζ2 τ a2 ) in X . Let k and l be the orders of ζ1 and ζ2 and take ζ be a root of unity with order N = ppmc(k, l). Set b1 = N a2 and b2 = N a1 . Then (ζ1 τ a1 )b1 (ζ2 τ an )b2 = (ζ1 τ a1 )N a2 (ζ2 τ a2 )N a1 = (ζ1N )a2 (ζ2N )a1 τ a1 N a2 −a2 N a1 = 1 and the argument is proven. We next suppose that n ≥ 3. We deal first with the possibility that x does not lie in X o . In this case, Theorem 5.3 informs us that the number 58



of irreducible components of X \ X o is bounded, so what we get is that x lies in a translate gH of a positive dimensional torus H belonging to a finite collection, with gH itself in X . As we have already done in several similar cases, we normalize the torus H in the way described in Section 6 using an automorphism αH and we will suppose from now on that H = {1}h × Gn−h m for some h ≤ n − 1 (as H is of positive dimension.) The equation (20) in the proof of the Theorem 5.3 where the structure of −1 the set X \ X o is discussed shows that X \ X o is a finite union of αH (VH × n−h h Gm ) for closed VH in Gm . But gH lies in this finite union, so it follows h that g lies in V × Gn−h m , itself in X , for some fixed subvariety V in Gm also defined over Q. Projecting down to Ghm , we obtain from x a point v = (ζ1 τ a1 , . . . , ζh τ ah ) in V. Now   n−h dimV = dim V × Gn−h − dimGn−h = dim V × Gm − (n − h) m m ≤ dimX − (n − h) ≤ n − 2 − (n − h) = h − 2. So our induction hypothesis applies for V. It tells us that there exist rational integers b1 , . . . , bh with 0 < max{|b1 |, . . . , |bh |} ≤ B (V) , (ζ1 τ a1 )b1 · · · (ζh τ ah )bh = 1. So we get the required conclusion for x not in X o with bh+1 = · · · = bn = 0. From now on we shall assume that x lies in X o . Put a = (a1 , . . . , an ) in Zn . To begin with we would like to bound the norm of a and the first step is to apply Siegel’s Lemma 2.2 with A = a. After doing this we can find u1 , . . . , un−1 in Zn , perpendicular to a, linearly independent with |u1 | · · · |un−1 | ≤ c|a| for c depending only on n. Henceforth we shall use this same symbol c for similar possibly different constants. We can suppose that |u1 | ≤ · · · ≤ |un−1 |. In this moment we would like to prove an inequality concerning the quantities |u1 |, . . . , |un−1 | and |a| that we will use a little bit later. Namely we will prove that |a|n−2 1 = . (37) n−1 |a| |a| Combining the inequality given for the |u1 |, . . . , |un−1 | and |a| and the fact that they are numbered in order of increasing length we can find n − 2 new inequalities, |u1 | · · · |un−2 ||ui | ≤ |a| for i = 1, . . . , n − 2. If we multiply all of them, we get that (|u1 | · · · |un−2 |)n−1 ≤ |a|n−2 and by taking n−1-roots we obtain the desired result. Next step is to precise, or just to bound the degree of x. For this, we would like to use B´ezout’s Theorem 4.3, so we will construct some additional cosets in order to apply intersection’s theory. Let k be a number field containing a field of definition for X as well as ζ1 , . . . , ζn . We |u1 | · · · |un−2 | ≤
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can find roots of unity η1 , . . . , ηn−2 in k such that the two-dimensional torsion coset T2 defined by xuj = ηj (j = 1, . . . , n − 2) contains the onedimensional torsion coset T1 parametrized by xi = ζi τ ai (i = 1, . . . , n), simply by substituting the latter equations into xuj . We can take for example u u ηj = ζ1 j1 · · · ζn jn for j = 1, . . . , n − 2, because in this case we will have that u u u u j xuj = x1 1 · · · xnjn = (ζ1 τ a1 )uj1 . . . (ζn τ an )ujn = ζ1 j1 · · · ζn jn τ a1 uj1 +···+an ujn = u u u u ζ1 j1 · · · ζn jn τ a·u = ζ1 j1 · · · , ζn jn , as uj is perpendicular to a , j = 1, . . . , n − 2 and so a · uj = 0. By the definition of degree (Definition 1.9) the degree of n−2 T2 is at most c|u1 | · · · |un−2 | and so by (37) at most c|a| n−1 . As x lies in T1 , and T1 is contained in T2 , x clearly lies in X ∩ T2 . Suppose first that x is an isolated point in X ∩ T2 . In this case we can use B´ezout’s Theorem 4.3 to bound the degree d of x over k as wanted. By taking in (14) Z1 = x, X1 = X and X2 = T2 we find the following inequality. n−2



d ≤ C|a| n−1 ,



(38)



where now C depends also on the degree of a field of definition for X . Henceforth we shall use this same symbol C for possibly different constants depending only on X . But the degree of x, as it is well known from the theory of algebraic numbers, is nothing more than just [k(x1 , . . . , xn ) : k]. Analyzing this a little more we get d = [k(ζ1 τ a1 , . . . , ζn τ an ) : k] which is equal with [k(τ a1 , . . . , τ an ) : k] as k is also a field of definition for ζ1 , . . . , ζn . But as a1 , . . . , an are coprime, we see that in fact d = [k(τ ) : k]. If τ is itself a root of unity then x is a torsion point on X . As x lies in X o , Corollary 5.1 informs us that it must belong to a fixed finite set. Thus, the multiplicative rank of the coordinates of x is n − 1 and so we can apply directly the method described in Section 5.1 to obtain rational integers b1 , . . . , bn as wanted in the announcement of the theorem. Otherwise, if τ is not a root a unity, we can use Theorem 2.3 to obtain a lower bound for the Weil height of τ . Clearly, this theorem implies that for every  > 0 there is C() > 0, depending only on  and a field of definition for X , such that the absolute logarithmic height satisfies h(τ ) ≥



1 . C()d1+



(39)



We would like to obtain some more information on the height of x, so we will have to use the fact that x lies in X o and remember some known results on the boundedness of the height. We saw in section 5.2 (Theorem 5.4) that the intersection of X o with the union of all algebraic subgroups of Gnm of dimension one is a set of bounded height, and so as x lies in T1 which
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is of dimension 1, this gives h(x) ≤ C. Also h(x) = h(ζ1 τ a1 · · · ζn τ an ) = h(ζ1 τ a1 ) + · · · + h(ζn τ an ) = |a1 |h(τ ) + · · · + |an |h(τ ) ≥ |a|h(τ ). So, |a| ≤



h(x) ≤ C()d1+ . h(τ )



And taking now (38) in account and fixing  small enough we get that |a| ≤ C and so |a| ≤ C. As noticed in the beginning, the use of an automorphism of Gnm will not change the result, so as a1 , . . . , an are coprime, we can use a bounded automorphism to ensure that a = (0, . . . , 0, 1). This is equivalent with finding an n × n matrix B = (bij ) with detB = 1 such that 2



((ζ1 τ a1 )b11 · · · (ζn τ an )bn1 , . . . , (ζ1 τ a1 )b1n · · · (ζn τ an )bnn ) = (ζ1b11 τ a1 b11 · · · ζnbn1 τ an bn1 , . . . , ζ1b1n τ a1 b1n · · · ζnbnn τ an bnn ) and this means that we are searching for a matrix B = (bij ) with detB = 1 such that a1 b11 + · · · + an bn1 = 0 a1 b12 + · · · + an bn2 = 0 .. . a1 b1n + · · · + an bnn = 1 In the same way, and if necessary changing τ , we can assume ζn = 1, so that now x = (ζ1 , . . . , ζn−1 , τ ). Projecting down to Gn−1 m , we obtain a torsion point x0 = (ζ1 , . . . , ζn−1 ) in the projection X 0 of X . In his article [Lau] in 1984, Laurent gave a characterization of the torsion points on a variety X , that means of the set X ∩ H0 , where H0 is as usual the union of all algebraic subgroups of Gnm with dimension 0. His Theorem 2 (p.307) implies the existence of a finite collection of translates T of tori by torsion points, satisfying dim(X ∩ T ) ≥ dimT , such that X ∩ H0 is the union of the (X ∩ T ) ∩ H0 . So, we can use this above result and assume that x0 lies in a fixed algebraic subgroup H 0 itself contained in X 0 . Now dimH 0 ≤ dimX 0 ≤ dimX ≤ n − 2. So there exist rational integers b1 , . . . , bn−1 with 0 < max{|b1 |, . . . , |bn−1 |} ≤ B0 (X 0 ), ζ1b1 · · · ζnbn = 1; 61



and we get the required conclusion for x an isolated point in X ∩ T2 . It remains to consider what happens when x is not an isolated point of X ∩ T2 . This means that x lies in a positive-dimensional component Y of X ∩ T2 . As dimT2 = 2, codimX ≥ 2 and Y has to be positive-dimensional we deduce from (16) that Y is anomalous in X . It is contained in a maximal anomalous subvariety Ym , say of dimension s ≤ dimX . From our Structure Theorem for anomalous subvarieties (Theorem 6.1) we can assume that Ym lies in some translate gH of a fixed torus H with dimension n − h = n − dimX + s − 1 ≤ n − 1, as h > 1. The intersection K = T2 ∩ gH contains Y and therefore , as dimT2 = 2, it has dimension 1 or 2. Clearly, as gH and T2 are both cosets, K is a coset itself. Suppose first that dimK = 1. Then Y is a component of K, so Y is something removed to give X o . As x lies in Y this contradicts the assumption that x lies in X o . Thus dimK = 2. This means that some component of T2 lies in gH, because if not the intersection would be empty and so the dimension of K could not be 2, and as T2 is a torsion coset it follows that gH = g0 H for any torsion point g0 in this component. Again we can assume H = {1}h × Gnm for some h ≤ n − 1, which amounts to taking αH as the identity. This means in other words that H is the subtorus (1, . . . , 1, xh+1 , . . . , xn ) of Gnm . Now by Theorem 6.1(b) we can take g = (g1 , . . . , gn ) in ZH and so πh (g) lies in πh (ZH ) = UH , where πh and UH are as in Section 6. So we can say that gH is the coset (g1 , . . . , gh , xh+1 , . . . , xn ). But here πh (g) = πh (g0 ) is a torsion point, as g0 is a torsion point and a projection map always respects this property. But as x is in gH, if we take the projection in the first h coordinates, the result πh (x) we be also identical with πh (g) = πh (g0 ). So the conclusion here is that πh (x) is a torsion point. This is a very helpful observation, as we are now able again to use our known results on torsion points on varieties. Exactly as we have argued before, we can assume that πh (x) lies in a fixed algebraic subgroup H 0 itself contained in V the closure of UH in Ghm . From Theorem 6.1(a) we know that H 0 ZH 0 is not dense in Ghm , so consequently V is not Ghm , and so dimH 0 < h. Hence there exist rational integers b1 , . . . , bh with 0 < max{|b1 |, . . . , |bh |} ≤ B0 (V), (ζ1 τ a1 )b1 · · · (ζh τ ah )bh = 1. So again we get the required conclusion for x. The proof of the Theorem is now complete. Our third important result of this work needs the definition of the following set. 62



Definition 7.1. We define H1 to be the union of all algebraic subgroups of Gnm with dimension 1. We are looking now to give a complete characterization of the set X ∩ H1 . This will be done immediately now and our Structure Theorem 6.1 proven in the previous section will indirectly play a crucial role in the proof, via the use of the Theorem 7.1. It is not very strange that we are interested in sets like that. This theorem is an analogue of the famous Manin-Mumford conjecture (now a theorem due to Laurent, Raynaud and Hindry) where the set X ∩ H0 is examined , with H0 being the union of all algebraic subgroups of Gnm with dimension 0, or equivalently the set of torsion points of X . Theorem 7.3. Let X be a variety in Gnm defined over Q. Then there exists a finite collection Ψ = ΨX of translates of tori by torsion points, satisfying dim(X ∩ T ) ≥ dimT − 1, such that X ∩ H1 is the union of the (X ∩ T ) ∩ H1 for all T in Ψ. Proof. We will use induction on n. We have seen in the Corollary 1.1 that Gnm is itself a linear torus. It is not hard to verify that it is isomorphic to gGnm with g being a torsion point. So, in the case where dimX ≥ n − 1, we can take Ψ to consist only of Gnm . Then X ∩ Ψ = X ∩ Gnm = X and the result is trivial. The same can be done in the starting case n = 1. In this case the equality that we will get is dimX ≥ 0 which is trivially true. So we can assume n ≥ 2 and dimX ≤ n − 2. Let x = (x1 , . . . , xn ) be any point of X ∩H1 . Then, as dimX ≤ n−2, x has the shape in Theorem 7.2, and so there exist rational integers b1 , . . . , bn such that xb11 · · · xbnn = 1, which means directly that x lies in the essentially fixed algebraic subgroup defined by xb11 · · · xbnn = 1. So it lies in some component Tn−1 of this subgroup. As usual we can use an automorphism ϕC for an invertible matrix C = (Cij ) to assume that Tn−1 can be defined by xn = ζn for a fixed root of unity ζn . This is not so difficult to do. If we suppose that the elements of Tn−1 have the form (ζ1 τ a1 , . . . , ζn τ an ), for ζ1 , . . . , ζn various roots of unity, a1 , . . . , an rational integers, and τ a non-zero complex number, then we know that for all these elements (ζ1 τ a1 )b1 · · · (ζn τ an )bn = 1, and so a1 b1 + a2 b2 + · · · + an bn = 0 for all such a = (a1 , . . . , an ) ∈ Zn . So it suffices to choose our matrix C to have for n-th column the vector (b1 , . . . , bn ). Now the component X˜ of X ∩Tn−1 through x has the form X˜ = X 0 ×{ζn } 0 0 n 0 for X 0 in Gn−1 m . And likewise x = x × {ζn } for x in Gm . As x lies in X 0 ∩ H1 we can use the induction hypothesis to see that x0 lies in one of a 63



n−1 finite number of fixed translates T 0 in Gm of tori by torsion points, with 0 0 0 dim(X ∩ T ) ≥ dimT − 1. Thus x lies in T = T 0 × {ζn } itself in Tn−1 ; and now X ∩ T = (X ∩ Tn−1 ) ∩ T contains X˜ ∩ T = (X 0 ∩ T 0 ) × {ζn }. Thus



dim(X ∩ T ) ≥ dim(X 0 ∩ T 0 ) ≥ dimT 0 − 1 = dimT − 1. We now see our collection Ψ = ΨX , and since x was arbitrary we have shown that X ∩ H1 lies in he union over Ψ of the (X ∩ T ) ∩ H1 . So clearly X ∩ H1 is this union, and the Theorem is proved.
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The bounded height conjecture and a finiteness result



As we have seen in a previous section, when our variety X is just a curve C, then we can talk claim that X ∩ H2 is of bounded height. In the general case though, we can only conjecture the existence of such a similar theorem. So, if we note by Hd the union of all algebraic subgroups of Gnm with dimension d, then, we can state the following conjecture. Bounded Height Conjecture. Let X be an irreducible variety in Gnm of dimension r defined over Q. Then X oa ∩ Hn−r is a set of bounded height. In some special cases though, the truth of the above statement has already been proved in some previous papers. Let see for example what happens when X is a curve C. In this case, as seen in the Example 4.3 and in the Remark 4.4, X oa = C when C is not contained in a coset of dimension n − 1 and is empty otherwise. So as in this first case r = 1, the Bounded Height Conjecture reduces exactly to the Theorem 5.1. When X is a hypersurface, then dimX = n − 1 and so relation (16) shows that the anomalous subvarieties of X are exactly the torus cosets of X and thus X oa = X o . In this case, the conjecture has also been proved. It is Theorem 5.4, which originally can be found in [Za]. We will try now to justify the choice of the set X oa to appear in the statement of the conjecture. The first step is to show which subvarieties of X have surely to be excluded in order not to have counterexamples. Let Y be an anomalous subvariety of X of dimension s with 1 ≤ s ≤ r, inside a coset K of dimension n−h < n−r+s, exactly as in definition (16). In some cases, it may happen that K is contained in an algebraic subgroup H of dimension at most n−r +s. This can occur for 64



example if Y = X and so s = r. We will show that these special anomalous subvarieties Y will have to be excluded from the set which we conjecture to have bounded height, as the points of Y ∩ Hn−r in X ∩ Hn−r definitely do not have bounded height. Let (x1 , . . . , xn ) be points of Y in X . We will show the coordinates x1 , . . . , xn can actually be of a more specific form. To begin with we will show that after an automorphism we can assume that the coordinates x1 , . . . , xh are constants ξ1 , . . . , ξh on K. As K is of dimension n − h it is defined by h equations   xa1 = ξ1    xa2 = ξ2 ..  .    xah = ξ h



n



for a1 , . . . , ah in Z , Q-linearly independent, and some constants ξ1 , . . . ξh . As showed in a previous section, we can always suppose, without loss of generality, that for every such ai = (a1i , . . . , ani ) (i = 1, . . . , h), a1i , . . . , ani have no common factor. So we can choose an automorphism ϕA , with A being the n × n matrix having for h first columns the vectors a1 , . . . , ah , the rest n − h columns being selected in a way such that the determinant of A is 1. Secondly, we proceed to show that the constant ξ1 , . . . , ξr−s can even be supposed to be roots of unity. Thus, as K lies, as supposed above, in an algebraic subgroup H of dimension at most n − r + s, there are at most r − s equations defining H. But as n − h < n − r + s, it follows that r − s < h, and though h − (r − s) = h − r + s of the above equations defining K are multiplicative dependent, which means that the constants ξ1 , . . . , ξh have multiplicative rank at most h − r + s ≤ h. In other words we can say that among the h relations  a  ξ1 11 · · · ξhah1 = 1    ξ a12 · · · ξ ah2 = 1 1 h ..  .    ξ a1h · · · ξ ahh = 1 , 1 h where A = (aij ) is a h × h matrix there are at least r − s dependent between them relations. This is now equivalent with finding η1 , . . . , ηr−s roots of unity such that
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 a ξ1 11 · · · ξhah1 = η1     ξ a12 · · · ξ ah2 = η2 1 h ..  .    ξ a1(r−s) · · · ξ ah(r−s) = η r−s 1 h and so know we can choose the h × h matrix of our automorphism ϕA to be the matrix with first r − s columns the vectors (a11 , . . . , ah1 )t , . . . , (a1(r−s) , . . . , ah(r−s) )t . We can also suppose that the s coordinates xh+1 , . . . , xh+s are algebraically independent on Y, as the dimension of Y is s, which by definition is the transcendence degree of the function field of Y over C. So as the first h coordinates are assumed to be constants and so algebraically dependent, and h+s ≤ n, the following s coordinates can clearly supposed to be algebraically independent. If one of ξr−s+1 , . . . , ξh , say ξ, is not a root of unity then we can intersect Y with xh+1 = ξ bh+1 , . . . , xh+s = ξ bh+s , and in general we get points of Y in X of the shape (η1 , . . . , ηr−s , ξr−s+1 , . . . , ξh , ξ bh+1 , . . . , ξ bh+s , xh+s+1 , . . . , xn ). We will show now that these points lie in Hn−r . It is not difficult to calculate the multiplicative rank of these points. The first h coordinates have as seen above, multiplicative rank at most h − r + s and from the following n − h we have to substract only the s algebraically independent coordinates above. So the multiplicative rank is at most (h − r + s) + (n − h + s) = n − r, which means by definition that these points lie in Hn−r . And so as say bh+1 → ∞ we get points with unbounded height. This argument gets even simpler if ξr−s+1 , . . . , ξh are all roots of unity. Then we can intersect Y with xh+1 = ηh+1 , . . . , xh+s−1 = ηh+s−1 for general roots of unity ηh+1 , . . . , ηh+s−1 and then with general xh+s = ξh+s to get rank at most 1 − (n − h − s) ≤ n − r. So, as claimed in the beginning we have to remove those special Y in K restricted as above. But why don’t we remove only them? The problem here is that if we remove only these special Y what remains is not always Zariski-open, and we surely don’t want that for our conjecture. We will show right now with an example that, what we have just claimed. Example 8.1. Let n = 3 and let X be the plane given by the equation x1 + x2 − x3 = 0. Clearly, here r = 2. It is not difficult to verify that X is not X anomalous, as we cannot find a vector (a1 , a2 , a3 ) ∈ Zn such that xa1 y a2 (x + y)a3 is constant. So in our case s = 1 and we are searching to remove those 66



anomalous curves of X special in the above sense. It is not difficult to show that the anomalous curves of X are defined by x1 = α1 x3 , x2 = α2 x3 with α1 6= 0, α2 6= 0 satisfying α1 + α2 = 1. But the anomalous curves of X that are special in the sense that they lie in a coset, which in its turn lie in a subgroup of dimension 1, are those for which α1 , α2 are multiplicatively dependent. To see this notice, that in order to have the above condition satisfied, the equation (α1 x3 )b1 (α2 x3 )b2 = 1 must hold. But this equation can be better written as αb1 αb2 xb31 +b2 = 1 , which exactly means that α1 and α2 are multiplicatively dependent. But as pointed out in [BMZ1](p.1119), this happens infinitely often but clearly only countably so. Thus what remains is not open. So for all the above reasons if we want to claim bounded height on an open set, then probably the Bounded Height Conjecture is the most suitable candidate. Nothing else is known yet about this subject. We are going to move now to our finiteness result. Before stating it, we will need the following two definitions. Definition 8.1. We say that an irreducible subvariety Y of X is torsion −anomalous if it has positive dimension and lies in a torsion coset K of an algebraic subgroup of Gnm also satisfying (16). Definition 8.2. We define X ta to be what remains of X after removing all torsion-anomalous subvarieties. Theorem 8.1. For n ≥ 2 let X be an irreducible variety in Gnm of dimension n − 2 defined over Q. Then X ta is Zariski-open in X and X ta ∩ H1 is a finite set. Proof. We will show by induction on n that there is a finite collection Ω = ΩX of torsion-anomalous subvarieties Y of X such that the intersection of H1 with X deprived of the members of Ω is finite. For n = 2 this is trivial as X is of codimension 2. Thus suppose that n ≥ 3. In Theorem 7.3, we proved the existence of a finite collection Ψ of translates of tori by torsion points, satisfying dim(X ∩ T ) ≥ dimT − 1 such that X ∩ H1 is the union of the (X ∩ T ) ∩ H1 , for all T in Ψ. So for every such T in Ψ we have dimT ≤ 1 + dim(X ∩ T ) ≤ 1 + dimX = n − 1. Thus, by enlarging T if necessary, we can assume that it has dimension n − 1. 67



We claim that we can assume that every component of each X ∩ T has dimension n − 3. As usual, we will proceed to show that we can find an automorphism of n Gm such that T is defined by xn = ζn for a root of unity ζn . The fact that T is a torsion torus of dimension 1, means that is defined by an equation xa11 · · · xann = ζ, for a1 , . . . , an ∈ Z and ζ a root of unity. Without loss of generality we can suppose that gcd(a1 , . . . , an ) = 1. So in this case, we can take as matrix of the automorphism the n × n matrix A having for last column the vector (a1 , . . . , an ). The other n − 1 vectors can be selected randomly, but in such a way in order to have discriminant 1. In this way, we take ζn = ζ and we are done. If the projection π of X to the last coordinate is not dominant, then xn is constant on X . But as T is contained in X this simply means that xn = ζn on X , which consequently says that X is equal with T , so X is itself torsionanomalous, and in this case the induction statement above is trivially true with a single Y = X , as X ta is empty. So we can suppose that π is dominant. This will permit us to use the Fibre Dimension Theorem, for the map π : X → π(X ). From this we get that every component of X ∩ T has dimension at least (n − 2) − 1 = n − 3. However, if some component had dimension n − 2, as X is of dimension n − 2, this would mean that X would be contained in T and so again X would be torsion-anomalous. This proves the claim about the dimension of the components of X ∩ T . Now the projection X 0 of a component of X ∩ T to Gn−1 has dimension m n − 3 = (n − 2) − 1, and so the induction hypothesis gives a finite collection Ω0 of torsion-anomalous subvarieties Y 0 of X 0 such that the intersection of H1 with X 0 deprived of the members of Ω0 is finite. We will verify that for each such Y 0 , Y 0 × {ζn } is also torsion-anomalous n−1 in X ∈ Gnm . For dimY 0 ≥ 1 and Y 0 lies in an algebraic subgroup H of Gm satisfying dimY 0 ≥ 1 + dimX 0 + dimH − (n − 1) = dimH − 1. This gives dim(Y 0 × {ζn }) ≥ dimH − 1 = 1 + dimX + dim(H × {ζn }) − n. Thus indeed Y 0 × {ζn } is torsion-anomalous in X in Gnm . An so in order to get the desired of collection of torsion-anomalous subvarieties for X , ΩX , 68



it suffices to take the union of these torsion-anomalous subvarieties Y 0 . This establishes the induction statement above. To finish off, we say that a torsion-anomalous subvariety of X is maximal if it is not contained in a strictly larger torsion-anomalous subvariety of X . We will show that there are only finitely many maximal torsion-anomalous in X . This will prove that X ta is open. Let Yo be any torsion-anomalous subvariety of X . We observed above that Y0 ∩ H1 is dense in Y0 . It follows that Y0 lies in the union of the Y in Ω. Thus if Y0 was maximal-torsion anomalous, then it must be one of these Y. This shows that there are only finitely many maximal torsion-anomalous subvarieties of X . The theorem has been proved.
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The torsion finiteness conjecture



As we are at the moment unable to prove the analogue of Theorem 6.1 on the openness of X ta , we state the following conjecture. Torsion Openness Conjecture. Let X be an irreducible variety in Gnm defined over C. Then X ta is Zariski-open in X . What we surely know is that the Torsion Openness Conjecture is certainly true for some special varieties X . If X is just a curve C not lying in any torsion coset of dimension n − 1, then C ta = C. It is empty in any other case, so the conjecture reduces to a triviality. Suppose now that X is a hypersurface. Then it was proven by Laurent in [Lau] (p.308) that the Torsion Openness Conjecture holds in this case. More precisely, he proved that there are only finitely many maximal connected torsion cosets in X altogether, so after the removal what remains is clearly open. In the case when X is defined over Q the result reduces to the Theorem 5.5. We state next a finiteness conjecture. Torsion Finiteness Conjecture. Let X be an irreducible variety in Gnm of dimension r defined over C. Then X ta ∩ Hn−r−1 is a finite set. We will proceed exactly as in the discussion that followed the Bounded Height Conjecture, to show that the conjecture is sharp, in the sense that Y ∩ Hn−r−1 is infinite for any torsion-anomalous subvariety Y of X . And not only it is infinite, it is even Zariski-dense in Y, as we will prove right now.
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As the arguments are exactly the same with those used to prove that the Bounded Height Conjecture is sharp, we will not give all the details. Let Y be a torsion anomalous subvariety of X of dimension s ≥ 1. By definition it lies in an algebraic subgroup H of Gnm of dimension n − h < n − r + s. As Y is contained in the translate of H by a torsion point after an automorphism we can assume that the coordinates x1 , . . . , xh are fixed roots of unity ζ1 , . . . ζh . We can suppose that xh+1 , . . . , xh+s are algebraically independent on Y. As we have done in similar cases before, we can intersect Y with xh+1 = ζh+1 , . . . , xh+s = ζh+s for varying roots of unity ζh+1 , . . . , ζh+s . The multiplicative rank of the coordinates is then at most n − (h + s) < n − r ≤ n − r + 1, and so we get points of Y ∩ Hn−r−1 . And as ζh+1 , . . . , ζh+s vary, these are dense as required. We are going to present know all the progress which has been made on the Torsion Finiteness Conjecture, in the case when X is a curve C in Gnm . We begin to examine the case when C is not lying in any torsion coset of dimension n − 1. As seen before, and according always to Example 4.3, in this case C ta is equal with C. If we suppose that C is defined over Q, then the Torsion Finiteness Conjecture restricts to a Conjecture stated by Bombieri, Masser and Zannier in [BMZ3] in 2006. This conjecture was stated as follows. Conjecture. Suppose that C is not contained in a proper torsion coset. Then C ∩ Hn−2 is a finite set. It that same article, the authors made a progress on the subject by proving the conjecture for n = 1, . . . , 5. This result of them was stated as a corollary of the following theorem. Theorem 9.1. For n ≥ 4 let C be an absolutely irreducible curve in Gnm defined over Q. Suppose that C is not contained in a proper torsion coset, but also that C is contained in a coset of dimension at most 3. Then C ∩Hn−2 is a finite set. If now our curve C is defined over Q but the only restriction is that it does not lie in any coset whatsoever of dimension n − 1, then the conjecture holds, and leads to the Theorem 5.2, which was originally proved by Bombieri, Masser and Zannier in [BMZ1]. Some years later, this same above result was extended to curves C of Gnm defined over C. It was the main purpose of the paper [BMZ2] published in 2003, and the result was stated as follows. Theorem 9.2. Let K be a field of characteristic zero, and for n ≥ 2 let C be an irreducible curve in Gnm that is defined over the algebraic closure K and 70



is not contained in any translate of an algebraic subgroup of dimension at most n − 1. Then the intersection of C with the union Hn−2 of all algebraic subgroups of dimension at most n − 2 is a finite (possibly empty) set. This is all what is known about the curve case in Torsion Finiteness Conjecture. If now X is a hypersurface defined over Q, then as seen before the sets ∗ X (Definition 5.3) and X ta are the same. So in this case X ta ∩ H0 is a finite set in the Manin-Mumford context, as mentioned already before. Nothing else is known for the moment about this subject. We will try now to connect the two conjectures stated above. We will show that the Torsion Openness Conjecture implies the Torsion Finiteness Conjecture. To be more precise what happens is that the Torsion Openness Conjecture for an arbitrary variety X and also for X ×Gm implies the Torsion Openness Conjecture for X . The main equation to be proved in this direction is (X × Gm )ta = U × Gm ,



(40)



where U is what remains of X ta after removing X ta ∩ Hn−r−1 . Having this equation in our hands, the result follows easily, as we will show right now. The knowledge that the Torsion Openness Conjecture is true for X × Gm , implies that the set (X × Gm )ta is open and so consequently by (40) that the set U × Gm is open, which just means that the set U is open in X . Here, U = X ta \ (X ta ∩ Hn−r−1 ) . And now Torsion Openness Conjecture for X implies that the set X ta is open. And X ta ∩ Hn−r is at most countable, because every positive dimensional component of X ∩ Hn−r is torsion anomalous becauce of the inequality (16), so what rests is an at most countable set. But from this we can deduce that X ta ∩ Hn−r−1 is also at most countable. To see that watch that Hn−r−1 is the union of all subgroups of dimension n − r − 1, while Hn−r is the union of all subgroups of dimension n − r. It is not difficult now to see that if we take a subgroup in Hn−r−1 , this will be contained in Hn−r , as every subgroup in Hn−r−1 is isomorph with Gn−r−1 and every subgroup in Hn−r is isomorph with Gn−r , and clearly m m n−r−1 ta Gm ⊂ Gn−r . But U is open, so X ∩ H is Zariski closed. So this n−r−1 m ta fact and the above observation show that X ∩ Hn−r−1 must be finite, which is exactly the Torsion Finiteness Conjecture for X . We move now with the proof of equation (40). We begin by showing that the left-hand side of (40) contains the right-hand side of (40). Let Y˜ in Gn+1 be something removed from the left hand side of (40). m By definition of X ta , this means that Y˜ is a torsion-anomalous subvariety 71



of X × Gm of dimension say s. By definition of anomalous subvarieties and ˜ in torsion-anomalous subvarieties this means that Y˜ lies in a torsion coset K n+1 Gm with dimension satisfying ˜ ≤ (n + 1) − (r + 1) + s − 1 = n − r + s − 1. dimK As we usually do in similar cases, we project Y˜ down to Gnm and this gives ˜ of Gn . a subvariety Y of X lying in a torsion coset K = π(K) m We take know cases for the dimension of Y. If dimY = s then ˜ ≤n−r+s−1 dimK ≤ dimK which means that Y is torsion-anomalous in X . Thus Y × Gm is removed from the right-hand side of (40). If now, 1 ≤ dimY < s then dimY = s − 1 ≥ 1 and Y˜ = Y × Gm ; this ˜ = K × Gm so forces K ˜ ≤ n − r + s − 2 = n − r + (s − 1) − 1 dimK = dimK and we reach the same conclusions. Finally if dimY = 0 then Y˜ = {x} × Gm for a point x, so s = 1 and again ˜ K = K × Gm ; but now x must lie in K of dimension dimK ≤ n − r + s − 2 = n − r − 1. So x lies in Hn−r−1 , and here too Y˜ = {x} × Gm is removed from the righthand side of (40). This proves the one-way inclusion. To prove the opposite inclusion, note that what is removed from the right-hand side has the form Y˜ = Y × Gm , again of dimension, say s ≥ 1, either for Y a torsion coset satisfying dimK ≤ n − r + (s − 1) − 1 = n − r + s − 2, or for Y = {x} with x in X ta ∩ Hn−r−1 . In the first case Y˜ lies in the ˜ = K × Gm satisfying torsion coset K ˜ ≤ (n − r + s − 2) + 1 = (n + 1) − (r + 1) − 1. dimK So Y˜ is torsion-anomalous in X × Gm , and is therefore removed from the left-hand side of (40) too. In the second case Y˜ lies in a torsion coset of dimension at most n − r = (n + 1) − (r + 1) + s − 1, and we reach the same conclusions. Thus indeed (40) holds.
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