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CHAPTER 25



CONTAMINANT CONCENTRATION FLUCTUATIONS Paul J. Sullivan Department of Applied Mathematics, The University of Western Ontario, London, Ontario, Canada



Philip Chatwin Department of Applied Mathematics, University of Sheffield, Sheffield, U.K.



25.1



INTRODUCTION When a fluid, which will be called a contaminant fluid, is released into another miscible host fluid, one would like to describe the concentration ⌫(x, t), in units of mass per unit volume at the position located by vector x at time t, of contaminant fluid as it evolves in time and space. The release may be sudden, such as a large rupture in a storage vessel resulting in a contaminant cloud, or continuous, such as a slow leak or smokestack emission providing a contaminant plume, jet, or wake. The fluids may be liquids or vapors, and differences in density between the two fluids may influence the flow structure. Chemical reactions may take place, which both affect density differences and generate new contaminants. Mixing between the host and contaminant fluids that results in a change of concentration values can only take place through the action of molecular diffusivity, . Although this presentation is restricted to miscible fluids, small solid particles, for example in smoke or small aerosols, can often be treated in the same framework with the effects of molecular diffusivity replaced by the effects of Brownian motion. Almost all fluid motion is in a turbulent state. That is, all variables such as velocity, pressure, and contaminant concentration are random variables and the only reproducible entities are ensemble- or probability-averaged quantities. For example, the ensemble average mean concentration is C(x, t) ⫽ 具⌫(x, t)典 ⫽
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⬁



0



p(; x, t)d



(25.1)



where 具, 典 denotes an ensemble average and p(; x, t) is the one-point, probability density function such that p(; x, t)d ⫽ prob { ⱕ ⌫(x, t) ⱕ  ⫹ d}



(25.2)



The mean-square value—or variance—is 25.1
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c2(x, t) ⫽ 具(⌫(x, t) ⫺ C(x, t))2典 ⫽
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( ⫺ C(x, t))2p(; x, t)d.



(25.3)



A very important observation is that the root-mean-square value of concentration or the fluctuation in concentration is typically as large as the mean concentration in turbulent flows. That is, the fluctuations are large and hence nonnegligible (see Fig. 25.1). The fact that contaminant concentration is a random variable has enormous consequences; one of these is that the equations that govern the evolution of the concentration field are intractable. These consequences will be explored in the following sections in order to expose the rationale for the conservative approach to describing the contaminant concentration field that will be developed here. There will always be a considerable degree of uncertainty about the release and general flow conditions when a chemical spill occurs. Further, as will be explained at greater length, the scientific ability to predict the contaminant concentration field even under well-controlled laboratory conditions is severely limited. The objective of this chapter is to provide a general strategy to determine a conservative estimate of the magnitude of the fluctuations that is theoretically sound and consistent with the likely quality of available knowledge about the spill conditions. For a conservative estimate, combustible and toxic substances, including



FIGURE 25.1 Sample concentration time series digitized at 200 Hz from a UVIC detector positioned approximately 30 m downwind of a continuously emitting source, during the November 1992 Dugway experiment under neutral conditions. (Source: Lewis and Chatwin, 1995a)
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products of a chemical reaction, will be treated as though all of the release mass is at the most dangerous concentration at release and remains at that concentration thereafter. That is, it is assumed that no mixing (the  ⫽ 0 situation) or chemical reaction takes place following release. It will be shown, in general and without approximation, that the fluctuations c(x, t) and indeed all of the moments of the probability density function are given in terms of the mean concentration C(x, t) when  ⫽ 0. It will also be shown that the effect of  is to reduce fluctuations so that the  ⫽ 0 case provides a conservative envelope. That is, all uncertainty in describing fluctuations for this conservative estimate will be confined to the uncertainty in describing the mean concentration. The mean concentration is the easiest to predict theoretically and to measure for experimental validation. Throughout the chapter an emphasis will be placed on the contrast between the difficulties in measuring or theoretically predicting the value of C(x, t) and the value of c(x, t). Although this chapter advocates the use of a safe, conservative approach to estimating the magnitude of concentration fluctuations at this time, there will be some discussion of a promising approach to derive a less conservative, though reliable, estimate of fluctuations in the future.
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THE PROBABILITY DENSITY FUNCTION AND MOMENTS In considering issues related to combustion, malodor, or toxicity or chemical reactions, one generally requires (at least) the one-point probability density function. For example, the probability of ignition (PI) of, say, a methane gas cloud is given by the probability that, at a position located by vector x at time t, concentrations between the lower L and upper u flammability limits are encountered. That is, PI(x, t) ⫽
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u



L



p(; x, t)d



(25.4)



and this information could be displayed using the probability contours of PI(x, t) (Birch et al., 1980). The probability density function is generally derivable from a knowledge of all the integral moments using for example a maximum entropy formalism or orthogonal polynomial expansion (Derkson and Sullivan, 1990). The moments are defined by n(x, t) ⫽ 具(⌫(x, t) ⫺ m1(x, t))n典 ⫽
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( ⫺ m1(x, t))np(; x, t)d



(25.5)



where mn(x, t) ⫽ 具(⌫(x, t))n典 ⫽
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 np(; x, t)d



(25.6)



The mean m1(x, t) ⫽ C(x, t) and the mean-square fluctuation 2(x, t) ⫽ c2(x, t)—see Eq. (25.3)—are simply the lowest two of an infinite number of moments of the probability density function. It is expected that a reasonable approximation to the overall shape of the probability density function can be found from as few as the first four lower ordered moments (Derkson and Sullivan, 1990). The equation governing the evolution of the moments (Chatwin and Sullivan, 1990a; Sullivan and Ye, 1993), excluding chemistry, is ⭸mm⫹1 ⫹ ⵜ 䡠 (具u⌫n⫹1典) ⫽ ⵜ2mm⫹1 ⫺ n(n ⫹ 1)具⌫n⫺1(ⵜ⌫)2典 ⭸t



where u(x, t) is the fluid velocity. In particular, when n ⫽ 0,



(25.7)
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⭸C ⫹ ⵜ 䡠 (具u⌫典) ⫽ ⵜ2C ⭸t



(25.8)



and it is clear that an additional term, 具u⌫典, is present due to taking an ensemble average of the convective-diffusion equation ⭸⌫ ⫹ ⵜ 䡠 (u⌫) ⫽ ⵜ2⌫ ⭸t



(25.9)



Further equations for the additional term lead to yet more additional terms. This is an example of the nonclosure problem that typifies turbulent phenomena. The equation for the probability density function (Chatwin, 1990; Mole et al., 1993) presents an even more challenging closure problem. There is no a priori justification for any scheme to close the equations so that they can be solved. The use of any such closure scheme or simulation must be thoroughly validated by experiment for each and every flow and contaminant release configuration. The probability density function, or even many of the lower-ordered moments, are not usually available, so that an estimate is made from the mean and variance, which provide a measure of the location and width of the probability density function in the concentration range. The term on the right-hand side of Eq. (25.8) is generally small enough that it can be neglected. The negligible effect of  in determining C(x, t) can be illustrated using the classical G. I. Taylor Lagrangian autocorrelation formulation (Ye, 1995). The insensitivity of C(x, t) to  is verified in flows with and without large velocity gradients and in flows where density effects are important. The fact that the mean concentration field is almost exclusively determined by the turbulent convective motions and not by  renders this lowest order moment a more simple statistic than the higher-order moments. Conversely, a knowledge of the mean field C(x, t) reveals nothing about the reduction of contaminant concentration values, which can only take place through molecular diffusion, at an intensity determined by the molecular diffusivity . The length scales of turbulent motion that govern the evolution of the mean field C(x, t) are invariably the large scales. In jets, wakes, and boundary layers, with and without density effects, the enlargement of the average contaminant region depends on the entrainment of surrounding fluid by the large-scale motions in these flows (Townsend, 1976; Turner, 1973). For flows where mean velocity gradients are not directly important, such as, a contaminant cloud far removed from the surface in the neutral atmospheric boundary layer, the mean field is determined by a one- fluid-particle analysis (Batchelor, 1949), and it is shown here that the largest scales of turbulent motion dominate the cloud spatial growth rate. The picture is different in center-of-mass coordinates (relative diffusion), where the dominant scales of motion for the lateral growth rate, such as in a continuous plume in the well-mixed layer near the surface of a lake or the ocean, are those scales comparable with the local plume width (Batchelor, 1952). These, however, soon become large scales of turbulent motion with respect to the scales that will be seen to govern concentration reduction through . In a confined flow such as a canal or river, or in a valley or street in the atmosphere, the most effective cloud enlargement is in the flow direction and is a result of the interaction between the mean velocity gradients and cross-stream transport due to the turbulent motions (Chatwin and Sullivan, 1982; Dewey and Sullivan, 1979). In this situation, the tendency of the velocity gradient to spread material in the flow direction is mitigated by the cross-stream mixing, which is dominated by the large-scale turbulent motion. Fluctuations in concentration are generated by the same random, large-scale turbulent motions that cause the contaminant field to expand. Typically, in plumes, jets, wakes, and boundary layers, turbulent velocities with length scales comparable with the local flow width entrain external uncontaminated fluid from the periphery and transport this to the central flow region. The turbulent motion is generated mechanically through shear forces and / or through buoyancy forces where density differences are significant. In the case of a steady
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contaminant plume or cloud, one can distinguish between fluctuations, as observed at a fixed measuring station, caused by large-scale meandering of the entire plume and fluctuations that exist within the plume or cloud itself. Normally, anything that interferes with the action of the large-scale entraining motions will reduce fluctuations—for example, a continuous release of contaminants into a smooth boundary layer compared with the same flow and release when a homogeneous array of blocks is mounted on the boundary layer floor. In the latter case large-scale lateral motions are suppressed as well as fluctuations. For a phenomenological description of fluctuations see Wilson (1995). It is useful to consider the release of a conserved scalar contaminant of mass Q and uniform release concentration 0 into a turbulent flow. We define a length scale L(t) of the cloud by QL2(t) ⫽
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兩x兩2C(x, t)dV(x)



(25.10)



⌫(x, t)dV(x) ⫽ 0 L03



(25.11)



a.s.



where Q⫽



冕



a.s.



and the integral is taken over all space, i.e., the whole region available for dispersion. Consider the integral of Eq. (25.7); d dt
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a.s.



mn⫹1dV(x) ⫽ ⫺n(n ⫹ 1)
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具⌫n⫺1 (ⵜ⌫)2典dV(x)



(25.12)



Setting  ⫽ 0 for the purposes of this illustration and using the uniform release concentration 0 at t ⫽ 0 results in
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a.s.



mn⫹1(x, t)dV)(x) ⫽
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a.s.



 n⫹1 dV(x) ⫽ Q n⫹1 L⫺3n 0 0



(25.13)



Specifically for n ⫽ 1 in Eq. (25.13) and recognizing that m2(x, t) ⫽ C 2(x, t) ⫹ c2(x, t),
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a.s.



C 2(x, t)dV(x) ⫹
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a.s.



c2(x, t)dV(x) ⫽ Q2L⫺3 0



(25.14)



From Eq. (25.10) it is clear that C(x, t) ⫽ O(QL⫺3) and the integral over C(x, t)2 in Eq. (25.14) goes to zero as L(t) → ⬁, leaving c2(x, t) ⫽ 0(Q2L⫺3L⫺3 0 )



(25.15)



The result presented in Eq. (25.15) illustrates an important difference between the mean and fluctuating concentration fields in that the latter depends on the initial conditions [the presence of L0 in Eq. (25.14)] while the former does not. This fact, predicted in Chatwin and Sullivan (1979a), was observed in the experiments of Fachrell and Robbins (1982). An additional, simple, probabilistic argument for the above result is found in Chatwin and Sullivan (1980).
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THE ROLE OF MOLECULAR DIFFUSIVITY When a blob of contaminant is released in a turbulent flow, it is stretched into ever- thinning sheets and strands by the turbulent convective motion until this thinning is balanced by thickening due to molecular diffusion. The balance is reached when the sheets or strands
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have a thickness comparable with the conduction cutoff length  ⫽ (2 / ⑀)1 / 4, where  is the kinematic viscosity and ⑀ is the rate of turbulent energy dissipation per unit mass.  has the value of 10⫺3 ⫺ 10⫺5 m in most flows. A contaminant cloud may extend over kilometers in an environmental flow, but the only mixing between host and contaminant fluid, resulting in a reduction of concentration values, takes place over the very small  length scales by molecular diffusion. Extraordinarily well resolved experiments provide direct observation of this fine-scale texture of a diffusing scalar contaminant (Dahm et al., 1991; Dahm and Dimotakis, 1990; Corriveau and Baines, 1994). It is instructive to consider the integrals given in Eq. (25.12). For a contaminant cloud, when  ⫽ 0, it is observed from Eq. (25.13) that all of the spatially integrated moments mn are conserved. Since the integral that appears on the right-hand side of Eq. (25.12) is intrinsically positive, it is clear that the only agency to take moments out of the system is molecular diffusion. For example, when n ⫽ 1 in Eq. (25.13), the entire process consists of converting
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c2dV(x)



a.s.



from an initial value of 0 to a final values of  20L0⫺3. Neglecting the small term ⵜ2mn⫹1 on the right-hand side of Eq. (25.7), and observing that the convective term ⵜ 䡠 (具u⌫n⫹1典) is not sensitive to  as is the case for the mean concentration C in Eq. (25.8), we have, when n ⫽ 1, ⭸C 2 ⭸c 2 ⫹ ⫹ ⵜ 䡠 (具u⌫2典) ⫽ ⫺2具(ⵜ⌫)2典 ⭸t ⭸t



(25.16)



Since the term on the right-hand side is intrinsically negative, we see that the  ⫽ 0 result provides everywhere a conservative envelope or upper limit for the value of c2(x, t). It should be noted that the gradient in ⌫ that appears on the right-hand-side of Eq. (25.16) can be large, due to the fine-scale texture of the concentration field discussed above, and cannot be neglected if accurate quantitative predictions are sought. The probability density function, for a uniform source concentration 0, when  ⫽ 0, is p(; x, t) ⫽  (x, t)␦( ⫺ 0) ⫹ (1 ⫺  (x, t))␦()



(25.17)



where  (x, t) ⫽ C(x, t) is the probability of the position located by vector x at time t being in contaminant fluid. ␦(䡠) is the Dirac delta function. Without mixing, an observer at any location and at any time is either in contaminant fluid at the release concentration 0 or in fluid of concentration zero. The simple expression given in Eq. (25.17) is completely general (provided  ⫽ 0, a uniform source concentration, and there is no chemistry) and applies to all flows and release configurations for a conserved scalar including those mentioned in Section 25.1. All of the moments, when  ⫽ 0, are determined from Eqs. (25.17) and (25.5) in terms of the mean C(x, t). Specifically (Chatwin and Sullivan, 1990b), the first four moments, /2 , are: kurtosis K ⫽ 42⫺2 and skewness S ⫽ 3⫺3 2 ⫺1 0



c2 ⫽ C(0 ⫺ C )



(25.18)



c3 ⫽ C(0 ⫺ C )(0 ⫺ 2C )



(25.19)



c ⫽ C(0 ⫺ C )( ⫺ 30C ⫹ 3C )



(25.20)



S ⫽ (0 ⫺ 2C )(C(0 ⫺ C ))⫺1 / 2



(25.21)
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2 0



2



K ⫽ ( ⫺ 30C ⫹ 3c )(C (0 ⫺ C )) 2 0



2



⫺1



(25.22)



The normalized moments skewness and kurtosis describe the shape of the probability density
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function. The skewness represents asymmetry about the mean value of concentration, and the kurtosis represent the ‘‘flatness’’ where, for example, the skewness for a symmetrical Gaussian p.d.f. is zero and the kurtosis is 3. It is also to be noted that Eq. (25.17) provides the lower bound (equality) for the general relationship between skewness and kurtosis (see, e.g., Wilkins, 1944): K ⱖ S2 ⫹ 1



(25.23)



Modifications to Eqs. (25.18) to (25.22) to account for a nonuniform release concentration are given in Sawford and Sullivan (1995). There it is shown that the same expressions that appear in Eqs. (25.18) to (25.20) apply with the 0s replaced with constants that are determined from the release concentration distribution—one new constant for each higher moment. It requires a finite time for the effects of  to be appreciable so that the moment Eqs. (25.18) to (25.22) provide a small-time approximation, in the case of a cloud (or near-source in the case of a steady release), to the true  ⫽ 0 result. The time period required for molecular diffusive effects to reduce concentration is generally large with respect to the time periods over which large-scale turbulent convective motions provide significant displacements of contaminant fluid. Thus, many qualitative features of the moment Eqs. (25.18) to (25.22) are observed in experimental flows. In Fig. 25.2, a comparison is made between the measured centerline fluctuations for a plume in grid turbulence with Eq. (25.18). It is to be noted that Eq. (25.18) exhibits a maximum value for c2 when C ⫽ 0 / 2. In Fig. 25.2, the  ⫽ 0 approximation appears to retain this feature. Another salient feature of Eq. (25.18) is that the distribution of c2 across a steady flow at a given downstream location starts as a near-source bimodal distribution and changes to a unimodal distribution after the centerline mean value reaches and falls



FIGURE 25.2 A comparison of centerline mean-square concentrations measured in a heated plume in grid turbulence, 0, with values calculated, x, for  ⫽ 0 [see Eq. (25.18)]. (Source: Moseley, 1991)
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below 0 / 2. A sketch of the typical locus of the maximum value of c2 in a steady configuration is shown in Fig. 25.3. It is to be noted in Fig. 25.3 that when  ⫽ 0, c2 returns to a bimodal distribution far downstream (Sawford and Sullivan, 1995; Moseley, 1991; Mole, 2001). Other qualitative features of the moment Eqs. (25.17) to (25.20) are discussed in Chatwin and Sullivan (1990b). One further qualitative comparison between the  ⫽ 0 result of equality in Eq. (25.23) and experiment deserves mentioning because of the remarkably widespread conditions over which it is observed. Experimental observations show the kurtosis values appear to fall on a quadratic curve of skewness that is slightly above the K ⫽ S 2 ⫹ 1 curve (Mole and Clarke, 1995; Lewis and Chatwin, 1995; Chatwin and Robinson, 1997). These experiments even include configurations where there are obstacles in the flow path. The key equation in this presentation is a modification to Eq. (25.18) as c2(x, t) ⫽ C(x, t)(ˆ 0 ⫺ C(x, t))



(25.24)



where ˆ 0 is an estimated, equivalent, uniform release concentration. It is unlikely that suf-



FIGURE 25.3 A sketch of the mean (left) and mean-square (right) concentrations profiles across a contaminant jet. Advancing downstream, profiles correspond to positions where ␣ ⬍ 2, ␣ ⬎ 2 and ␣ ⬍ 2, respectively. (See 25.28.)
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ficient information would be available on the release conditions in a spill to enable the calculation of the constant ˆ 0 with the procedure outlined in Sawford and Sullivan (1995) so that a conservatively high value of 0 will be chosen for ˆ 0. The remarkable generality and simplicity of Eq. (25.24) leads to a scientifically sound, conservative estimate of concentration fluctuations.
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MODELING AND EXPERIMENTAL VALIDATION In principle, one could numerically solve the differential equations (so-called direct numerical simulation, DNS) governing the velocity and concentration, repeatedly, and form an ensemble average. This task is well beyond the computational power that will be available in the near future (see, e.g., discussion in Mole et al., 1993). Normally (see, e.g., Sykes et al., 1984), equations that describe the average quantities are solved using semiempirical closure hypotheses and these solutions must be carefully validated by experiment. Two questions immediately arise. First, how is molecular diffusion explicitly taken into account in the numerical solution? This is the only agency to take moments out of the system, and without this all of the moments are simply and exactly given in terms of the mean as in Eqs. (25.18) to (25.20). The second question relates to the fine-scale texture of the contaminant field. Has the model and numerical scheme achieved spatial and temporal continuum-scale resolution? It is also interesting to note the difference between the equation that governs the concentration field and the equation that governs a time- and / or space-averaged concentration field (Sullivan, 1984). The above difficulties are compounded by the fact that in order to make progress in modeling, one must have access to reliable experimental data for validation. Measurements of concentration in a turbulent flow are difficult because ensemble averages must be approximated, because of the challenge to achieve adequate experimental temporal and spatial resolution, and because of the problem of distinguishing low values of concentration from instrument noise. The problem of approximating an ensemble average can be difficult, particularly in environmental flows which are generally inhomogeneous and unsteady. One needs to observe the phenomena selected, that is, the prescribed ensemble, over a sufficient period of time (or space, if homogeneous) that the statistic in question will converge. For example, one may wish to measure the mean concentration at a fixed point downstream in the path of a steady plume or cloud in the atmospheric boundary layer. In both cases the time record of concentration taken at a fixed point is governed by the largest scales of turbulent motion. For example, the large excursions of a meandering plume, whose significance is greatly affected by atmospheric stability, is visibly the result of large-scale turbulent motion. In the case of a steady plume, one would require the flow to remain reasonably steady while a record length of many multiples of this turbulent time scale was compiled in order to calculate the estimate of the mean concentration C(x, t). In the case of a cloud, one must compile the record from many repeated releases during the course of a similarly long epoch. One generally requires an order of magnitude more record length (or number of realizations in the case of a cloud) for each higher-order moment. In the well controlled laboratory experiments of Hall et al. (1991), which were designed to replicate field experiments, a tent full of heavy gas was released into a logarithmic boundary layer and sampled at fixed locations along the centerline downstream. It was found in these experiments, consisting of 50 or 100 repeat contaminant cloud releases, that only the mean concentration could be reliably estimated (Heagy and Sullivan, 1995a). One can change reference frame to the center-of-mass of a cloud (or cross section of a plume at a given downstream location) in each realization so that the important scales of turbulent motion are comparable to the local cloud (or plume cross-section) size. Thus the interval of time over which experimental realizations are taken can remain relatively small
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while the cloud or plume width remains small. In experiments on a continuous plume in the well mixed surface layer of Lake Huron, it was found that during the period in which current magnitude and direction remained reasonably constant, up to 25 plume crossings could be made. This was adequate to give a very good representation of the mean concentration profile but completely inadequate to represent the fluctuations (mean-square concentration) as shown in the discussion in Chatwin and Sullivan (1979b). It is certainly conceivable that the statistical properties of a turbulent flow can change at a rate that is comparable with the time scale of the turbulent motion so that proper ensemble averages are required, i.e., repetitions under identical conditions, which of course cannot normally be done in environmental flows. Indeed, often the time-dependent nature of environmental flows, such as on-shore, offshore diurnal wind cycles or tidal flows, can be the most important feature. The main point is that the mean concentration requires fewer realizations (or record length for steady circumstances) than higher moments for an adequate approximation of an ensemble average and that the  ⫽ 0 result of Eq. (25.18) is also correct for time-dependent flows over complex geometry. The effects of instrument smoothing due to time and / or spatial averaging of a concentration signal by instrumentation can result in a significant apparent reduction in the value of the fluctuations and higher moments. The mean concentration is reasonably insensitive to temporal and spatial averaging (Schopflocher and Sullivan, 1998). However, as discussed in Chatwin and Sullivan (1993), measured values of the mean-square concentration on the centerline of a benchmark, laboratory, contaminant jet were observed to double as the probe sampling volume went from about (0.54 mm)3 to (0.10 mm)3. In Mylne and Mason (1991) it was demonstrated that significant changes occurred when their environmental concentration measurements were deconvoluted to account for time integration effects due to their instrumentation. The temporal and spatial resolution that is required to capture the fine-scale texture with significant concentration spikes (see Fig. 25.1) of the very small conduction cutoff length dimension is very demanding, particularly with the robust probes used in field experiments. The retrieval of useful concentration information at low values of concentration when the signal is corrupted by instrument noise is often a real problem. In some measurements (e.g., Schopflocher, 1998; Lewis and Chatwin, 1995b) upwards of 70% of the concentration is shown at negative values of concentration. This is a clear indication of instrument noise corruption. If the measured signal ⌫m is simply the addition of the true signal ⌫ and independent noise  ⌫m ⫽ ⌫ ⫹ 



(25.25)



具⌫典 ⫽ 具⌫m典 ⫺ 具典



(25.26)



具⌫2典 ⫽ 具⌫2m典 ⫹ 具2典 ⫺ 2具典具⌫m典



(25.27)



then,



and



Thus, provided 具典 and 具2典 are small with respect to 具⌫典 and 具⌫2典 respectively, the measured signal provides a reasonable representation of the true value. This is clearly not the case in many data sets, including the aforementioned example. It is not an acceptable practice in general simply to ignore the negative concentration values or, worse, to ignore all measured values below an arbitrary positive threshold (see discussion in Robinson et al., 1985). A procedure using a maximum entropy inversion technique to deal with this problem is offered in Lewis and Chatwin (1995b). Return to the point that a semiempirical scheme that purports to model or simulate the mean or fluctuating contaminant concentration field must be thoroughly validated by experiment. The mean field is more easily modeled and measured. C(x, t) requires fewer reali-
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zations to obtain an acceptable ensemble-average representation and is relatively insensitive to the effects of molecular diffusion and instrument smoothing. The fluctuations, or rootmean-square value of concentration, are very sensitive to the effects of molecular diffusion and require extraordinary spatial and temporal experimental resolution to have representative measurements. The conservative representation of fluctuations given by Eq. (25.18) has the decided advantage that it is expressed in terms of the mean, which is more easily modeled and validated.
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TOWARDS A LESS CONSERVATIVE ESTIMATE To achieve a more accurate and lower estimate of the size of fluctuations than by Eq. (25.24), one must incorporate the effects of molecular diffusivity . Based on the premise, which will be true in almost all flows, that turbulent convective motion will disperse marked fluid through space much more rapidly than molecular diffusion will reduce the concentration of that marked fluid, the ␣ ⫺ ␤ prescription for moments of the probability density function was provided in Chatwin and Sullivan (1990b). Specifically the second moment was given as c2(x, t) ⫽ ␤2C(x, t)(␣C0 ⫺ C(x, t))



(25.28)



where C0 is the largest value of mean concentration of a cloud at time t or the largest value on the cross-section of a continuous release at distance x downstream of the source. Equation (25.28) has the interpretation, by comparison with the  ⫽ 0 result of Eq. (25.18), of a moving source with a local representative concentration ␣C0 and a factor ␤ used to account for the nonzero background concentration due to diffused contaminant. ␣ and ␤ are functions only of time for a cloud or distance downstream for a steady configuration. This prescription was shown to have a considerable amount of experimental validation in the original paper and since that time (Chatwin and Sullivan, 1990b). In Sawford and Sullivan (1995) the distribution of the first four moments over a plume in grid turbulence, investigated at 17 sampling distances from a heated line source, was shown to be in good agreement with this prescription. As x → 0 for a steady source and flow (or t → 0 for a cloud), the  ⫽ 0 result will be recovered from Eq. (25.28) and hence ␤(0) ⫽ 1 and ␣(0) ⫽ 1 and also ␣(x) ⬃ 0C⫺1 0 . The values of ␤ and ␣ are restricted to be 0 ⱕ ␤ ⱕ 1 and ␣ ⱖ 1. It should be noted that now, by contrast with the  ⫽ 0 result, the locus of the maximum value of c2 is found from C ⫽ ␣C0 / 2. When n ⫽ 1 in Eq. (25.12), d dt
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(25.29)



Taking into account the fine-scale texture of the concentration field, it is assumed that all significant gradients occur over the conduction cutoff length  such that (ⵜ⌫)2 ⫽ A



(⌫ ⫺ ⌫t)2 2



(25.30)



where ⌫t is a background threshold concentration such that ⌫t → 0 as t → 0 and ⌫t → C as t → ⬁ for a cloud and A is a proportionality constant. Some validation for Eq. (25.30), using atmospheric data, is provided in Mole (1995). The use of Eq. (25.30) in Eq. (25.29) and also using the constraints imposed on ␣ and ␤ provide the analytic solution, for a uniform source concentration (Labropulu and Sullivan, 1995),
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(25.32)



where the prime in Eq. (25.32) denotes differentiation with respect to ⫽ 2At / 2. Figures 25.4 and 25.5 from Labropulu and Sullivan (1995), show ␣() and the center intensity c2 / C 2 for three typical cases of a contaminant cloud released in homogeneous (grid) turbulence, the inertial subrange, and in the atmospheric boundary layer. ␤2() is simply a monotonically decreasing function and is not shown. Other numerical solutions using Eqs. (25.29) and (25.30), which provide a similar result to Eqs. (25.31) and (25.32), are found in Moseley (1991), Mole (2001), and Clarke and Mole (1995). It is to be noted in Fig. 25.4 that as the values of ␣() are less than 2, initially the distribution of c2(x, ) over the cloud will be bimodal. This behavior is followed by a period where ␣() ⱖ 2 when the distribution is unimodal and followed thereafter by a return to a bimodal distribution corresponding to the value of ␣() falling below 2. This experimentally observed behavior was mentioned earlier and shown on the sketch given in Fig. 25.3. The solutions obtained by Eqs. (25.31) and (25.32) have been shown to compare favorably with some grid turbulence measurements. The fluctuations that would be experienced by a fixed observer for a cloud in the neutral atmospheric boundary layer, using the above result, are shown in Heagy and Sullivan (1995b). These results are promising; however, more thorough validation is required using data from specifically targeted experiments.



FIGURE 25.4 Values of ␣() for a cloud released: in the inertial subrange (divided by 7) — 䡠 䡠 䡠 䡠 — 䡠 䡠 䡠 䡠 —; in the neutral atmospheric boundary layer — — — —; in homogeneous grid turbulence (multiplied by 5) — — 䡠 䡠 — — 䡠 䡠 — —. (Source: Labropulu and Sullivan, 1995.)
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FIGURE 25.5 Values of center intensity for a cloud released: in the inertial subrange — 䡠 䡠 䡠 䡠 — 䡠 䡠 䡠 䡠 —; in the neutral atmospheric boundary layer (multiplied by 5) — — — —; in homogeneous grid turbulence (multiplied by 40) — — 䡠 䡠 — — 䡠 䡠 — —. (Source: in Labropulu and Sullivan, 1995)
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CONCLUDING REMARKS The use of the mean C(x, t) and fluctuations c(x, t) to gauge the range of concentration values that would be encountered by a fixed observer presupposes some sense of the shape of the probability density function. For example, about 98% of the concentration values will be less than C ⫹ 2c with the familiar—although unrealistic in this application, as discussed in Chatwin (2000) and evident in Chatwin and Sullivan (1989)—Gaussian probability density function. In traversing the cross section of a plume, jet, or wake, one observes probability density functions that change significantly in shape. These change from more bell-shaped forms at the centerline to the more exponential-like shapes at the periphery. The very large values of concentration that are found in the high-concentration tails of the probability density function, although rare events, can of course have an inordinately large impact. Thus, one would like to have a better picture of the probability density function shape, and especially in the tails (see Munro et al., 2001). All of the theoretical and experimental difficulties attached to the higher-order moments are more pronounced when considering the probability density function. The evolution equation is more complicated and the number of realizations and sampling duration required to experimentally approximate an ensemble average are large because one is dealing with rare events in the tails. The probability-density function can be approximated by using a finite number of moments, and here the convergence to an ensemble estimate will depend on the highest moment included. The quality of the representation of the tails will, in general, depend on how large a moment is included in the finite set. Spatial and temporal experimental
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resolution is very important in that the shape of the probability density function can change significantly with improved resolution (Schopflocher and Sullivan, 1998). Of course, for low concentrations, contamination with instrument noise has a direct effect on the observed probability density function. For independent noise, the measured probability density function, pm, is simply the convolution of the true probability density function with that of the noise signal
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pm(; x, t) ⫽
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p(; x, t)q( ⫺ ; x, t)d



(25.33)



where q(; x, t) is the probability density function of the noise signal (x, t). The objective is to find a parametric probability density function that represents the required features adequately, using as few parameters as possible, and to determine the parameters from the loworder measured or predicted moments. Since concentration values are restricted to the finite range 0 ⱕ ⌫(x, t) ⱕ 1, where 1 is the largest concentration value at release, the probability density function is restricted to this range and
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p(; x, t)d ⫽ 1



(25.34)



Because of the versatility to represent a large variety of shapes, including bimodal shapes, and to correspond to the fine-scale texture of the concentration field, the probability density function is usefully expressed as the mixture p(; x, t) ⫽ ␥ (x, t)ƒ(; x, t) ⫹ (1 ⫺ ␥ (x, t))g(; x, t)



(25.35)



The ƒ and g probability density functions in Eq. (25.35) represent high concentration values in the sheets and strands and the low background concentration in between that were discussed in Section 25.3. 0 ⱕ ␥ (x, t) ⱕ 1 is the mixture ratio. It was shown in Chatwin and Sullivan (1989) that all concentration probability density functions have this representation when ƒ and g correspond to source and nonsource fluid respectively and Eq. (25.17) is recovered from Eq. (25.35) when  ⫽ 0. Evidence is mounting, both from atmospheric experiments over a wide range of stability classes (see Mole et al., 1995; Lewis and Chatwin, 1995b; Munro et al., 2000) and in a controlled plume experiment in grid turbulence (see Schopflocher, 1998), that a rather general result from extreme value analysis in statistics describes the high-concentration tails of the probability density function. Mixture models using this result show promise as good, generic models for the probability density function (see Lewis and Chatwin, 1995a, b; Schopflocher and Sullivan, 1999).
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