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a b s t r a c t In this paper we present a segmentation algorithm, inspired from an image-processing region-merging algorithm, for the delineation of discrete contiguous management zones in agriculture. The algorithm is unique in that it is applicable to high- or low-density irregular data sets, such as yield data. The algorithm is described and a brief example presented using unprocessed sensor-derived grain yield data. A comparison between the segmentation algorithm and a common classiﬁcation algorithm (k-means clustering) was done using an aerial normalised differences vegetation index (NDVI) image collected on a 200 ha vineyard in Olite, Southern Navarre, Spain. Classiﬁcation was performed as a univariate (NDVI) analysis and a spatially constrained analysis. Segmentation and classiﬁcation were run to ﬁnd 2, 4, 6, . . ., 24 levels and the effectiveness of the outputs determined by how well it explained the variance in vine trunk circumference, a correlated but independent measurement. The results obtained demonstrated that for a given number of manageable (effective) zones the segmentation outputs were equivalent or superior to the classiﬁcation outputs for partitioning vine circumference variance. The segmentation output also generated more coherent management units that should facilitate differential management. The algorithm presented is a ﬁrst generation segmentation algorithm and several aspects still need to be developed, in particular methods for eliminating edge effects and converting management zones into management (treatment) classes. The results of the segmentation algorithm presented here would indicate that with further development, segmentation might provide an alternative and possibly preferable approach to delineating management zones. © 2009 Elsevier B.V. All rights reserved.



1. Introduction Management units are a common intermediate step of moving from a uniform ‘ﬁeld average’ management system to a site-speciﬁc crop management (SSCM) system. The concept of management units was proposed in the mid 1990s (Lark and Stafford, 1997) and there have been many different delineation methods recorded in the precision agriculture (PA) literature (see Taylor et al., 2007; Roudier et al., 2008 for example). Although Lark and Stafford (1997) originally proposed the term ‘management units’, the term ‘management zones’ is generally used. This can be somewhat ambiguous because the majority of statistical methods for management unit delineation, including the original k-means approach by Lark and Stafford (1997), are based on classiﬁcation algorithms. These approaches produce ‘management classes’. The difference is important.
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A management zone (MZ) is a spatially contiguous area to which a particular treatment may be applied. A management class (MC) is the area over which a particular treatment may be applied. This may constitute more than one zone. A management unit (MU) is a generic term that relates to both MCs and MZs. There is no doubt that classiﬁcation algorithms are effective at explaining the variance in both univariate and multivariate cases. However, classiﬁcation algorithms do have some limitations. Firstly, as the name suggests, they produce management classes not management zones. There is no constraint within the algorithm to form contiguous classes, i.e. zones. Differential management and proﬁtability in agricultural systems is dependent on both the magnitude of variation, how it is partitioned, and the spatial structure of this partitioning (or the morphology of the classes/zones) (Pringle et al., 2003; Tozer and Isbister, 2007). Classiﬁcation algorithms generally address the ﬁrst issue well but not the second. There have been a few attempts (McBratney et al., 2000; Shatar and McBratney, 2001; Ping and Dobermann, 2003; Frogbrook and Oliver, 2007) to spatially constrain the clustering algorithm to produce management zones instead of classes, but these have not been widely
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adopted. Most approaches and software in precision agriculture (PA) still rely on unconstrained clustering (e.g. Fridgen et al., 2004; Taylor et al., 2007). Another major issue with the use of classiﬁcation algorithms for management class delineation is an absence of a clear statistic or indication of the optimum number of classes (Cupitt and Whelan, 2001). This usually requires some expert intervention and is further compounded by the presence of small, discrete, unmanageable zones within the classes. Finally, it is important to remember that multivariate classiﬁcation relies on co-located data, although these do not need to be on a regular grid. An alternative to classiﬁcation for variance partitioning is the introduction of segmentation algorithms that are routinely used in image processing. However, despite the use of imagery in PA, segmentation algorithms have not been widely applied (Roudier et al., 2008). Segmentation algorithms differ from classiﬁcation algorithms in that they are object-oriented (note: the term “object-oriented” here is used in its image analysis context, not a software engineering context). This focus leads to the production of discrete zones rather than classes and the output is spatially structured. This overcomes one of the main issues with classiﬁcation algorithms. Segmentation algorithms aim to build homogenous regions with respect to a given criterion. They either start with the whole image (data) and split it in an iterative process or commence with a large number of regions that are iteratively merged. One of the disadvantages with many object-oriented segmentation algorithms is a reliance on regular, grid data for determining segment morphology. This is probably an artefact from their primary application in image analysis and has restricted the use of these algorithms on irregular PA data sets, for example raw yield data or site-directed soil sample data. Another drawback to their application in PA has been a lack of research into methods of optimising variance partitioning during the aggregation stage. It is important to realise that segmentation produces zones, however from a management perspective two or more discrete zones may be managed identically (i.e. as a management class). There is very little literature on how to aggregate agronomic data (using agronomic knowledge) and convert management zones into management classes. The aims of this paper are therefore (a) to present a segmentation algorithm that is able to process irregular grid data, (b) illustrate the algorithm on an irregular dense data set, and (c) compare and contrast this algorithm with the more common k-means classiﬁcation algorithm. The paper is divided into several sections. The next section introduces the algorithm. Section 3 demonstrates the application of the algorithm on an irregular yield data set. Section 4 provides a comparison and discussion on variance partitioning between the segmentation algorithm and kmeans classiﬁcation. Section 5 is a general discussion and, ﬁnally, Section 6 presents the conclusions.



Besides this classical data analysis approach, image analysis provides completely different methods where the spatial properties are of ﬁrst concern. The process of deﬁning zones inside an image is called segmentation. The segmentation methods (Coquerez and Philipp, 1995) can be classiﬁed into two main families: the contourbased ones and the region-based ones. The ﬁrst family is more suitable for object recognition, and the second one is useful when there are no well deﬁnite borders. This last case may well correspond to agricultural data zoning. The segmentation algorithm presented here is inspired from a region-merging algorithm (Lardon et al., 2006), which belongs to the second family described above (Chassery and Garbay, 1984). The outline is given below: - Start: one point = one zone - Iterate on: Merge the pair of neighbouring zones that are closest in the attribute space. Update zone list and zone neighbours - Until any stop criterion is met 2.1. Use of spatial coordinates in this algorithm A fundamental point is the way the spatial coordinates are used here. They are not involved in any distance calculation, but are only used to deﬁne point and zone neighbourhood. The attribute proximity criterion used for zone merging is only calculated within a given neighbourhood. 2.2. Details Finding zone neighbours on an irregular grid requires a speciﬁc process, which is a major difference when compared with segmentation methods in image analysis. To start, a Voronoi tessellation is used to convert each data point to a zone and to deﬁne the initial neighbourhood, as illustrated in Fig. 1. Each point is associated with a unique polygon, and the list of its neighbours is built, including all adjacent polygons. Initially there are as many zones as data points, and the zone neighbourhood is equivalent to the point neighbourhood. At each step of the zone merging process, the zone neighbourhood is updated by considering all zones that share a vertex in the tessellation as neighbours.



2. The segmentation algorithm In agricultural system analysis, it is important to take into account spatial structures. Spatial data analysis is usually based on clustering. If clustering is only done in the attribute space, spatial continuity can be achieved by a posteriori ﬁltering. Alternatively, a common method to impose a spatial dimension on the output is to include point coordinates (x,y) as variables in the clustering process along with attribute data (McBratney et al., 2000; Davis et al., 2007; Castrignano et al., 2009). This is a simplistic approach to spatial constraint and while more elegant and geo-statistically robust models exist (Webster and Oliver, 1989; Lark, 1998; Frogbrook and Oliver, 2007) these are still based on the weighting of coordinates in the clustering.



Fig. 1. Illustration of the Voronoi tessellation.
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Fig. 2. An illustrated example of k-means clustering and the segmentation algorithm applied to irregularly collected sorghum yield data. From left to right the maps show (a) the raw data divided into 0.5 ton/ha increments (grading from low (light grey) to high (black) yield), (b) a 3-class k-means cluster map based on the yield data and (c) the 3-zone map from the segmentation algorithm. Different classes/zones are shown as different colours (light grey, grey or black).



The attribute is a one-dimensional numerical value. Closeness in the attribute space is evaluated according to the furthest distance. For each pair of zones, Z1 and Z2 , this distance corresponds to the maximal difference in absolute value computed over all pairs of points (pi , pj ), pi in Z1 , pj in Z2 : d(Z1 , Z2 ) = maxi,j |attr(pi ) − attr(pj )|. Several stop criteria can be used and the algorithm stops when any of them is met. Some are related to zone intra-variability: they are computed from the distribution of attributes within each zone, such as range, mean and variance. The Moran coefﬁcient can also be used to describe the overall spatial variability. Finally the stop criteria can be simply set at a certain number of zones. In this paper, only the number of zones is used as a stopping criterion to illustrate the segmentation approach. The algorithm can be considered a ﬁrst generation PA segmentation algorithm. It is capable of handling large irregular data sets, which overcomes a major limitation from previous approaches in this area (Shatar and McBratney, 2001). It is presented here in its simplest form as a general framework for segmentation algorithms to be applied to regular or irregular grids. As stated above, the algorithm could be parameterised by a range of different criteria for the distance metric and the stopping criteria. It could also be applied in a univariate or multivariate context. The univariate approach taken to demonstrate the algorithm in the following case studies is only one example from the family of possible algorithms. We do not claim that it is necessarily the best possible one. 3. Application to a dense irregular grid data The primary advantage to the proposed algorithm is its ability to segment dense data presented on an irregular grid. This functionality is illustrated in Fig. 2. The data is a 9 ha square section of sorghum (Sorghum sp.) yield data taken from a larger (∼100 ha) ﬁeld in north-western NSW, Australia. The raw yield data (Fig. 2, left) has been trimmed to remove excessive outliers (Taylor et al., 2007) however it still retains irregularities associated with GPS drift and changes in directions. The data is also denser along the transects than across them. The raw yield map illustrates the noise associated with individual point data. In yield monitoring systems there is a general trade off between the density of data collected and the accuracy of individual point measurements. The theory is that even if a value at an individual point is erroneous, averaging points around a site provides a good estimation. Despite the noise, a broad trend of low-high-low yield from the north-east to the south-west corner is clear. Two management unit maps are presented together with the raw data. The ﬁrst (Fig. 2, centre) shows a univariate k-means



clustering of the yield data and the second (Fig. 2, right) the output from the proposed segmentation algorithm. The univariate k-means highlights the trend however retains the noise associated with the point data giving a ‘salt and pepper’ effect, particularly in the south-west corner. In contrast, the segmentation output presents three relatively smooth zones and again highlights the trend that is observable in the raw data. There is some noise at the boundary of the zones associated with the neighbourhood analysis on the irregular grid generating thin incursions. These are unlikely to be manageable, however, this effect is much less problematic for management than those observed in the k-means maps. The objective in this section is to illustrate the difference between the 3-level classiﬁcation and segmentation, even if the 3-level choice is not the optimal solution for classiﬁcation or segmentation. A more detailed analysis and discussion of variance partitioning between methods is presented in the next section.



4. Illustration and discussion on variance partitioning for classiﬁcation and segmentation The previous section illustrated the spatial output of the segmentation algorithm compared to the widely used k-means algorithm. It did not consider how well the variance was partitioned between the two approaches or discuss in any depth the practical implications of adopting the outputs as the basis for a management unit map. Intuitively, a classiﬁcation algorithm with no spatial constraints will provide the optimum partitioning of the variance in the data, as it delineates classes solely in the attribute space. However, as can be seen in Fig. 2, delineation in the attribute space does not always produce a result that can be readily applied in practice (the physical space). In this section we consider the trade off between spatial organisation of the management units and the partitioning of variance from the classiﬁcation and segmentation algorithms. This was achieved by analysis of a normalised differences vegetation index (NDVI) image and determining how well the different algorithms partitioned variance in vine trunk circumference, a related vine parameter. The algorithm outputs were not directly compared to the NDVI response for two reasons. Firstly, given that a univariate k-means classiﬁcation has no spatial constraints, this will always produce the best result as the classes are only partitioned on the variance of the attribute (NDVI), which may not necessarily prove practical for management. Secondly, high-density ancillary data (soil sensor data, imagery, etc.) are often used as surrogates for actual crop parameters. Therefore, growers are interested in how ancillary data partitions a crop response, in this case trunk
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circumference. The exception to this rule is when harvest sensor data is directly analysed. The data and methodology for this comparison are explained below. 4.1. Data The data to be classiﬁed/segmented was an aerial NDVI image of a 200 ha vineyard located in Olite, Southern Navarre, Spain, acquired in July 2007 by GEOSYS SL (Madrid, Spain) using a Leica ADS40 sensor. All the ﬁelds were planted with the variety Tempranillo in an east-west orientation and a plant spacing of 2.5 m × 1.1 m. The image was originally collected at 0.3 m pixels and post-processed into 5 m pixels using a moving average window. The data was then interpolated onto a continuous 5 m2 grid using punctual kriging to ﬁll in the inter-ﬁeld sections (roads). This was done purely to simplify the analysis and comparison. The presence of roads (gaps) in the image will impose more divisions within classes and zones. The continuous NDVI map will make the zones and classes as contiguous as possible. We wish to stress that interpolation is not necessary for the algorithm to run, as shown in the previous section. The ﬁnal processed NDVI image is shown in Fig. 3. 4.2. Classiﬁcation and segmentation analysis Classiﬁcation was performed with the commonly used k-means clustering algorithm using the R Statistical Package (R Development Core Team, 2008). The clustering was ﬁrst run as a univariate analysis. This effectively partitions the NDVI histogram, similar to a map legend, although the interval between classes may not be constant and will be dependant on the shape of the histogram. The coordinate points were then included in the k-means clustering analysis to spatially constrain the clusters (McBratney et al., 2000; Castrignano et al., 2009). The spatially constrained k-means classiﬁcation is partitioning the variance of both the coordinate and NDVI data, i.e. it is trivariate. The clustering algorithm was run to generate output from 2–24 clusters in increments of 2 (i.e. 2, 4, 6, . . ., 22, 24 clusters) for both the univariate and spatially constrained approach. The segmentation algorithm was run on the univariate NDVI data to generate from 2 to 24 zones in steps of 2 zones, as for the classiﬁcation. The number of ﬁnal zones was the only stopping criteria used. Bear in mind that although the relationship between neighbours is considered in the algorithm, the segmentation is univariate and does not directly incorporate the coordinate data.



4.3. Validation of output The output from the classiﬁcation and segmentation analysis was imported into ArcMap® v9.2 (ESRI, Redlands, CA, USA) and classes/zones were converted into polygon data. The number of polygons and area of each polygon for each level (2–24) for each approach (classiﬁcation and segmentation) were recorded. The number of polygons indicates the number of zones (discrete areas) in the output. With a regular shaped ﬁeld the number of zones in the segmentation algorithm output should equal the number of polygons generated. With non-convex area ﬁelds, neighbours, and thus aggregation, can occur across gaps. This is a difference between aggregation in the attribute space rather than the physical space. The result is that it is possible to create several discrete regions in real space that equate to one discrete area in the attribute space. From an agronomic perspective small zones are undesirable and may be impossible to manage due to technological limitations (Tisseyre and McBratney, 2008). For this analysis, zones less than 0.1 ha were considered to fall into this category. For other production systems this threshold area may be higher or lower depending on the resolution of management possible with current technology. For each level in each approach, the number of polygons with an area below the threshold (0.1 ha) was subtracted from the total number of polygons to give the number of effective (manageable) zones (ZE ) resulting from the analysis. The summed area of the small polygons (6 classes) produces maps visually similar to Fig. 3, i.e. they appear to have a continuous scale. These maps are presented without deﬁning the border for the classes/zones. When a border was imposed, the large number of small zones in the images (see Table 1) generated a map that was illegible. Zone borders are deﬁned in the 2, 4 and 6-class maps. The inﬂuence of the spatial coordinates on the clustering can be clearly seen in Fig. 4b. These maps have more coherent zones than the univariate classiﬁcation maps as classes are generally spatially constrained to deﬁned regions of the vineyard. However, they are not contiguous and within a region there may be 2 or more
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Table 1 Comparison of the total number of zones, number of effective zones (ZE ) and unmanageable area (AU ) derived from the three approaches (univariate clustering, spatially constrained clustering and the proposed segmentation algorithm) for a range of 2–24 levels. Bold numbers identify levels at which the three approaches produce a similar ZE result. Level



2 4 6 8 10 12 14 16 18 20 22 24



Total zones



Effective zones (ZE )



Area unmanageable (AU ) (%)



Univariate clustering



Spatial clustering



Segmentation



Univariate clustering



Spatial clustering



Segmentation



Univariate clustering



Spatial clustering



Segmentation



181 468 955 1989 3252 4488 5919 7223 8497 9688 11093 12089



50 244 275 268 373 411 401 407 475 494 582 612



7 10 14 16 19 21 26 28 30 33 35 37



28 63 129 159 171 155 145 132 95 89 74 56



6 30 37 38 43 47 48 52 48 51 53 58



4 6 8 10 12 13 17 19 21 24 26 28



2.14 5.34 12.60 27.74 41.17 52.48 62.42 69.76 77.53 81.76 85.63 89.12



0.54 2.44 3.10 2.54 3.92 4.42 4.35 4.28 5.01 5.01 6.27 7.77



0.18 0.24 0.24 0.26 0.34 0.45 0.45 0.45 0.45 0.45 0.45 0.18



classes interspersed. Small and likely unmanageable zones are still present in the maps. In contrast, the segmentation maps (Fig. 4c) presented much clearer zone delineation. The effect of segmenting based on neighbours, regardless of distance between neighbouring



points, is evident in the western section of the vineyard. The dark segment in the 2-zone map is itself split into two zones separated by the gap in the data (labelled B in Fig. 3). Likewise the data gap along the northern boundary (labelled A in Fig. 3) causes some



Fig. 4. Evolution of management units using the univariate k-means clustering algorithm (a), spatially constrained clustering (b) and the segmentation algorithm (c). 2, 4, 6, 10, 14 and 24 level maps shown.
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Fig. 4. (Continued)



small edge-effect zones that are present in all the segmentation results. 5.2. Validation of classiﬁcation and segmentation using trunk circumference data The amount of variation in trunk circumference measurements explained by the different levels of classiﬁcation and segmentation models is shown in Fig. 5. As expected the classiﬁcation procedures explained more of the variation in trunk circumference for a given level. The univariate classiﬁcation becomes asymptotic after 6 classes (at r2 ∼ 0.62). The spatially constrained classiﬁcation achieves the same asymptote but after 14 classes. The segmentation analysis lags behind the two classiﬁcation approaches and in this range of levels only explains 46% of the variance in trunk circumference. However, Fig. 5 compares classes with zones. The abscissa is the level of classiﬁcation or segmentation. The relationship between classiﬁcation levels (classes), segmentation levels (zones) and ZE is shown in Table 1. The ﬁrst thing that is notable in Table 1 is the large number of zones generated by the univariate (spatially unconstrained) k-means clustering. The total and effective number of zones



generated is signiﬁcantly larger than the spatially constrained clustering. In Fig. 5 there appears to be no beneﬁt to univariate clustering beyond 6 classes, however for comparison the univariate results up to 24 classes have been shown in Table 1. Fig. 5 also indicated that the 6-class univariate and 14-class spatially constrained classiﬁcations explained the same level of variance in the trunk circumference data (r2 ∼ 0.62). An analysis of these two responses shows that the spatially constrained classiﬁcation has fewer ZE s (48 c.f. 129). Applying the principle of parsimony, the spatially constrained clustering would be preferred. Visually, the 14-class spatially constrained classiﬁcation map (Fig. 4b) is more coherent than the 6-class univariate classiﬁcation map (Fig. 4a). To add to this, the unmanageable area in the spatially constrained classiﬁcation output (4.35%) is approximately a third of that generated in the univariate classiﬁcation (12.60%), again indicating a preference for the spatially constrained clustering. For the univariate clustering, the percentage of area assigned to zones 
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