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Compositionality, the Language of Thought, and the Dynamic Map of Thought



Inquiries concerning the status of the principle of compositionality in non-linguistic representational systems such as static and dynamic maps and possible implications for the nature and structure of the mental representational medium employed in inferential mentation



Introduction A. Fodor’s LOT hypothesis, the α theoretical structure, the weakened LOT hypothesis, some recent critiques B. Types of compositionality C. Conceptual elucidations D. Static and dynamic maps Concluding remarks Various philosophers (inter alia, Ramsey 1931, Armstrong 1973, Braddon-Mitchell & Jackson 1996, Lewis 1994, Dretske 2000) have maintained that thought is somehow akin to a map, that its nature is essentially a cartographical one. Starting from Ramsey’s rather vague remark that a belief of the primary sort is a map of the neighboring space by which we steer, remaining as such no matter how we complicate it or fill in details (Ramsey 1931), they have tried to argue in favor of an essentially non-linguistic or non-propositional view of beliefs or thought in general. Beliefs and thought are related, at least in the post Fodor 1975 literature, due to the view of thought as an inferential process taking place at an infrastructural, unconscious level of the cognitive system, via syntactic computations operating on causally and semantically interrelated propositional attitudes (‘I believe that p’, ‘I desire that p’, ‘I hope that p’ and so on) analyzable as relations between an organism and a representation (Fodor 1978, Fodor 1987, Schiffer 1987)1. 1



This is not an exclusive view of the relation between belief and thought; I cast it here in terms of the computational theory of mind (Fodor 1975, 2000, Pylyshyn 1984). Prima facie, the non-linguistic character of beliefs regards a couching of them in a non-linguistic medium; this type of contention concerns the vehicles and not the contents of beliefs (for the distinction see, inter alia, Fodor 1975, Millikan 1993). In these terms, we might have maps as vehicles and sentences as contents. A different way of stating it would be via mappings between multiple representational levels, as if confronted with cartographic vehicles at bottom, abstract and natural linguistic structures encoding the contents which may be consciously experienced as mental images (in various sensory modalities- visual, auditive, acoustic, kinaesthetic, etc.). The non-linguistic character of thought is a more complicated affair, because thought involves inference, which is problematic when it comes to maps. A computational machine seems needed in order to make use of the maps appearing inert and disparate, in a way. The big problem that confronts us is that of conceiving computation and inference intra and inter-maps, without postulating anything beyond.
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The views of the philosophers mentioned in the first paragraph are far from isomorphic, but I believe we could consider them as part of a family of views and intuitions concerning the nature of thought that go against the linguistic ones. This family comprises also the model theory described by McGinn 1989: 169-2082, although, as we shall see in § C, there are noticeable differences between models and maps. My intention in this paper is to develop more the idea that thought has a map-like character, on the background of the discussions concerning the nature of the mental representational medium involved in inferential mentation. The linguistic character of the medium has been put forward due to its expressive power and potential to account for a series of emblematic features of inferential mentation, such as productivity or systematicity. Compositionality would constitute an inference to the best explanation of these features, and since only a formal language could accommodate compositionality, a formal language of thought would have to be implemented in the brains of linguistic and infralinguistic3 creatures, functioning as a medium for their ratiocinative computations. Or so the story goes. I would like to investigate the prospects for an accommodation of compositionality to a non-linguistic representational system such as a cartographic system. I consider the problems raised by this task for static and dynamic maps, after introducing the coordinates of the problem space (the Fodorian matrix and some ideas on compositionality) and providing some conceptual elucidations on MENTAL MAP4.



The program of accommodating compositionality to non-linguistic representational systems was started by Smolensky 1988, 1990, with respect to connectionist networks, and continued by, inter alia, Barnden 1991, Horgan & Tienson 1996 (also for connectionist networks) or Werning 2001, 2003, 2004, with respect to oscillatory neural networks (see also Schillen & König 1994). Compositionality is also regarded as a desideratum, a constraint or a ‘non-negotiable condition’ on a theory of concepts (see Fodor & Pylyshyn 1988, Fodor 1998, Fodor & Lepore 2002, Prinz 2002: 12-14). The task I am pursuing may be considered as inscribed in this tradition. My contentions in the present paper are the following:



2



See also Bermúdez 2003: 160 for the consideration of the two theories as part of one family. ‘Linguistic’ and ‘infralinguistic’ are to be understood here in terms of possessing, respectively not possessing a natural language. 4 I use capital letters in order to denote concepts. 3
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(i)



a strong form of compositionality is not mandatory for a cognitive system,



(ii)



a cartographic-like medium is adept at accommodating at least a weak form of compositionality and at compatibilizing the principle of compositionality and the principle of contextuality,



(iii)



proto-inference is encounterable in maps, while full inference is got by superimposing other media such as internalized formal and natural languages.



A. Fodor’s LOT hypothesis, the α theoretical structure, the weakened LOT hypothesis, some recent critiques



Fodor’s LOT hypothesis is a central tenet of the symbolic paradigm in cognitive science. Basically, it amounts to the idea of a formal language implemented on an innate basis in the brains of human and infrahuman intelligent creatures and constituting a vehicle for their thoughts. The main function of this lingua mentis is that of constituting a representational medium in which cognitive computations are to take place. These central ideas emerge however on the background of two major assumptions in symbolic cognitive science: (i) the classical analogy between the functioning of the brain and the functioning of the computer, and (ii) the functionalist theory over the nature of mental processes, based on the idea of multiple realizability, according to which we need to dissociate between the material support and the operations undertaken on it5. To paraphrase the title of a 1995 article by Ned Block, the mind is the software of the brain. Thinking is a computational process consisting in the manipulation of symbols that represent various ontological building blocks (objects, events, categories, states of affairs, etc.) comprising the intra-, inter- and extra-mental. The language of thought is, according to Fodor, not only innate, but also semantically complete, in the sense that it contains all of the conceptual resources necessary for any of the propositions that humans can grasp, think or express-in short, the basis of thought and meaning. 5



The main implications of functionalism are : the autonomy of cognitive psychology as a science devoted to the study of cognitive processes at the level of operations, the physical structure being irrelevant, and the possibility of replacing natural neurons with artificial neurons salva functionality, which may take us as far as contending that artificial consciousness is attainable in machines (see, inter alia, Chalmers’ 1996 principle of organizational invariance as a candidate for a psychophysical law, holding that physical systems with the same abstract organization will give rise to the same kind of conscious experience, no matter what they are made of).
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There is also a scope ambiguity involved in the subsequent interpretations of the original hypothesis. Fodor has repeatedly underlined (see, e.g., Fodor 1975: 197-205, Fodor 2003: 2) that he is only interested in a part of mental life: those mental states analyzable as relations between an organism and a representation, whose causal antecedents and consequents are, in turn, analyzable as relations between an organism and semantically related representations. Fodor is interested in the rational relations between the events of a mental life, since only these are analyzable as computational, thus as parts of the universe of discourse of a cognitive psychology. We restrict our mental ontology in order to construct a theory accounting for the structure of rationality. The mind is a sort of inferential or computational machine (Fodor 2003: 2). In so far as infrahuman organisms think6, they must also have implemented in their brains a LOT. There are numerous arguments based on introspection according to which we do not think in words, be they formally or abstractly construed, but in images7. But, according to Fodor, the thesis of the mind as an inferential machine8 implies the thesis of an unconscious unfolding of the cognitive processes that mediate higher cognitive capacities, in the sense that the computations on mental representations are performed at an infrastructural level of the cognitive system. Introspection has no access to the hidden mechanics of rationality, it is a method not to be trusted9. The LOT hypothesis is an explanatory hypothesis. It doesn’t start from introspection, but from a series of explananda, i.e. the productivity and systematicity of thought or the multiple roles of attitudes
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This is a questionable step, not in the sense that it is overall problematic to conceive infrahuman organisms as thinkers, but in the sense that changes in the definitions of intelligence and thinking are expected. In a recent 2003 book, Bermúdez tries to advance epistemological criteria for considering infralinguistic creatures (prelinguistic infants, animals, primitive humans) as genuine thinkers. It appears that, for instance, children and chimpanzees are quite adept at developing mental inferential processes (see also Pinker 1994: 62-64). Vygotsky 1986 [1934] is the locus classicus for the argument that natural language and thinking have distinct modi operandi, an argument which sheds empirical doubts on philosophical positions such as those of Davidson 1975, 1982, Dummett 1981, 1991, Dennett 1991 or McDowell 1994, according to which non-linguistic thought is, on universal and conceptual grounds, impossible (apud Carruthers & Boucher 1998: 5) 7 Inter alia, Kaye 1995 stresses this type of argument, his conclusion being that occurrent thoughts (internal monologues) are thoughts in the natural languages we speak, while thoughts in the sense of ‘states and representational processes of cognition as a whole’ are thoughts in imagistic and other types of codes (see Kaye 1995: 110). 8 As he puts it in Fodor 2003: 2. 9 Similar remarks are to be encountered in Pylyshyn’s work on mental imagery. See Pylyshyn 2003. See also Machery forthcoming, for an attempt to reject introspective arguments for certain forms of sententialism (Carruthersstyle, according to which we consciously think in a natural language) on the basis of the idea that the Introspective Argument for Sententialism confuses the content of our thoughts with their vehicles: while sententialism is a thesis about the vehicles of our thoughts, inner speech sentences are the content of auditory or articulatory images.
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directed onto thoughts10, pretending to be an abductive strategy or an inference to the best explanation (IBE). Productivity is the property a representational system has when it contains an infinite number of syntactically and semantically distinct symbols, while systematicity is the property a representational system has when it contains families of syntactically and semantically related but distinct expressions. In this paper I am not interested in all the complexities of the original LOT hypothesis, but only in what could be considered, diachronically11, as its central idea: the focus on compositionality, the property a representational system has when the complex symbols in the system inherit their syntactic and semantic properties from the primitive symbols of the system via rules of combination. The explananda are synonymous in this respect with the compositionality phenomena, and we could dub Fodor’s foundational argument the α theoretical structure, comprising the following steps: 1. focus on inferential mentation (somehow isomorphic to deductive reasoning: the causal rational transition from a mental state to another, where mental states are conceived as relations between an organism and semantically related representations), 2. identify emblematic features of it (the compositionality phenomena), and 3. operate an IBE (inference to the best explanation) leading to a LOT, since only it can accommodate compositionality.
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There are multiple reconstructions in the subsequent literature of the explananda list. The standard Fodorian argument starts from natural language acquisition, considering that one needs to postulate an inner Mentalese that allows the learner to internalize a natural language. Later, especially in Fodor 1987 and Fodor & Pylyshyn 1998, the aforementioned explananda, chief among which productivity and systematicty, emerge as emblematic. 11 See the polemic with Smolensky (Smolensky 1988, 1990, 1995a, b, Fodor & McLaughlin 1990, Fodor 1997) and the work with Lepore on compositionality and various semantic implications of it, as well as its non-negotiable character for a theory of concepts (Fodor & Lepore 1992, 2002). The latter reference clearly states that compositionality determines what view we must take of the nature of concepts. Some may consider problematic the statement that compositionality could be diachronically considered the central idea of the original LOT hypothesis (Georges Rey, for instance, personal conversation), relying instead on the capacity of a LOT view to also account for an extension of the set of emblematic features of inferential mentation- not only productivity and systematicity, but also rational and irrational relations among propositional attitudes due to ‘structure-sensitive’ common fallacies, the (hyper-)intensionality of the attitudes, or the multiple roles of attitudes (see Rey 1998). Other explananda would be inferential coherence, the causal evolution of thought or behavioral similarities arising as a result of different thoughts (listed in Braddon-Mitchell & Jackson 1996). In this paper I rely on a reconstruction more close to the original Fodor, but I more or less tangentially address other explananda as well. The tasks of re-conceiving propositional attitudes or of accounting for fallacies remain to be further carried out. But I rely on work on diagrammatic logics (Shin 1994, Hammer 2001, Brown 1999) for the latter accommodation task (I put this point in the conversation with Rey as well).
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It is important to discern a clear-cut separation between natural languages and formal languages at this point. Fodor himself remarks that natural languages are not entirely compositional (Fodor 2001, Fodor & Lepore 2002). Not so for formal languages. We actually already have available a powerful account of the inferential potential formal languages detainthis is logic. And natural languages can be seen as basically formal languages (Montague grammars are supposed to catch the structural logical organization of fragments of natural languages), supplemented by context-sensitive features and pragmatic interplays. The inferential account of mental processes, it seems, offers a nexus between the kinds of inquiries cognitive psychologists and logicians pursue12. My critique in the subsequent sections of the paper rests on the third step. I will try to investigate whether a different representational system, namely a dynamic map, accommodates compositionality. Thus, the IBE leading to a LOT might be blocked and we might have to settle the issue on other grounds, such as neural plausibility, which, in my opinion, would offer an endorsement of the dynamic map view. One initial problem that confronts us is the de facto recognition of the compositionality phenomena as emblematic features of inferential mentation. Smolensky, for instance, considers that fluid reasoning as performed by experts and not crisp logical inference constitutes the logo of intelligence13. This debate is dependent on one’s paradigmatic affiliation: connectionists and dynamicists have different foundational assumptions and conceptual schemes behind, and we confront a case of incommensurability. I do not want to delve into these aspects for the moment, however. As long as one is sharing the theoretical categories of a paradigm, the critics to an opposite program are straightforward. My intention, in the classical Kuhnean tradition (Kuhn 12



Natural languages are used to communicate our thoughts, so an internalized natural language is a prima facie plausible model of the system of symbols we think in. We find recent solid recurrent endorsements of this view in the work of, inter alia, Peter Carruthers (see, e.g., Carruthers 1996), who argues that natural language representations (e.g. of Chomsky’s Logical Form) might serve as a lingua franca for interactions (both conscious and nonconscious) between a number of quasi-modular central systems, Lawrence Kaye (see his 1995), and David Cole (see his 1997 and 1998), who defends the view that (occurrent) thought consists of acoustic images of natural language sentences. However, Fodor has diachronically developed numerous arguments against such a view in Fodor 1981 or 1998. His main claim is, as was mentioned before, that introspection is not to be trusted as a method of accounting for the true nature of the unfolding of our mental processes. Even if what we experience, when we perform some ratiocinative tasks and we direct our inner perception towards the processes happening in our mind/brain, is a pre-communicative rehearsal in an internalized natural language, introspection is not a reliable tool in the discovery of this terra incognita which is our own mentality- the mechanics of inferential mentation is unconscious, according to orthodox cognitive science. The vehicle/content distinction remains central in the background, in this respect. See also Machery forthcoming. 13 See Smolensky 1988 and 1990. A similar line of reasoning, inter alia, is put forward by critics of Strong AI programs such as Hubert Dreyfus (see Dreyfus & Dreyfus 1986, Dreyfus 1992).
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1962), is to show that we confront a puzzle problem, namely the accommodation of compositionality in a certain type of representational system, and that steps toward the resolution of this puzzle problem will show us the way toward what may be called a paradigm shift. The consideration of the compositionality phenomena as emblematic features might be considered as a de iure pronouncement, since as van Gelder & Niklasson 1994: 2 argue, Fodor & Pylyshyn 1988 cite no empirical literature whatsoever in support of their claim that cognition is systematic, for instance. In the same vein, productivity and systematicity may be considered as somehow emerging as characteristics of cognitive architecture during development and after the internalization of a natural language (see, for instance, Clark 1997: 193-218). The α theoretical structure captures the gist of Fodor’s program. The LOT hypothesis seen in its complex assumptional network may be interesting from a large philosophical point of view, but I am interested here in a rather weakened version of this hypothesis, one that underlies work in rules and representations-inspired camps of working cognitive scientists. Based on classical computing insights, it considers that thinking occurs in a symbolic, amodal medium, whose representations have a logical structure and are manipulated by logical rules (this way of defining the weakened version is Prinz’s; see his 2003: 151). Programs in the psychology of deductive reasoning are dependent on this hypothesis. Even proponents of mental models, as opposed to a mental logic, consider the medium as amodal and the manipulative operations on models as abstract, quasi-logical ones (see Johnson-Laird 1984, ch. 15 and Johnson-Laird 1999). The hypothesis has been challenged on various grounds, during the past 30 years. It is obviously at odds with the Hume-Locke empiricist model of inferential mentation (basically rejected due to the rational conceivability of unimaginable mental constructs, such as Riemannian n-dimensional spaces, hypercubes or Descartes’ chilliagon) and it has been carried out to the extreme by philosophers such as Georges Rey, who considers we can extend it to cover the realm of the phenomenal as well (see his 1991 and his 1998)- all perceptual and imaginative activities can be exclusively conducted via symbolic codes or conceptual structures. This tension between empiricism and the LOT hypothesis makes it such that a recent critique and an alternative approach suggested by Jesse Prinz (Prinz 2002) amounts to a clash at the level of foundational assumptions. Prinz continues the road opened by Barsalou’s theses on perceptual symbols (see, inter alia, Barsalou 1999), constructing an empiricist view of concepts as perceptually-based, the so-called proxytype theory, according to which concepts are copies of
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perceptual representations that are stored in long-term memory and can be activated in working memory. Tokening a proxytype is generally tantamount to entering a perceptual state of the kind one would be in if one were to experience the thing it represents. Thinking is a matter of redeploying perceptual representations off-line. Since one would enter into one sort of perceptual state when experiencing a prototypical member of a category and a different sort of perceptual state when experiencing an atypical member of a category, different kinds of proxytypes will be constructed in working memory on different occasions. Context will determine which proxytypes get activated. Sometimes it will be best if a proxytype represents the general tendency of a category (i.e., a prototype), while at other times a unique, perhaps atypical proxytype (i.e., an exemplar) may be best. Another recent critique is that of Bérmudez 2003, who claims that the LOT hypothesis may be in order for the cognitive psychology of adult humans, but it doesn’t work for other species, not even for prelinguistic human infants. At best it has a handle on the cognitive psychology of creatures that have mastered a natural (public) language; this is due to the secondorder cognitive dynamics (thinking about your thinking), which presumably necessitates a public language. However, Fodor has replied to Bérmudez’s arguments in a review (Fodor 2003) which restates his foundational α theoretical structure; Bérmudez ultimately relies on the power of introspection revealing the tokening of occurrent thoughts in an internalized natural language, but, as we already know, introspection is anathema for Fodor. The resilience of the LOT hypothesis to critiques might teach us the following lesson: we should not try to challenge the foundational assumptions of the hypothesis, but rather adopt a principle of charity towards them and work with a non-foundationalist, reflective equilibriumtype epistemological model in the polemical exchange. A pertinent critique, in this view, would be one that tries to reveal the problems within the theory. In my opinion, the IBE that leads to a LOT, since only it can accommodate compositionality, represents just such an internal problem. The next part is devoted to a sorting out of types of compositionality, to be followed by an analysis of compositionality in static and dynamic maps, with an intermezzo on some conceptual elucidations and methodological considerations concerning a philosophical analysis of maps.
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B. Types of compositionality



A unifying underlying definition of compositionality, of which compositionality of formal languages and the presumed compositionality of maps could be seen as special cases, is still wanting. Currently available definitions seem to strongly rely on extrapolating from the linguistic case to other cases, with the risk of reducing non-linguistic representational systems to basically linguistic ones. Let us consider a formal definitional treatment provided by Werning 2003: 3: ‘Formally speaking, a language is semantically compositional iff its semantics is a homomorphic image of its syntax: Let S = be the syntax algebra of the language with the syntactic categories S1, …, Sn (e.g., sets of adjectives or nouns) and with the syntactic operations s1, …, sr (e.g. adjective-noun combination); and let M = be the semantic algebra of the language with the semantic categories and operations. In the case of a homomorphism we have a family of functions that allows us to define the function v of semantic evaluation in the following way: (1.1) v : S1 ∪… ∪ Sn ∪ {s1, …, sr} Æ M1 ∪ … ∪ Mn ∪ {m1, …, mr} such that v(α) = vi(α) if α ∈ Si for every i = 1, …, n and v(sj) = mj for every j = 1,…,r. Using the definition of homomorphism, we can now say that a language is compositional iff the semantic evaluation function distributes over the syntactic structure of any of the language’s formulas: (1.2) v(sj(α1, …, αkj )) = v(sj)(v(α1), ..., v(αkj )). This equation nicely interprets the informal definition of compositionality according to which the semantic value of a complex formula is determined by its syntactic structure and the semantic values of its syntactic components. Syntactic operations that violate (1.2) generate idioms.’14



Basically, the task of accommodating compositionality to maps would then amount to evaluating compositionality for a cartographical language, by identifying its syntactic categories S1, …, Sn, syntactic operations s1, …, sr, semantic categories M1, …, Mn and semantic operations m1, …, mr such that the semantic evaluation function distributes over the syntactic structure of the language’s formulas. This type of approach is more or less followed by Engelhardt 2002, who regards particular visual languages as ‘notational schemas’ consisting of two parts: a component schema and a composition schema. The component schema consists of information about the visual 14



For more mathematical and logical underlying work on compositionality, see Szabó 2005, Hodges 2001, Janssen 1983, 1997, Westerståhl 1998.
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components that appear in a graphic representation (the 'visual vocabulary' of the representation), and about the meaning of these visual components15. The composition schema on the other hand consists of information about the visual composition principles according to which the visual components are combined (the 'visual grammar' of the representation), and about the meaning of these visual composition principles. In Engelhardt’s framework, we can make a distinction between basic composition schemas and complex composition schemas. The basic type of composition schema that is used in maps and drawings (representations of physical spaces) is a 'spatial projection' schema. A 'spatial projection' schema involves a viewpoint, a scale, and a particular type of projection. These govern the spatial arrangement of the displayed components. Some graphic representations purposely apply a 'distortion' schema such as a 'fish eye view' (in many subway maps), or an 'exploded view' (in certain technical drawings of machines and their parts). While drawings and maps represent physical spaces, other graphic representations represent conceptual spaces16 rather than physical spaces. The seven basic composition schemas that can define conceptual spaces are the 'linear sequence' schema (a lineup of components), the 'link' schema (connections by lines or arrows), the 'separation' schema (separation by lines), the 'proximity grouping' schema (spatial grouping), the 'container' schema (enclosure), the 'front-back' schema (superimposition), and the 'metric axis' schema (e.g. a timeline). Two frequently used special cases of the 'link' schema are the 'tree' schema (e.g. in a family tree) and the 'network' schema (e.g. in a wiring diagram). A complex composition schema is constructed from two or more of the basic composition schemas, through 'simultaneous combination' and/or 'nesting'. For example, a two-axis chart involves the simultaneous combination of two 'metric axis' schemas, one horizontal and one vertical. Common types of nested schemas are 'background-inset' schemas and 'multipanel'



15



A component schema will describe different classes of components and their meanings. We could take as an example the legend for a road map. Such a map legend may explain different pictograms (standing for points of interest), different line types (standing for types of roads), and differently colored surfaces (standing for forest, water, or built environment). While some component schemas allow for an 'open vocabulary' of visual components (in most drawings of physical objects and scenes), other component schemas confine the graphic possibilities to a 'limited vocabulary' (e.g. a fixed set of map symbols, a fixed set of flow chart symbols, a fixed set of traffic sign symbols). Often a component schema will include graphic encodings that involve the visual attributes of components, such as color codings. In addition to 'information components', component schemas may also include 'reference components' - such as axes and their annotations, grid lines, and legends - which serve to enable the interpretation of the 'information components'. 16 Not to be equated with the syntagm employed by Gardenförs 2000.
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schemas. Concerning 'multipanel' schemas, two special cases are worth mentioning: 'shared-axis multipanel' schemas and schemas consisting of 'multiple variations'. For example, a sequence of maps of a city at different moments in history - illustrating the city's growth - is an example of 'multiple variations'. On the other hand, an alignment of different charts along the same time-line is a 'shared-axis multipanel'. Most complex graphic representations are composed of several levels of hierarchically nested components and sub-components. Note that a single graphic representation will often involve different composition schemas at different levels of its composition. Engelhardt claims that every existing graphic representation is constructed according to a particular subset of the composition schemas mentioned above. I am sympathetic to Engelhardt’s integrating approach which promises to offer a clear path toward compositionality in maps, but the problems that confront us are still multiple: we need to discuss truth, reference, and meaning in maps and, more importantly, we need a mapping between compositionality in maps as external or artefactual representational systems and compositionality in mental maps17, thus a talk of simple and complex concepts couched in a mental cartographic-like representational medium. The linguistic type of compositionality addressed before is sometimes called concatenative compositionality (van Gelder 1990), to be dissociated from the Smolensky-type functional



compositionality.



In



Smolensky’s



ICS



(Integrated



Connectionist-Symbolic)



architecture, the terms and the syntax of a language are homomorphically mapped onto an algebra of vectors and tensor operations. Each primitive term of the language is assigned to a vector and every vector renders a certain distribution of activity within the connectionist network. The syntactic operations of the language have tensor operations as counterparts18. The debate between Smolensky (more generally, proponents of compositionality in connectionist networks) and Fodor is not my focus in this paper, however (see Smolensky 1995a, 1995b, Fodor & McLaughlin 1990, Fodor 1997). Suffice it to say that a fully developed account of compositionality in maps would nevertheless need a satisfactory treatment linking the functional 17



But the move could parallel somehow the Fodorian psycholinguistic premise (Fodor & Pylyshyn 1988: 30), according to which if we can put something into words, then we can think it, via a psychocartographic premise- if we can map something, then we can think it. This is a problematical step, since maps do not seem to possess the expressive power of a language. But, as it will be briefly argued in § C, we need to move away from the simple view of maps as simple external artifacts with an augmenting, guiding or steering function, and to rely on a larger class of cartographic-like representational systems, the more fine-grained specification of which remains to be provided. 18 Barnden 1991 pursues a related approach. As far as syntax is concerned, some connectionist networks can be considered to completely implement compositional languages.
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level on which talk of maps is carried out ab initio, elucidating also the interactions with internalized formal and natural languages, the level of mathematically describable neural networks and the implementational, neural level. Another interesting compositional hypothesis is that of direct compositionality (Jacobson 2002): the syntax “builds’ (i.e., proves the well-formedness of) expressions while the semantics works in tandem to provide a model-theoretic interpretation for each expression as it is “built” in the syntax, as compared to the idea that the syntax first works to “build” representations (possibly in a series of steps including steps which map surface structures into LFs), and these representations are then sent to the semantics for bottom-up, compositional interpretation. A major difference between the two views is whether or not the grammar can contain principles (such as constraints on co-indexation) which refer to chunks of “trees”. Direct compositionality offers a negative answer: structured representations (such as trees) are not something that the grammar actually sees or can refer to - they are just representations of the proof of the wellformedness of a sentence and of the compositional semantics. Developing the connections between direct compositionality and cartographical representational systems remains a task to be carried out at a later time as well. An interesting dichotomy is that between actual and potential compositionality, as stressed by Prinz 2002: 294-295. Potential compositionality considers that a mental representational system only needs the capacity to entertain arbitrary novel thoughts and the capacity to form thoughts systematically related to the ones currently entertained (for more on this, see Prinz 2002: 294). Weakening compositionality for the purposes of discussions about cognitive systems seems to me a useful strategy, suggested by the observations of van Gelder & Niklasson 1994 as well. What is the connection between potential compositionality in Prinz’s sense and weak compositionality in my sense? According to Prinz, we can generate phrasal concepts and thoughts compositionally, but it is not the case that we always do. There is no need to demand that the contents of phrasal concepts always be inherited from their constituents. We should derive the prototypes of phrasal concepts, for instance, in a purely compositional way only when relevant background knowledge and exemplar memories are unavailable. When these things are available, we should use them. It is bad cognitive policy to limit ourselves to the information contained in the constituents of our phrasal concepts when we have other relevant information at
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our disposal. Compositionality is a fallback system, not a mandatory mode of operation (Prinz 2002: 292-293) What is needed is just a compositional ability. Weak compositionality in my sense requires solely that the meaning of an ensemble is exhausted by the meaning of rather undifferentiated constituents and the way they are strung together. The main novelty is that of relaxing the ideas of ‘constituent’ and ‘structure’ by considering undifferentiated constituents in a map. It is not the case that we are dealing with clear-cut concepts which can be compositionally manipulated, rather we confront mere conceptual nuclei or matrices whose values shift in accordance to the cognitive updating provided by maps, especially in the case of dynamic maps, discussed in § D. One adopts the compositional stance, so to say, only when the value of the conceptual nucleus is satisfactorily set, later emendations being mere epiphenomena that cannot affect compositional operations. I thus take it to be that a strong form of compositionality is not mandatory for a cognitive system and will further proceed in § D to evaluate especially the prospects of accommodating a weak type of compositionality to maps. Strong compositionality would arise as a result of integrating internalized formal and natural languages and other representational media that enhance the power of thought.



C. Conceptual elucidations



A prima facie intuitive distinction is that between external maps and internal maps. External maps are physical artifacts used in spatial cognitive tasks, with a guiding/steering, augmentative or short-term memory offload function. Internal maps are mental cartographic-like representations, but we can distinguish different senses of the syntagm ‘mental map’. Cartographers employ the term in two main ways: (a) as referring to an image of the environment held in mind to aid wayfinding or spatial orientation, and (b) as denoting physical artifacts recording how people perceive places. With respect to (a), the image may be one the subject remembers from having seen a physical map (a mental image of an external, physical map) or one constructed after a process of exploratory navigation of a certain environment (after one’s experience of a ‘portion of reality’ such as one’s neighborhood)19. This type of mental map 19



See Woodward & Lewis 1998: 3-4.
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is used to give directions, to rehearse spatial behavior in the mind (off-line kinesthetic imagery), to aid memory (maps function thus as mnemonic devices), to structure and store knowledge, to imagine fantasy landscapes and worlds, or even to make commonplace material maps. Its internal representation-like character is questionable in terms of psychological reality, but I assume throughout this paper a form of representational realism, as supposed by the Fodorian theoretical framework, and I do not want, for the moment, to delve into realism vs. anti-realism debates toward mental representations. With respect to (b), it has to be noted that the category includes maps researchers draw from data about subjects’ place preferences, as in Gould and White’s 1986 book Mental Maps. This type of mental map reflects cognitive or affective views of the environment in which subjects live. I will call the (a)-type map a mentalc1 map and the (b)-type map a mentalc2 map. A second cluster of distinctions concerning the syntagm ‘mental map’ is to be found in the discussions on cognitive maps. Tolman used the term to explain how rats react to the stimulus of whole environmental fields rather than local landmarks in wayfinding (Tolman 1948: 189208). The literature on cognitive maps has since Tolman expanded considerably and one interesting conceptual dissociation in this context is related to the distinction between egocentric and allocentric frames of reference employed in spatial cognitive tasks. Frameworks can be centered on different receptor surfaces, such as the retina, or they can be aligned with a body part, such as the midline of the head or the trunk, or with an effector, such as the arm or the hand. Because they move simultaneously with the body as it moves through the environment, these frames are collectively labeled ‘egocentric’. In contrast, frameworks that are fixed to the environment itself or to individual objects in the environment are called ‘allocentric’. The locations of objects within these allocentric frameworks do not change as the subject moves in the environment. Grosso modo, cognitive maps in egocentric representations are stored in the parietal cortex, while cognitive maps in allocentric representations are stored in the hippocampus (Burgess, Jeffery & O’Keefe 1999: 3-29). I will use the notation mentalacog map for cognitive maps in allocentric coordinates and mentalecog map for cognitive maps in egocentric coordinates. There is an obvious connection between cognitive maps and mentalc1 maps constructed after a process of exploratory navigation of a certain environment, but the overlapping between the two categories is only partial and the taxonomy needs a differentiation between the two.
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The third cluster of distinctions is the one more relevant to the purposes of this paper and concerns the use of the syntagm ‘mental map’ in the philosophy of mind debates on the format of mental representations employed in inferential mentation (mental sentences vs. mental maps, Braddon-Mitchell & Jackson 1996: 161-176, 179-185, 187-195) or the conceptual vs. nonconceptual content distinction (see, inter alia, Gunther 2003). A mental map is not a literal mapin-the-head, in the same sense in which a mental sentence is not a sentence in the brain, but rather a way of characterizing the format of representations on a functional level. If the representational medium has a cartographic-like character, the sense is more abstract than the immediate sense obtainable by studying external maps. We need to understand the principles behind cartographic representation, like structural isomorphism and analogical mapping and to see the way in which they are relevant for mental representations, while emphasizing a radical departure from the characteristics of a language-like representational system. The use of the term in the conceptual vs. non-conceptual content debates may be straightforwardly connected to mentalacog maps and mentalecog maps, in the sense that a perceptual state is based on a certain background map of the environment20, but its use in the mental sentences vs. mental maps debate needs more qualifications, due to the personal vs. sub-personal dichotomy (see, inter alia, Stich 1978). Intuitively, reasoning is not working on literal map-like representations overall at an infrastructural, sub-personal level of the cognitive system and definitely not at a personal, conscious level. We are confronted with a multiplicity of cognitive tasks and reasoning needs a much more clearly delineated representational flexibility than simple maps can offer. We need to move away from the simple and pre-theoretical view of maps, as external artifacts that guide us in our spatial cognitive transactions with the world and focus on the more structural and theoretically-important characteristics of cartographical representation, which possess, in my opinion, an important explanatory potential for an analysis of the nature and structure of the mental representational medium employed in inferential mentation.
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The connection is more straightforward insofar as mentalacog maps are concerned, the case being more problematic for mentalecog maps. For instance, what Peacocke calls protopropositional content, which for him constitutes one of the two layers of nonconceptual content, the other being scenario content, would certainly correspond to a mentalacog map rather than a mentalecog map. See, e.g., his discussion of seeing a figure as a square vs. as a diamond in A study of concepts (Thanks to Elisabeth Pacherie for making this point)
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In understanding structural representation and analogical mapping, a satisfactory framework is provided by studies like Swoyer 1991 or Mundy 198621. Structural representations (which include many formal languages, measurement scales, logical diagrams, and mental representations like semantic networks and schemas) work as they do because of a common structure between the representation, on the one hand, and the phenomenon it depicts, on the other22. This allows us to reason directly about the representation, sometimes even by manipulating it, in order to draw conclusions about the phenomena it depicts. This type of reasoning is sometimes called surrogative reasoning (see Swoyer 1991). A useful terminology in this context is inspired by Craik 1943 (see especially ch. 5)- we would have a phase of translation into an internal symbolism, surrogative reasoning on representations, and then a retranslation onto the external world of the results and conclusions reached via surrogative reasoning. Analogical mapping concerns the processes underlying the generation of analogies, in which one confronts an application of a structure pertaining to the source analog to the target analog. A series of authors (see, inter alia, Hofstadter 1995 , Gentner, Holyoak & Kokinov 2001) have maintained that analogy is the core of cognition. It seems to me that these analogical mappings that allow one to navigate through situations via identifying their underlying similar structure are tightly related to the capacity of structural representation. In a sense, all reasoning is surrogative reasoning performed on structures at the nexus of various analogically mapped domains. Mapmaking could be essentially considered as a type of analogy-making. Craik takes the power of predicting events as one of the most fundamental properties of thought, and he considers that small-scale models of reality generated in our brains are the best choice for operating mental sorting outs of outcomes and expectations leading to predictions. I find Craik’s treatment of the nature of thought extremely stimulating, but I believe that a lot of further distinctions are needed so as to give us a clearer picture of what is at stake. For instance, mental models as talked about in the psychology of reasoning (Johnson-Laird 1983) or body and world models stated in terms of emulation and simulation (see Hardy-Vallée & Poirier 2004 for a synthetic view) are not to be conflated with internald maps, more of which in the next 21



These studies have a wide range of integration- we could consider the Wittgensteinian core theory in Tractatus as a special case (see Parvu 2001), as well as the structuralist program in the philosophy of science and the philosophy of mathematics as amenable to a similar treatment (see Ibarra & Mormann 1997). For analyses of Wittgenstein’s ideas with respect to mental representations, see Ricketts 1997, Summerfield 1997 or Stegmüller 1969: 415-417. 22 Compare Cummins 1996, Palmer 1978, Haugeland 1985, Perner 1991, Gauker 1994: 124-131, O’Brien & Opie 2004.
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paragraph. Internald maps are not models as those described by Johnson-Laird and not mental images either. Mental models are usually seen as a form of visuo-spatial representations in the human mind/brain. It is not entirely clear whether they are identical to what is called a ‘mental image’. However, Johnson-Laird 1983 has drawn a clear-cut distinction between propositional representations, which are pieces of information resembling natural language, mental models, which are structurally isomorphic to the world, and mental images, which are perceptual correlates of models from a particular point of view. According to Johnson-Laird, comprehension of discourse is a process in which the mind constructs a mental model, a representation preserving a structural isomorphism to what is represented. The processing based on mental models takes place at a subpersonal, unconscious level, and we cannot consciously experience models, as it were. In a series of tasks, we can experience models in a filtered way, such as by mental images, but these are constructed on the basis of the more fundamental structural isomorphism; they are concrete, and not abstract as their foundation. The construction of mental models has been suggested not only in relation to the comprehension of discourse, but also in relation to perception, imagination, and knowledge in general. Models are a more general notion both because some models cannot be visualized, and because images depend on underlying models. Thus, Roger Shepard and his colleagues have shown that individuals can start with a picture of a three-dimensional object and then mentally rotate the object into a different orientation (Metzler & Shepard 1982). The rate of rotation is about 60° per second, and it holds both for rotations of objects in the plane of the picture and for their rotations in depth. It follows that people are rotating not a two-dimensional image of the picture, but an underlying model of the three-dimensional object. Models can also represent abstract notions, such as negation and ownership, which are impossible to visualize. Psychological experiments have corroborated the existence of such abstract elements, and they have shown that reasoning is unaffected by how easy it is to visualize the premises (JohnsonLaird 1983, Johnson-Laird & Byrne 1991). The operations that can be carried out on images correspond to visual transformations, whereas the operations that can be carried out on models can correspond to conceptual processes. The maps I am interested in are more abstract structural representations of various domains (internald maps). A domain is a certain universe of discourse onto which we direct our cognitive focus (e.g. an algebraic mathematical problem, an engineering task, etc.). We need
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domains, otherwise our ontology will be too variegated and undifferentiated. But domains possess a structure, which our minds can grasp or construct (I ignore for the time being issues pertaining to the realism vs. anti-realism debates). I am interested here ultimately in internald maps, but I believe that one can reach insights on them by studying external and mentalacog maps and mentalecog maps as well. An immediate question cluster that arises is the following: Qcluster: Why consider abstract structural representations as some sort of maps? Aren’t they rather mental models or some sort of mental images? Are they still spatial in character somehow, is this why you want to consider them as species of maps? We can discern two sorts of constraints here: (a) a non-deflationist one (i.e. keeping the specificity of maps, differentiating them from mental models and mental images), and (b) a specificity constraint, seen as a vindication of the non-deflationist constraint (if mental maps are different from mental models and mental images, then perhaps spatial layouts play a pivotal role in them, being somehow central or basal) The Qcluster poses a very important challenge in my endeavor: thinking seriously about mental maps with respect to domains, the constraint of non-deflation and the centrality of space/specificity constraint raises the issue whether one can ultimately provide essentially spatial specifications of the abstract structure of domains. These spatial layouts are supposed to capture the abstract structural organization at stake.



D. Static and dynamic maps



I define a static map as an analogue representation in a symbolic or representational form of a state of affairs at a certain point ti in time, to be subsequently used by an interpreter. This working definition tries to cover two of the recurrent problematical topics that emerge in connection to maps, such as their two-layered functionality- mapping and steering23, or the distinction between an analogue record and a map24.
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The two-layered functionality issue is ab initio found in Ramsey’s dictum concerning beliefs of the primary sort being maps of the neighbouring space by which we steer (Ramsey 1931: 237-255). McGinn 1989: 199-201 further emphasizes the issue by arguing that models (the general term he uses encompassing both mental models as discussed in the psychology of reasoning and maps as characterized in the philosophical analytic tradition) figure
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As stressed in the previous section, I am only interested in internald maps for the purposes of this paper, therefore the working definition should be adapted so as to interchange static map with static internald map. But the non-deflationist constraint makes it such that there are, in my opinion, just two apprehendable viae regiae allowing one to get to a mental cartographical medium as a satisfactory representational medium adept at accommodating compositionality. The first is the study of external maps and principles of cartographical design, sensible to varieties of maps and comprised in a large framework regarding a so-called language of graphics (Engelhardt 2002). The methodology to be deployed here is either a bottom-up or a top-down one (the terms in this context are used by Casati 2004). The bottom-up one regards analyses of maps such as those of cities (say, Paris), subway systems (say, the Parisian metro), weather forecast maps or survey maps (say, those used by Australian aborigines in the construction of routes, progressively updated by the continuous use of indications and landmarks such as the winds, characteristics of the soil- see Magnani 2001: 5-6), inter alia. The goal would be the derivation of a series of common principles of cartographical design and the construction of a unifying quasiformal framework allowing an adequate analysis of cartographical representational systems as visual information systems (Engelhardt 2002, MacEachren 1995, Leong 1994, Bertin 1983). The only as the underlying machinery of intentionality, realizing content only in as much as they are embedded in a certain background of goals, behavioural propensities and a network of causally related states. Models have a certain kind of teleologically significant causal role, that of navigating the organism through life. Paraphrasing Ramsey, a representational content is a model by which we function, according to McGinn (McGinn 1989: 199). In the working definition I put forward, the steering function is accomplished via the interpreter, which can be seen as somehow comprising the three elements mentioned by McGinn- the background of goals, behavioural propensities and the network of causally related states. The elements may need to be tied together by a supra-instance that offers them coherence. This supra-instance is not to be equated with a recursive homunculus, an emergentist explanatory construal being sufficient for a satisfactory and equidistant account. 24 This distinction is given by Lyons 1995 in the following terms: ‘An analogue record is something that is brought about when one thing is informed by or registers, in a causally covariant analogue way, the causal impact of something else upon itself, and so can be said to be transformed by that causal process’ (Lyons 1995: 175), while ‘A map […] is a piece of information with representational or symbolic content deliberately produced so as to depict an array of objects or events and the relations between them’ (idem). Lyons also distinguishes between two kinds of procedures, a mapping and a transforming one, their end-products being a map, respectively an analogue record. Analogue records (e.g. the production of carbohydrate in a plant’s system, recording the amount of sunlight received by the plant, a footprint in the sand, a fingerprint) do their work in a purely causal way, not requiring an interpreter, via a number of transformations. Maps, on the other hand, are representational devices using a non-resembling conventional symbolism, standing in need of an interpreter which understands or is capable of interpreting the conventions (for a more ample discussion, see Lyons 1995: 157-182). Maps differ from pictures, their hallmark is not natural generativity (as Schier 1986 would put it), precisely because of the intermediate symbolism. This symbolism is conventional, but we need to distinguish at least two senses of conventionality here: the first points to artefactuality, as in the case of external maps, the second to the constraints of cognitive architecture, as in the case of internald maps. The minimal contention in this paper is that the symbolism imposed by cognitive architecture is nonlinguistic in character, otherwise one could compatibilize a LOT view with the mapping component. The maximal contention is that the symbolism is cartographical, in a sense to be carefully delineated (see §C, the discussion on internald maps).
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top-down methodology starts à rebours, from a setting of the general conditions for a semantics of idealized maps, only then studying the properties of ordinary maps, which may more or less depart from those idealized structures. One first analyzes formal maps which are to ordinary maps what sentences in a formal language are to sentences of ordinary language. A formal map can be thus thought of as providing the logical form of an ordinary map, and the formal semantics for formal maps is extendable to a general semantic account of ordinary maps (Casati & Varzi 1999, Casati 2004). The main problem that confronts us in following the first via regia concerns the ultimate relevance for cognition and mental representational media of the discussions and analyses on external maps. We would need to adapt the results so as to acquire a degree of cognitive plausibility and relate, say, the syntactical construction of complex cartographical composition schemas out of simple cartographical component schemas and their alleged compositional semantic interpretation to operations on concepts conceived in a cartographic-like manner25. The second via regia concerns the study of mental models in the psychology of reasoning and the focus on the debate mental models vs. mental logic (Johnson-Laird 1983, Braine & O’Brien 1998, Oakhill & Garnham 1996), but the specificity constraint imposes one to move away from the abstract view of models and to rely perhaps more accurately on mental spatial models. Then, one would need to build up all inferential mentation on spatial bases, seeing space as playing a pivotal role in cognition, in the minimal sense that it a) allows the construction of abstract reasoning on spatial reasoning and b) views spatial representations as the foundational vehicles on which all representations employed in reasoning are built upon. Johnson-Laird (see Johnson-Laird 1998) has suggested, together with other researchers, such as Jackendoff (see, inter alia, his 1992) that the ability to envisage spatial representations is a precursor to many forms of abstract reasoning. Relational terms that naturally lead to spatial representations should speed up the process of reasoning, in contrast to visual relations which may elicit irrelevant visual detail. These predictions stem from the so-called ‘visual impedance hypothesis’ (Johnson-Laird 1998, Knauff & Johnson-Laird 2002, Knauff & May 2004). This primacy of space in human cognition is also emphasized by Barbara Tversky’s 25



As a metacognitive remark, the analogical mappings needed to account for the correspondences between the cartographic source and the conceptual target appear rather loose and difficult to discriminate in a more fine-grained way. But this should not discourage us, since artifacts have a history of cognitive relevance behind (Dretske’s approach, for instance, is similar- analyzing measuring devices appears to be a useful strategy in dealing with cognition).
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studies on visuospatial reasoning (see, e.g., Tversky 2005)- because of the naturalness of mapping abstract elements and relations to spatial ones, spatial reasoning serves as a basis for abstract knowledge and inference. Insofar as the meta-theoretical observations are concerned, it appears that we are dealing with uncertain elements on both the compositional and the cartographical level. We cannot set a clear goal in advance concerning compositionality- what type of compositionality are we to expect in maps? This is also because the notion of compositionality does not seem to be cleared of all ambiguities, as the remarks in § C showed. On the cartographical level, we have two options: either we start analyzing external maps hoping to derive interesting results applicable to cognition (i.e. a language26 of graphics as a true compositional alternative to a regular linguistic representational system), engaging in a formal semantic project for formal maps, or we rely on studies purporting to build thought and language (for language, inter alia, see Lakoff & Johnson 1980, Fauconnier 1985) on spatial structures. I am interested in the capabilities of a cartographic representational medium to emulate the abstract structural organization of domains on spatial bases. An ‘emulator’ is an element of computing jargon- a device or piece of software that enables a program or an item of equipment intended for one type of computer to be used with exactly the same results with another type of computer27. As an example, connectionist networks are emulated by classical, Turing machines. We clearly need such an emulator at base when venturing into theories of cognitive architecture stated on a computational level. Turing machines are emulators and clear paths toward the LOT hypothesis are straightforwardly envisageable, but are they plausible emulators for natural, as opposed to artificial cognition? Moreover, are they plausible emulators for cognitive competence altogether? My strategy for the time being is to start from an analysis of compositionality in simplified external static maps in order to distinguish rudiments of issues to be explored later. Projects wishing to offer a satisfactory syntactic, semantic and pragmatic account of regular 26



Talk of a ‘language’ of graphics might make one think that we are still dealing with a language at an organizational level. Mutatis mutandis, we would have a minimalist position towards LOT (see also BraddonMitchell & Jackson 1996: 170), according to which what needs to be insisted upon is the fact that internal representation is structured. But, as Braddon-Mitchell and Jackson point out, sentences and maps (n-dimensional arrays in general) are alike in being structured, being nevertheless importantly different in the way in which they each represent. 27 See also Grush 1995.
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external static maps are being carried out in attempts to develop accounts of pictorial languages, but they cannot, in my opinion, pretend to say something relevant about cognitive architecture in their current status, only about one’s design, understanding, interpretation and utilization of maps when confronted with spatial and, more generally, graphical cognitive tasks. Insofar as cognition is concerned, maps emerge from these studies just as devices that augment one’s cognitive capacities or offload short-term memory. One possible route is to fix in advance the type of compositionality to be expected in maps, but this is difficult, due to internal problems with compositionality. Strong compositionality requires us to discern primitive elements and rules of combination of these primitive elements so that the meaning of an ensemble is determined by the meanings of constituents and the way they are concatenated. Functional compositionality requires us to identify roles and fillers, to decompose roles and to assign distinct primitive vectors to each filler so as to bind the fillers to roles by forming tensorial products between primitive vectors, summing them in order to obtain a singular compound representation of the whole structured item28. Weak compositionality requires solely that the meaning of an ensemble is exhausted by the meaning of rather undifferentiated constituents and the way they are strung together. We are also in expectative with respect to the direct compositionality debates. Prima facie, it is difficult in static maps to discern primitive constituents in the way these are discerned in language, the paradigm being formal languages, with a straightforward syntax and a compositional semantics. What are the analogues of syntactic symbols in maps? The answer is to be found in cartographic symbolism. We start from a situation to be depicted, identify its core structure and devise symbols to represent elements in the core structure. They are not as arbitrary from a formal point of view as in the case of language, since they need to evoke in a way the depicted element. With respect to semantics, it has to be noted that we need to distinguish two levels of analysis- on the one hand, we have the cartographic symbolism and the conventional meanings associated to the items there, while on the other hand, we have a certain constraint imposed by the depicted state of affairs, in the sense that we need to respect its structure. We do not have, it might seem, the same two levels in language. No constraints with respect to the state of affairs are required. Words can float free, so to say, of the world, as long as 28



I do not address here functional compositionality, as previously mentioned; a proper treatment of the correspondences between the functional symbolic cartographic level and the sub-symbolic connectionist level is to be wanted, but this remains a task to be carried out at a later time.
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they respect the rules of grammar in order to have syntactically well-formed formulas, certain semantic constraints so as to have semantically well-behaved formulas, and rationality constraints so as to distinguish inferentially salient trains of thoughts from mere associative ones. There is a much closer connection between maps and the world than between sentences and the world. This closer connection is expected to somehow fix the meaning and not just the reference of the constituents. Seizing a certain structure in the world implies that the meanings of the constituents of would-be maps are determined with respect to the particular context thus seized. Detaching the constituents of the structure from that particular setup provokes a loss of their meaning. In a map, as in the world, meaning is holistic. Everything is connected. Not the same holds for language, where constituents can float freely, as long as they conform to the aforementioned constraints, and meanings possess a detachment from particular contexts. This raises an important point for the conceivability of concepts in a cartographic medium. A language allows us incredible permutations and combinations of primitive elements on the basis of rules. There is no upperlimit insofar as well-formed formulas are concerned. But there appear to be some limits when it comes to the semantic constraints. Not anything goes: ‘Colorless green ideas sleep furiously’29. What are the parallels of these semantic constraints in maps? It appears that these are closely tied to the way in which things stand in the world. We cannot construct maps ad infinitum just by mingling the presumed constituents, even if they depict possible states of affairs. In order to provide semantics of these randomly constructed maps that nevertheless respect certain cartographic constraints imposed ab initio one needs a prior minimal fixation of meaning. The move is not always from the world to the map. Taking a map and starting to move its constituents around generates a new map that could have a truthmaker in a possible world, but the move is now the other way around, from the map to the world. In order to allow semantic interpretation,



29



Chomsky’s famous 1957 example, whose syntactic tree is depicted below. Although contested by functionalist and cognitive linguists (see Bolinger 1977, Halliday 1978, Lakoff & Johnson 1980), the notion of meaninglessness in language seems to me important and relevant for applications to maps as well.
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however, the process itself of mingling is constrained by the initial minimal fixation of meaning. Let us consider the following example: Take a map of Europe. Let us interchange two presumed constituents, say Corsica and Romania. I call the four items involved ‘icons’, and associate them some indexes in the following way: Corsicar, Romaniar, Corsicac, Romaniac (nevertheless, the icons are formally identical, both as types and as tokens). We will need to adjust the map so that the new location of the two icons on the map is plausible- the borders and sizes of the countries neighboring Romaniar (including the Black Sea) need to fit the borders of Corsicac (the other way around would imply a reshaping of the borders and thus size of Corsicar, making it simply Romaniar), and the locations of the isles in the Mediterranean Sea need to be changed in order to allow the insertion of Romaniar so as to respect the location-core of Corsicar. There are many ways in which one could perform the adjustments, but the interesting theoretical conclusions are the following: the new map, with Corsicac and Romaniac, is syntactically well-formed (no cartographic constraints are broken, we just need to make perfectly permissible formal adjustments), and semantically felicitous with respect to a counterfactual state of affairs easily envisageable as long as we initiate a quasiconfabulation on tectonic movements, historical circumstances leading to Corsicac instead of Romaniar and the like. This is just what thinking counterfactually implies. The new map doesn’t appear to differ from a syntactically correct sentence which is semantically felicitous. There is no problem with the adjustments either. In the case of maps we need to go on and make adjustments in the map when mingling the constituents in a way that is paralleled in language via the semantic plausibility or felicitousness constraints. But the difference is that these adjustments in the map reach the world as well, due to the structural isomorphism with the depicted state of affairs, a counterfactual one in our example. The question arises insofar as the link between the semantic constraints and the world is concerned. Do the semantic constraints mirror mundane constraints? It appears so. The constraints (fitting of thematic roles, etc.) are tightly related to a grasping of metaphysical and physical prior constraints. Counterfactual reasoning is made possible by an initial fixation of meaning for the constituents, subsequently mingled. But the fixation of meaning is brought about in an initial act of grasping, as it were. One starts from reality, represents it in either a map or a sentence, thus fixing the meaning of the constituents in this correspondence relation, and then uses the representation to reason counterfactually by mingling the constituents while respecting the constraints mentioned at the
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beginning. A divergence arises with respect to the fixation talked about, because in the case of a map which results after a transformation this appears to be somehow lost. What is the new meaning of Corsicac? Does it preserve a certain minimal core in the new map? In language, things are much more straightforward. The holistic constraints are much looser. One enjoys an unparalleled freedom with respects to combination and permutation, without much loss in the stock of features pertaining to the underlying concepts. Adjustments are made, but they seem to be much more local than those in maps, where intrinsic connectivity implies global reverberations. I defined a static map as an analogue representation of a state of affairs at a certain point ti in time. Static maps are unable to represent change in a gradual fashion. You start from a frame α and if something then changes in the depicted state of affairs you modify α so as to accommodate the changes, with the loss of the intervening steps and the seizing of the dynamics of change. This is the kind of update available for static maps. But one may consider whether this kind of update is plausible for cognition. Changes or transitions in cognition are not apparently done in this leaplike fashion, but involve a subtle shifting and change from one frame to another, as it were. The update is continuous, not leap-like. This idea suggests a new way of looking at compositionality: rather than focusing on primitive syntactic elements in the courtyard of cartographic symbolism, and to rules of combination of these syntactic elements on the two identified levels- an intraiconic one (the constraints of cartographic combination) and an extra-iconic one (the isomorphism with a real or counterfactual state of affairs)-, we could consider the stages themselves as primitives and thus induce a multilayered conception of compositionality. In the case of static maps we cannot expect map stages to solve compositionality, because they are not intimately connected. We would need a transition which is itself depicted in the map. Thus, the need for dynamic maps arises. But this should not restrain us from trying. The following pages are thus dedicated to punctual analyses of how we may go on accommodating strong and weak compositionality in static maps. As previously stated, strong compositionality requires us to discern primitive elements and rules of combination of these primitive elements so that the meaning of an ensemble is determined by the meanings of constituents and the way they are concatenated; moreover, the meaning of the ensemble is exhausted by the procedure that regularly starts from a syntactic tree and assigns semantic types to its elements. This catches the so-called local character of semantic interpretation and imposes context-independence. The problems regarding the accommodation of
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strong compositionality in static maps can be categorized in the following manner: (1) syntactic problems, concerning a satisfactory determination of the primitives, (2) semantic problems, insofar as the meaning of an icon appears, at least prima facie, to depend in a holistic manner on the meanings of the other icons, (3) combinatorial problems, raised by the procedure supposed to tie up together constituents in wholes whose meanings are completely determined by the rules of combination of the primitives. Let us take them in order. (1) syntactic problems- primitives on a map are straightforwardly determined via the constraints of the cartographic symbolism, as arbitrary as the regular linguistic symbolism. There are various repertoires of cartographic symbols, depending on the domain at stake. Spatial layouts like the ones depicted on, say, usual external maps of Paris, impose a certain choice of cartographic symbols. The process of mapmaking, as well as the acquisition of expertise in mapmaking, starts from these basic units that are thought to adequately represent the elements identified in the domain in order for the cartographic abstraction to be constructed. The choice of symbols is not truly arbitrary, since a prior process of metaphysical or physical carving of the world is needed. The choice of symbols is strongly dependent on settling the categorization issues when dealing with the fundamental structure of the domain. We might discern two syntactic layers: an intra-iconic one (iiS) and an extra-iconic one (eiS). iiS deals with the cartographic repertoire- semi-arbitrary symbols that function as proxies for elements of the domain. eiS deals with the process of carving of the domain so as to discern its fundamental structure to be subsequently represented. Even if we want to represent a counterfactual state of affairs, we will need to structure the map respecting the cartographic conventions. The mingling of elements is not done ad hoc either, but still needs to respect some norms (for instance, we cannot insert the Indian Ocean in the middle of Europe and adjust the borders of the various countries so as to accommodate the new location of the ocean; we could consider the ocean as a sort of Aral-like intra-continental sea or a lake, but this moves us away from the semantic nucleus that is fixed for the icon in a prior circumstance of modeling) Primitives in internald static maps are thus amenable to two sorts of constraints, pertaining to the iiS and the eiS layers. We need some sort of conventionality in cognition, mirroring the conventionality found in cartographic symbolism, and mapping functions between the mental medium and the domain to be structured, so as to assure a structural isomorphism between the two at the syntactic level. The conventionality is, in my opinion, assured by a series of perceptual and concept-fixing contingencies. The processing
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of the sensory flow, assured by perceptual modalities and the passage from an analog to a digital format allows a finer grain of discrimination in the arrays dealt with, subsequently leading to the fixation of certain conceptual minimal nuclei. The minimal nuclei parallel cartographic symbols, since these are devised only in a tight relation to the elements discerned in the domain. Conventionality is assured by the constraints inherent in our precise neural functioning. The second layer generates more problems, since a certain grasping of the structure of the domain is needed. The grasping is not necessarily an insight in which one can seize the structure and it is not necessarily consciously tracked either. The grasping could be a constructive and exploratory process, but the important point is that mapping functions come into play. Visual perception of a scene is a typical example in which mapping functions allow the construction of representations later deployed in mental imagery. In the same vein, one can extend the idea for the other sensory modalities, but what interests us in internald static maps as media in which to couch concepts is not necessarily tied to particular modalities. An option would be to see a close link between perception and conceptualization and to view concepts as built up from and consisting in modalspecific parcels (imagistic features, acoustic features, tactile features, etc. that come to mind in the process of tokening the concept30). Another option would be to view concepts as austere insofar as this semantic halo is concerned, as purely amodal constructions, eventually relying on the mapping functions bringing the grasp of the abstract structure. I do not want to delve into this issue here. It suffices to note that amodality conflicts with the non-deflationist constraint and a cartographic account would be thus severely impoverished. Some modal-specificity is wanted, but its character is problematic. My contention for the time being is that the modal-specificity in maps concerns space. Summing up, to the question: What are the syntactic primitives in internald static maps?, the answer is symbols resulting in a process of transformation of information on a domain from a perceptual state into a conceptual one by the use of mapping functions that fix the abstract elements. These symbols are modal-specific, in the sense of being tied up to space.
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A consciously acute tokening implies a bigger stock of modal-specific parcels that is brought about, while a mere functional tokening (the concept per se does not interest one, only its functional core when it comes to pure inferences) implies a minimal stock of modal-specific parcels, governed by various plausibility and relevance constraints, according to the context.
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(2) semantic problems- it is difficult to offer an atomist psychosemantic account for a map of thought, due to the holophrastic potential of its elements. The meaning of a cartographic symbol is dependent, as mentioned before as well, on the meanings of the other symbols with which it is tied up in the array. A proper semantics should be a conceptual role-type or holistic one, in order to accommodate this intrinsic connectivity. What could be the equivalents of semantic types on a map? This task may not be as far-fetched as it might seem. Anyway, we do not expect identity between constituents in syntactic trees + semantic types associated to the constituents on one hand and cartographic symbols + semantic types associated to them on the other hand. Certain bridging principles and rules allowing translatability between the two representational systems are needed, but they seem providable in principle.



(3) combinatorial problems- we have a stock of syntactic primitives, but we also need full-fledged rules in order to distinguish well-formed formulas. iiS and eiS work in tandem, but the problem is that, just as domains raise a big problem when it comes to carving them (think about the multiple ways in which they can be structured), so do maps. There are various possible sections one can distinguish in a map- you can draw horizontal lines and detach components thus created, you can draw in a similar fashion vertical lines, curved lines and so on and so forth. The meanings of the ensembles seem to depend on something more than just the meanings of the components and the ways in which they are put together. Detachment from the whole implies a loss in the meaning of the composing icon. Only on the background of the whole does an icon possess its full meaning.



Strong compositionality seems to be defined with an eye on language in the first place and not at a more abstract level. It requires a clear-cut delimitation of primitive and complex symbols and an account of how the complex symbols in a representational system inherit their syntactic and semantic properties from the primitive symbols of the system. The task of accommodating it requires some sort of account for conceptual structure at the level of internald static maps, but there are a series of syntactic, semantic, and combinatorial issues that slow us down. The key to generalizing compositionality for non-linguistic representational systems could then be to relax the syntactic ideas of ‘constituent’ and ‘structure’ leading to a form of weak compositionality. But this only puts the syntactic problems apart, not dealing in a satisfactory
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way with the other two clusters of problems. Context-independence is the hardest aspect to accommodate when trying to offer an account of internald static maps as compositional. But this nexus could be seen in a different way altogether. The issue is whether inferential mentation is context-independent or context-dependent or whether inferential mentation possesses stable, clearly delimitated syntactic constituents, not the other way around. The move should be rather from as much as possible a bias-free account of the emblematic features of inferential mentation towards a possible model for it, computational, representational and language-like or map-like, and not from the model itself, with its peculiarities and limitations, to inferential mentation, via a transcendental argument. I am not a fan of a priori arguments for a language of thought31, nor of a priori arguments for a map of thought for that matter. The de facto recognition of the emblematic features (productivity and systematicity being the most important) itself might rather be a de iure one. It often seems the case that the psycholinguistic premise (if you can say it, you can think it) functions as a safety gear, while the thesis of the hidden mechanics of inferential mentation, denying any plausible role played by introspection in the process (you do not know how you think) makes it easier to derive the wanted conclusion. I do not want to deny the emblematic character of productivity and systematicity, but I would like to know more on their genealogy. A language-like mental medium would indeed allow smooth natural language acquisition, as one of the arguments in favor of LOT asserts, but what if the intrinsic medium is rather map-like (note that we should not be too constrained by the view of maps as they are regularly conceivedexternal maps are artifacts, we do not expect to find them implemented as such in neural hardware, but internal maps, isomorphic representations subject to some modal-specific spatial constraints insofar as their expressive power and expressive capabilities are concerned and other constraints similar to those on external maps, such as projection, generalization and scale are conceivable as implementations in neural hardware), allowing some weak compositionality, and strong compositionality gradually arises on a developmental scale while the genetic programs responsible for the acquisition of language start to work, language settles in and offers powerful support for the fixation of concepts (a mapping between pre-linguistic thought and linguistic thought is assured at the conceptual level), consciousness reaches a meta-level and allows second-order cognitive dynamics (thoughts about thoughts, meta-trains of reasoning), other
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Such an a priori argument is offered in Davies 1991.
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media are internalized (formal languages, methodological tools, visual, iconic displays, diagrammatic representational systems etc.) and permit us to literally think through them? There is a bifurcation at this point. One road would lead us to a dichotomy between weak and strong compositionality, a minimally binary cognitive architecture of a superpositional kind (intrinsic map-like medium + internalized media, linguistic, pictorial or otherwise) and supporting arguments from the areas of cognitive ethology, cognitive archaeology, and developmental psychology pertaining to nonlinguistic thought, prelinguistic thought and the mapping conceptual base / conceptual differentiation / hypothesis formation and testing – language (word learning, acquisition of syntax). The other road would lead us to the defining of a more general notion of compositionality, able to encompass both language and maps, and to block the IBE leading to a LOT since a map is capable as well at accommodating compositionality. We would be left with a case of underdetermination of theories and a choice to be made on compositionality-outward criteria. Compositionality would somehow be assured intrinsically by a map-like medium. But this type of compositionality is distinguishable from the strong, weak, and potentially functional ones. How might this presumably new type of compositionality look like? The idea is to conceive the transition between map-stages in a dynamic map as the equivalent of the transition between language-like states in a computer. The map stages are to be seen as constituents (semi-primitive), and the rules of transition from a stage to another are the rules of combination of these constituents. Why are map stages only semi-primitive constituents? The truly primitive constituents are the constituents on a map (cartographic symbols, isomorphs of external categories), but in a dynamic map we need to consider the stages themselves as primitive constituents and the rules that transform the truly primitive constituents and the relations between them as rules of combination of the primitive constituents. Let us think about a situation in a domain represented in a dynamic map. We have an initial mapping that replicates the structure in order for it to be used in surrogative reasoning. But the mapping is sensitive to the continuous transformations in the environment and we need a certain flexibility in the format in order to take change into account. Even if surrogative reasoning is performed, it is nevertheless strongly influenced by the changes in the environment. The mapping needs to be adequate for allowing the detection and integration of these changes into the system. We just need some schemata for the surrogative symbols, some nuclei that do not fix the reference and meaning of
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the represented item or state of affairs, in a format structurally sensible to this. A dynamic map does just that. Some things rest the same in the domain, some change, some change suddenly, some gradually, but the basic idea is clear- we need capabilities that allow this possibility for change and evolution in time. Linguistic changes are permitted just by this medium that can emulate other media- a dynamic map of thought. A dynamic map is an analogue representation in a symbolic or representational form that takes into account the changes in the depicted state of affairs. Whereas a static map represents only a state of affairs at a moment ti in time, a dynamic map represents a state of affairs in its temporal dynamics, from a moment t1 to a moment tn. A cartographical medium capable of taking into account the temporal dynamics of a state of affairs would need built-in representational capabilities for a continuous representation of change, such as flexible, transient symbols and rules of combination of these symbols that mirror external, physical rules. Stating the issues in Craik’s framework, translation and surrogative reasoning need to be operated by a medium that builds small-scale models of reality in its changing flux. A dynamic map incorporates all the virtues of a static map, because if the depicted state of affairs doesn’t change (of course, we would need to get clearer on the dimensions of change, since changes are always occurring from one point of view or another, but what interests us here are representationally salient changes) we simply have a dynamic map in which all the frames are the same. The representation of changes can also be non-interactive or shifted forward and backward, in the sense that there is no perfect mapping that goes from a representational system to reality itself; we may have some intermediate steps that distort or occlude an accurate representation of reality. But this is good news for a dynamic map view, since it means that a dynamic map is adept at handling misrepresentation or error. I see a dynamic map as an interactive map, its main feature being the possibility of continuous updating, much in the way in which an autonomous mobile robot deals with actual sensor information; this continuous updating better accounts for the dynamic character of our thoughts. A dynamic map can be seen as a concatenation of frames consisting in static maps, structural isomorphic representations of a state of affairs at moments t1, t2, …, tn. Note that we could consider the representations as being of distinct states of affairs, as if the metaphysical individuation is somehow punctute, but I endorse here a type of metaphysical individuation that
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considers a state of affairs as being in a certain flux of change, that can be depicted via a representation having the required capabilities of accounting for this dynamics of change. We can distinguish two levels where discussions of dynamic map syntax and semantics are to be carried out. The first, intra-frame level, is the level of static maps that are concatenated to give a dynamic map. The second, inter-frame level, is the level of syntactic and semantic relations between the frames that compose a dynamic map. Syntactically and semantically, a dynamic map does not differ essentially from a static map at the intra-frame level, its main characteristics being informational richness and the lack of representational atoms. The informational richness of a dynamic map is derived from the informational richness of the surrounding world, since a map is a pictorial representation that “resembles” the represented object or objects, in the sense that, on the one hand, each part of the representation must correspond to a visible part of the object or objects and, on the other hand, the represented “distances” among the parts of the representation must correspond to the distances among the corresponding parts of the actual objects (as they appear from a particular point of view). By contrast, sentences can give only discrete, small, isolated bits of information. Dynamic maps do not have minimum units of truth assessable representations at the intra-frame level, just like static maps. Each part of a map contributes to the representational content of the whole map, in the counterfactual sense that had that part of the map been different, the representational content of the whole would have been different. However, there is no preferred way of dividing the map into basic representational units. This feature is the one that accommodates context-sensitivity and the compatibility between semantic holism and compositionality, at the intra-frame level. The novelties brought by a dynamic map are to be searched at the inter-frame level. We need structural correspondences between frames in order to represent a situation in its dynamics. Certain conceptual nuclei, on the basis of which mutations and changes occur, are to be expected as syntactic elements. We need to extend our initial syntax for static maps into the realm of dynamic maps so as to dispose of a set of (visual) variables comprising movement. In the DiBiase framework (DiBiase et al. 1992), which could prove useful, we have three dynamic variables for mapping, namely duration, rate of change, and order, supplemented by display date, frequency, and synchronization.
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One interesting issue that arises in connection with dynamic maps concerns the twolayered functionality and the dissociation from analogue records discussed in § D, incipit. The mapping is a diachronically continuous, dynamical one and the question that arises is whether there are underlying interpretative mechanisms that permit the updating. An interpreting module seems needed for the transitions between the conceptual nuclei or schemata from one frame to another frame in a dynamic map, the alternative consisting in automatic procedures that engender the transitions. My contention is that a dynamic map medium could work with the help of automatic procedures only in the case of perceptual dynamic maps, which would presumably be cartographic-like representations in the various sensory modalities. Varieties of perceptual dynamic maps would include dynamic AT32 maps (dynamic audio maps, dynamic visual maps, dynamic olfactory maps, dynamic tactile maps, dynamic gustatory maps), as well as dynamic kinesthetic, thermoceptive, nociceptive, equilibrioceptive or proprioceptive maps. In the conceptual case, some conscious cognitive interlacing seems mandatory for the inter-frame transitions. The dynamics of activation seems to me to be partly triggered by conscious ratiocinations. A plausible model of cognitive architecture in this case would presuppose a place-holder for a conscious element that could interpret the mappings so as to allow inter-frame transitions. These initial conscious stages of tokening a ratiocinative process via dynamic maps could become automatized in a subsequent phase, thus generating automatic transitions. The intra-iconic (iiS) and extra-iconic (eiS) layers are encounterable in dynamic maps as well, both at the intra- and inter-frame level. iiS was dealing in the case of static maps, we remember, with the cartographic repertoiresemi-arbitrary symbols that function as proxies for elements of the domain. The situation for dynamic maps at the intra-frame level coincides with the situation for static maps, but novelties are found at the inter-frame level, concerning the transitions between frames. The capabilities that engender the transition need to be in-built. We cannot simply rely on the structural isomorphism with the situation depicted in its dynamics to account for these transitions. Complex expressions would consist here in the end-product of various concatenations of frames temporally ordered.
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The abbreviation AT stands for Aristotelian Taxonomy, since Aristotle was the first to devise the pentapartite classification of the senses in his De Anima.
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The end-product is not a simple kinogram or static map, but a composite in which all the frames are tagged and tracked by conscious interpretative mechanisms susceptible to become automatized. This is just syntax. At the semantic level, the meaning of such a composite, in order to be compositional, needs to be generated from the meanings of the components (frames) and their rules of combination (transition rules based on in-built capabilities to detect changes in the represented state of affairs and to switch the frames accordingly). It is problematic to distinguish meanings at this holon level, i.e. meanings of entire frames. But it is also problematic to conceive of ways to have the meaning otherwise than by appealing to components. Representing and tracking/checking the changes allows adequate semantic interpretation for complex expressions. eiS deals with the process of carving of the domain so as to discern its fundamental structure to be subsequently represented, but one may confront a non-negligible amount of underdetermination. The fundamental problem with respect to dynamic maps concerns inference in such media. The presence of transitions marks a significant departure from the static case, but seeing transitional rules as inferential is problematic. As Bermúdez 2003: 162 points out with respect to static maps, the transitions might be modeled on broadly associationist lines, the possibility of such transitions enabling maps to serve as guides to action. In dynamic maps, the inter-frame transitions are determined by a synchrony between the mental medium and the changes in the depicted states of affairs. We may talk about map combination as well, but this would take us one step further. I believe, however, that proto-inference is to be expected in maps, while full inference is got by superimposing other media such as internalized formal and natural languages. Inspecting, even skimming maps seems to me like a restricted process of inference-drawing.



Concluding remarks Fodor’s foundational argument or α theoretical structure for a LOT can be stated as follows: 1. focus on inferential mentation (somehow isomorphic to deductive reasoning: the causal rational transition from a mental state to another, where mental states are conceived as relations between an organism and semantically related representations),
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2. identify emblematic features of it (the compositionality phenomena), and 3. operate an IBE (inference to the best explanation) leading to a LOT, since only it can accommodate compositionality. While we may question step 1 in the sense of denying the adequacy of treating inferential mentation as an independent type of mentation, and step 2 in the sense of considering the compositionality phenomena as non-de facto emblematic characteristics of inferential mentation, my concerns regard the third step. What if it is not the case that only a formal33 language of thought can accommodate compositionality? Could we have compositionality in maps, and if so what kind of compositionality? I distinguish several types of compositionality in terms of some dichotomies (strong vs. weak, actual vs. potential, concatenative vs. functional, direct vs. indirect), and I content myself with the idea that a strong or actual form of compositionality is not mandatory for a cognitive system. That a cartographic-like medium is capable of accommodating at least a weak form of compositionality and at compatibilizing the principle of compositionality and the principle of contextuality seems to me to be right, but we need a clearer grasp of the strategies most adapted for an investigation of compositionality in maps- what kinds of maps are we considering as salient for the conceptual/ratiocinative case, what type of compositionality are they capable of accounting for, and so on. My strategy for the time being was to start from an analysis of compositionality in simplified external static maps in order to distinguish rudiments of issues to be explored later. Applying the results to the cognitive case needs evaluations leading to the development of a theory of concepts in a cartographic-like medium and clarifications concerning the emulational capabilities of a map medium, onto which language and other representational media are to be internalized. A series of syntactic, semantic, and combinatorial problems arise, and the quasifailure of strategies that start from a definition of compositionality extrapolating from the linguistic case and then investigate the analogue case in maps might be interpreted as imposing a need for a more fundamental notion of compositionality, comprising both languages and maps, with emendations later brought about for each of the two cases. With respect to dynamic maps, we could conceive the rules permitting the transition between map-stages as combinatorial rules 33



In this paper I remain agnostic with respect to conscious thought as being or not being exclusively conducted in internalized natural languages (see Carruthers 1996), being concerned only with thought seen as an infrastructural process.
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linking stages as constituents, and thus we could talk about a presumably new type of compositionality at stake, but much more developments are needed. A



full-fledged



development



of



a



cartographic-like



representational



medium



accommodating a form of compositionality would have very interesting implications for the nature of thought, implying that non-linguistic processes tied up to spatial structures are to be taken as somehow basal in cognitive architecture. Learning natural languages and internalizing other representational media enhances the power of thought, but, in my opinion, a dynamic map medium with emulational capabilities holds the key in accounting for the nature and structure of the mental representational medium employed in inferential mentation.
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