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COMBINING GLOBAL AND INDIVIDUAL IMAGE FEATURES TO CHARACTERIZE GRANULAR PRODUCT POPULATIONS F. ROS,1 S. GUILLAUME,1* G. RABATEL,' F. SEVILA1 AND D. BERTRAND2 Centre National du Machinisme Agricole, du Genie Rural, des Eaux et des Forêts, Génie des Equipements, Avenue Jean-François Breton, BP 5095, F-34033 Montpellier Cedex 1, France 1 Institut National de la Recherche Agronomique, Technologie Appliquée à la Nutrition, BP 527, Rue de la Géraudière, F-44026 Nantes Cedex 03, France 1



SUMMARY The characterization of granular product populations using image analysis is a difficult problem because it often requires the extraction and combination of many different features. We propose to study in a general way these problems of granular product classification, considering the image analysis phase, the processing of the information extracted and the decision making. In this paper we focus rather on the decision system development. It is based on a hierarchical approach to the problem, including a generalist system whose outputs are ambiguous (an approximative solution), connected to specialist systems trained to give non-ambiguous solutions. The inputs of the generalist system are the components of a vector containing the most important information for discriminating all the decision classes, while the inputs of the specialist systems are those which best distinguish a given class from another. This strategy enables us to overcome the multiclass aspect of the problem. It is independent of the choice of the techniques to select the pertinent information and to take the decision. This method is applied in the framework of a meal classification where three types of classifier (discriminant analysis, k nearest neighbours and multilayer neural networks) are compared. © 1997 John Wiley & Sons, Ltd. J. Chemometrics, Vol. 11, 483-500 (1997) (No. of Figures: 12 No. of Tables: 7 No. of References: 14) KEY WORDS
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From the first milling of cereals to modern activity sectors such as building or pharmacology, humanity has been confronted with the production of granular products. The two main difficulties in the production of granular products are the improvement of qualtity and increasing productivity. This double objective is usually reached by automation. However, quality control has to take into account both objective and subjective criteria.1 In many industries this quality control is ensured only by an expert who controls all the mechanisms of production. He is guided not only by chemical and physical analysis but also by subjective characterization (vision, touch). To help this expert and to improve the quality of granular products, many researchers have proposed artificial methods2'3 using different sensors. Image analysis seems to be the best-adapted sensor because it is fast and non-destructive and because there is no restriction on the type of products that can be analysed. Two types of invariant can be extracted from this type of images. The first concerns extraction of invariants on isolated particles and leads to a statistical distribution of parameters such as object area which we call an HF (histogram feature). The second corresponds to measurements of the whole images and is rather related to texture or shape, e.g. constant grey-level run lengths. These features are Correspondence to: S. Guillaume, Centre National du Machinisme Agricole, du Genie Rural, des Eaux et des Forêts, Génie des Equipements, Avenue Jean-François Breton, BP 5095, F-34033 Montpellier Cedex 1, France
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different in their nature (shape, texture, etc.) and in their dimension. Most researchers4 addressing these subjects limit themselves to a single type of extracted feature to solve their classification problem. They argue that it is difficult to combine information from different sources and that using all the information slows down the computing time. However, in the framework of a classification problem as complex as a qualitative evaluation the information contained in one feature only may not be sufficient. The paper by Ros et al.5 shows that even with a rigorous data preprocessing (histogram intervals generated automatically, size of the samples estimated, intra-parameter treatment) it is necessary to consider both types of features, because individual information is not complete enough to solve the problem. The difficulty is especially related to the way the parameters have to be combined knowing that they are non-homogenous, non-equally pertinent and redundant. Another point to be considered is related to the multiplicity of the classes. If a decision is based on two classes, a classifier system only is necessary. Generally, granular image classification is based on more than two classes, say n classes (rc = 3, 5, 7 classes are typical situations). In this case the abovementioned selection method may only lead to an ambiguous, non-accurate final decision. This is because the decision criterion is global and may not be satisfactory for all the decision classes, except if there is no overlapping between them (which is not frequent). We propose a general method to overcome this type of pattern recognition problem. The phases, image analysis (evaluation of the invariant to be extracted) and data analysis (search of the sample size to be considered, automatic generation of histogram intervals, intra-parameter treatment) have been studied in detail.5 We develop here the strategy chosen to combine the pertinent parameters in order to improve the results from a classification obtained when they are considered individually. This work has been realised in the context of a real classification problem where the objective was to characterize the different populations of granular product obtained after a set of transformations corresponding to a particular spacing of the grinding surfaces. OVERVIEW OF IMAGE ANALYSIS AND DATA ANALYSIS PHASES These two phases are fundamental to pattern recognition because they prepare the development of the decision system. As the decision cannot be infringed, we propose to consider most of the possible pertinent parameters in order to increase the possibility of finding the relationships between each feature and the decision space. This approach has the merit to be general but makes the use of a specific methodology to combine all these image features necessary. All the individual features and some global features are represented by a statistical distribution of measurements. The description of these features can be found in several references.5"7 The HF representation has been considered because its information is more complete than that coming out of some statistical parameters such as average or deviation. However, the histograms can be constructed in many different ways by varying the class intervals. It is therefore necessary to study the class intervals which give the best results according to predefined criteria. An automated procedure devoted to the search for the most relevant classes has been developed. Details are given in Reference 5. Since the purpose is to classify different populations of granules, the size of the samples considered to construct the training and test bases has to be evaluated. A method based on a compromise between the minimum size of the samples to distinguish the different classes and the minimum size to obtain a stable HF in each class has been used.5 For each sample, containing approximately the same number of granules, the individual and global variables are grouped together in several vectors. The vectors obtained with all the images are then gathered in several matrices. A factorial analysis8 enables us to reduce the dimension on each matrix and synthesize the information of the feature vector by eliminating some possible redundancy in the components. It is useful to apply PCA (principal component analysis) on an NHF (non-histogram feature), while it is © 1997 John Wiley & Sons, Ltd.
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Figure 1. Schematic diagram of image and data analysis phases (h¡, histogram number i\ p, number of individual variables; r, number of global variables; FCA, factorial correspondence analysis; PCA, principal component analysis) more advantageous to use FCA (factorial correspondence analysis) on an HF. The condensed information is then kept in a fusion vector for each set of samples. Figure 1 summarizes the procedures from the image capture phase to the production of noncorrelated vectors representing each feature extracted and that can be used directly as input of a classification system. DESCRIPTION OF CLASSIFICATION SYSTEM The components obtained by factorial analysis on all the original variables were merged in a single vector called the 'fusion vector'. This vector was supposed to contain almost all the information extracted from the images. As the classifying system was unable to use all the elements of the fusion vector as input data and unable to distinguish all the classes, a specific method had to be employed. The methodology adopted involves two steps. Firstly, a system designated the 'generalist system' has to guide the final decision indicating to which subset of possible classes the pattern tested is likely to belong. Its main purpose consists of approximating the solution. The answer can be either 'definite', if the generalist system is able to neatly classify the sample in a single class, or 'ambiguous' in the contrary case. If the answer is ambiguous, an adapted 'specialist system' is used. Its role is to definitely classify the sample into a single group, knowing the subset of classes which was previously identified by the generalist system. The specialist systems are devoted to the separation of classes which are generally 'overlapping' according to the generalist system. A specialist system is likely to produce a less ambiguous and better decision than the generalist system as it has been specialy developed to distinguish the probable classes. For example, suppose that the sample belongs to one qualitative class among five (a, b, c, d and e). The generalist system is supposed to be able to separate a from the others classes, but confounds b with e and c with d. In this case, two specialist systems must be built which are specifically devoted to the separation of b from e and c from d respectively. The input data of the generalist and specialist systems are generally not the same. A module of selection is used to select the relevant input variables for each system. The size of the subset to be considered depends of course on the complexity of the problem but also 1997 John Wiley & Sons, Ltd.



J. Chemometrics, Vol. 11, 483-500 (1997)



486



F. ROS ETAL.



number of the specialist to be called



M



ambiguous output



GENERALIST SYSTEM



\/



SELECTION MODULE



pertinent variables



i



SPECIALIST SYSTEM 1



SPECIALIST SYSTEM P



active output definite output



definite output



Output



definite output



fusion vector



Figure 2. General schematic diagram of method on the total number of classes. In a three- or five-class problem it is reasonable to consider an ambiguous decision between two classes, while in a ten-class problem a three-size subset will be more reasonable. The inputs of the generalist and specialist systems are the components of a vector that yield the largest amount of information to distinguish the classes related to the different systems. The 'specialist system' enables the projection of the vector presenting the input pattern in the most appropriate subspace to segregate probable classes. The general scheme of the system is summarized in Figure 2. The selection module is a black box which provides the most appropriate variables required according to the specific goal. In order to find the inputs of the generalist system, the selection module will select those which can separate one class from the others. The selection module is naturally linked to the fusion vector. The first output of the module gives the number of specialist systems to be called according to the ambiguous response of the generalist system. The second output gives the corresponding pertinent varibles which are the input of the specialist system. When the generalist system gives a definite output, the specialist systems are not called and the module of selection is only used to give the pertinent variables devoted to the separation of all classes. There is no restriction either on the type of selection or on the classification procedures to be adopted, since the strategy gives free choice. However, it should be noted that the techniques employed have to be determined via the study and its objectives. Generally, some classification techniques are compared only by examining their performances in classification. Other criteria such as learning rapidity and complexity or a time test have also to be taken into account especially when a real-time decision or on-line training is required. PRESENTATION AND DISCUSSION OF TECHNIQUES USED IN CLASSIFICATION Information selection For any classification problem involving a large number of measurements, it is worthwhile to find a method to reduce the dimension of the feature vector without compromising the classifer, to improve the speed of the system and eliminate possible redundancy which can disturb the training. We propose to use stepwise analysis to find pertinent variables, because although it is non-optimal, it enables us to obtain a good subset of pertinent variables rapidly. The selection of variables in the case of stepwise © 1997 John Wiley & Sons, Ltd.
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discriminant analysis is based on a criterion that follows a Fisher Snedecor distribution. The criterion is the Wilks lambda8 Iambda(/-)=(det(WO)/(det(V))



(1)



where r is the number of independent variables used, V is the matrix of variances and W is the matrix of within-group variances. It begins by including in the model the single best discriminating feature in terms of maximizing the mentioned criterion. This feature is paired with each of the other features and a second one is selected in the same manner. The other features are chosen similarly. As new features are included, some of the previously selected features can be removed from the model if the information they contain is available in some linear combination of the other included features. The process is stopped when the features not in the model do not improve the variance ratio significantly.



Classification methods Three types of classifier have been studied. They have not been chosen randomly but rather as representative of three types of techniques: discriminant analysis, k nearest neighbours and multilayer neural networks. Discriminant analysis (DA) Discriminant analysis9 represents the search for the boundaries which best discriminate the different decision classes. Under the assumption that the variables are normally distributed and have equal covariance matrices in each class, the technique consists of searching for the linear combination of initial variables which best separates the different classes of the problem by minimizing the intra-class variance and maximizing the inter-class variance. It enables us to determine an optimal subspace of U". The data xk projected on this new space are separated in compact clouds and isolated from each other. The main inconvenience of this method concerns the shape of the variable distributions to be distinguished. k nearest neighbours (KNN) The ^-nearest-neighbour method10 estimates the density of probability associated with each decision class. This method of classification consists of setting a number of neighbours and increasing the volume around the pattern to be tested until the defined region includes the given number. It should be noted that when the conditions lim k„=°° and



lim kn/n=»°



(2)



(n, total number of patterns; k„, number of neighbours) are verified, the value of the density of probability of the pattern to be tested can be adjusted to the volume defined and this density estimator is free of bias. A usual value for k„ is Vn, Variations on this method have been proposed especially to accelerate decision making, which requires the computing of all the distances with the patterns of the training base. These methods are available chiefly when the number of training patterns is very large. The main inconveniences of this technique are the storage of all n training patterns and the processing of n distances to identify a sample test. It is, however, useful as it is non-linear and independent of the population shapes. © 1997 John Wiley & Sons, Ltd.
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Multilayer neural networks (MNN) Multilayer neural networks" are examined because they are non-parametric and can make fewer assumptions concerning the shapes of underlying distributions than traditional statistical techniques. Numerous papers have shown the behaviour of a multilayer neural network which can be in some precise cases compared to discriminant analysis or principal component analysis. They are artificial intelligence systems which attempt to achieve good performance via dense interconnection of simple computational elements. In this respect, artificial neural networks are based on our present understanding of biological nervous systems. The behaviour of an artificial network is determined by its structure and the strength of the connections. The learning algorithm consists of some modifications of the connection strengths to improve performance. A multilayer neural network is a feedforward model with one or more layers of computing elements between the input and output layers (see Figure 3). The elements of each layer are connected with elements of the previous layer. Within a layer there are no connections between the elements. A multilayer network functions as follows. The inputs are copied in the input layer and propagated across the hidden layers to reach the output. Each neuron computes its output value by an activation function/(/), with / given by (3)
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