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Coevolutionary interactions between host and parasite genotypes Louis Lambrechts, Simon Fellous and Jacob C. Koella Laboratoire de Parasitologie Evolutive, CNRS UMR 7103, Universite´ Pierre et Marie Curie, CC 237, 7 quai St Bernard, 75252 Paris cedex 05, France



More than 20 years after Dawkins introduced the concept of ‘extended phenotype’ (i.e. phenotypes of hosts and parasites result from interactions between the two genomes) and although this idea has now reached contemporary textbooks of evolutionary biology, most studies of the evolution of host–parasite systems still focus solely on either the host or the parasite, neglecting the role of the other partner. It is important to consider that host and parasite genotypes share control of the epidemiological parameters of their relationship. Moreover, not only the traits of the infection but also the genetic correlations among these and other traits that determine fitness might be controlled by interactions between host and parasite genotypes.



The ‘extended phenotype’ The concept of ‘extended phenotype’ [1] is now widely used to describe that phenotypes of hosts and parasites result from not only their own genotype but also the genotype of their partner. The potential importance of this concept was shown in a recent theoretical model of host–parasite coevolution that considered that epidemiological traits are controlled by the interaction between the two partners [2]. However, most other theoretical studies of the evolution of host–parasite systems still consider that traits of infection such as host resistance or parasite virulence (see Glossary) are determined by the genotype of either the host or the parasite, but not both. In this article, we review the epidemiological and evolutionary importance of some of the extended phenotypes, review some experimental data supporting the concept and, in particular, argue that not only the epidemiological parameters of a host–parasite relationship but also the genetic correlations of these parameters with host and parasite life-history traits might be controlled by interactions between the two genomes. Evolutionary models of host–parasite interactions Most models of the evolutionary processes in host– parasite systems assume that the evolution of attack or defense strategies is governed by the balance of their evolutionary costs and benefits from the point of view of either the parasite or the host and, thus, hold the other partner constant. In other words, they consider that Corresponding author: Lambrechts, L. ([email protected]).



the traits of the relationship are determined by the genotype either of the host or of the parasite. For example, many theoretical studies have modeled the evolution of virulence, a trait that is usually assumed to be controlled exclusively by the parasite [3–7]. Reciprocally, other theoretical studies have focused on the evolution of host defenses [8–12] such as qualitative resistance (reduction of the probability of infection) and tolerance (reduction of detrimental effects of the parasite), ignoring the evolution of the parasite. Recently, more attention has been paid to coevolutionary processes, in which both the host and the parasite are considered to evolve [13–17]. This can lead to an epidemiological feedback, whereby the response to the evolutionary pressure changes the epidemiological situation that is responsible for the evolutionary pressure. But, again, most of these coevolutionary models assume that each trait of the relationship is controlled either by the host or by the parasite. Exceptions are gene-for-gene and matching-allele models (Box 1), in which the outcome of infection is determined by the specific combination of the host and the parasite genotypes. These models are supported by empirical studies showing that the compatibility of host– parasite systems is often based on genotype-by-genotype interactions (Box 2). In such systems, some hosts are compatible with a subset of parasite genotypes, whereas other hosts are compatible with another subset. However, gene-for-gene or matching-allele models, and experimental studies of genotype-by-genotype interactions usually focus on host–parasite compatibility (i.e. host qualitative resistance or parasite infectivity) and, thus, Glossary Gene-for-gene model: genetic model of infection assuming that, for each gene conferring resistance to the host, there is a corresponding gene in the parasite. Only a single combination of one allele of the host and one allele of the corresponding parasite gene prevents the infection (see Box 1). Genotype-by-genotype interaction: in a host–parasite system, describes the effect of the interaction of host and parasite genotypes on the outcome of infection (i.e. when the infection phenotype comprises a component that is specific to the particular combination of host and parasite genotypes) (see Box 2). Matching-allele model: genetic model of infection assuming that, for each gene conferring resistance to the host, there is a corresponding gene in the parasite with an equal number of alleles. For each allele of the host gene, only one ‘matching’ allele of the corresponding parasite gene enables infection to occur (see Box 1). Virulence: in evolutionary ecology, corresponds to the detrimental effects of parasite infection on host fitness, such as increased mortality rates or reduction in fecundity.
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Box 1. Gene-for-gene and matching-allele models The gene-for-gene hypothesis, originally formulated by Flor [29], was inspired by patterns of compatibility in plant–pathogen systems [30]. In a simple haploid single-locus gene-for-gene model (Table I), parasites harboring a ‘virulence’ (V) allele can infect all hosts, whereas parasites harboring an ‘avirulence’ (A) allele can infect ‘susceptible’ (S) hosts but not ‘resistant’ (R) hosts. In this interaction, some parasites can infect a wider range of host genotypes than can their competitors, and some hosts can resist infection by a wider range of parasite genotypes than can other hosts. Note that, in gene-for-gene models, virulence refers to the infectivity of the parasite and, thus, differs from the evolutionary ecology definition of virulence (which is provided in the Glossary). In matching-allele models, which were inspired by the self–nonself recognition mechanisms that underlie animal immune systems [31], infection occurs when the alleles of the parasite match the corresponding alleles of the host [32]. In a simple haploid singlelocus matching-allele model (Table II), parasites harboring a P1 allele can infect only hosts with the matching H1 allele, whereas parasites harboring a P2 allele can infect only hosts with the matching H2 allele. In this interaction, individual hosts are resistant



Table I. Host–parasite compatibility in a haploid single-locus gene-for-gene model Parasite genotype



Host genotype R Incompatible Compatible



A V



S Compatible Compatible



to only a portion of the parasite genotypes and, reciprocally, individual parasites can infect only particular host genotypes. No parasite is best at infecting all hosts, and no host is best at resisting all parasites.



Table II. Host–parasite compatibility in a haploid single-locus matching-allele model Parasite genotype P1 P2



Host genotype H1 Compatible Incompatible



H2 Incompatible Compatible



Box 2. Host genotype by parasite genotype interactions Assuming no environmental influence, the phenotype of infection traits in a host–parasite interaction (such as host resistance or parasite virulence) is expected to be determined by the host and the parasite genotypes. Host genotype by parasite genotype interactions are measured as the interaction effect in a statistical analysis of the infection phenotype as a function of host genotype and parasite genotype [21,33,34]. Such genotype-by-genotype interactions have been found to underlie the resistance of hosts to their parasites in many host– parasite associations, including plants to their fungal pathogens [30],
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Figure I. Infection phenotype of different hypothetical combinations of two host genotypes and two parasites genotypes. The two host genotypes (A and B) are arranged along the x-axis and each line represents one parasite genotype (parasite 1 genotype, black circles; parasite 2 genotype, white circles). (a) A main effect of parasite genotype is visualized by the vertical spacing between the two lines. (b) A main effect of host genotype is indicated by the positive slope of the lines, in addition to a vertical main effect of parasite genotype. (c,d) Host genotype by parasite genotype interactions are suggested by non-parallel lines. In (d), note that main-effect components can cumulate with an interaction. www.sciencedirect.com
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snails to their schistosome parasites [35], bumble-bees to their trypanosome parasites [36], Daphnia to its bacterial parasite Pasteuria ramosa [33] and Anopheles gambiae mosquitoes to the human malaria parasite Plasmodium falciparum [21]. Genotype-by-genotype interactions can be visualized in a graphic representation of the infection phenotype as a function of host genotype (or parasite genotype), with each parasite genotype (or host genotype) being identified by a different line. To facilitate the visualization of interactions, the genotypes indicated on the x-axis should be ranked according to the mean value of their infection phenotype. In this type of graphic representation, parallel lines indicate the absence of genotype-by-genotype interactions, whereas non-parallel lines indicate these interactions. Figure I shows the infection phenotype (e.g. resistance or virulence) in a hypothetical host–parasite association that consists of two host genotypes (A and B) and two parasite genotypes (1 and 2). Figure II shows the graphic representation of genotype-by-genotype interactions underlying the qualitative resistance of mosquitoes to malaria parasites.
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Figure II. Infection prevalence of three genetically different isolates of malaria parasites in nine mosquito genotypes. Nine genetic backgrounds of mosquito (ranked on the x-axis) were challenged with three genetically different isolates of Plasmodium falciparum (isolate 1, squares; isolate 2, circles; isolate 3, triangles). Although neither the mosquito genotype (PO0.5) nor the parasite isolate (PO0.5) had a main effect on the proportion of infected mosquitoes, the effect of the interaction between mosquito genotype and parasite isolate was highly significant (P!0.001), suggesting a strong genotype-by-genotype interaction (indicated by crossing lines). Figure adapted, with permission, from Ref. [21].
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ignore other important epidemiological traits such as transmission or virulence. Shared control of epidemiological traits Epidemiological traits were considered in a recent theoretical study of host–parasite coevolution that highlighted the importance of considering that each trait of the relationship is affected by both participants [2]. This model, in which the host and the parasite shared the control of several epidemiological traits (e.g. transmission, virulence and recovery), led to several novel predictions about the evolution of host defense and parasite virulence. In contrast to classical predictions [2], increasing the background mortality rate of the host, for example, can decrease parasite virulence. In addition to this model, there are several experimental studies supporting the idea that host and parasite genotypes share the control of not only compatibility but also every trait of infection. For example, virulence is a trait of infection that is usually assumed to be determined by the parasite. By definition, virulence includes all effects of the parasite on host life-history traits that are related to host fitness. But, reciprocally, one might expect that some of the host life-history traits are involved in its ability to reduce parasite virulence (i.e. host tolerance to infection). This has been investigated by testing the correlated response of the virulence of the microsporidian parasite Edhazardia aedis to the genetic selection on age at pupation of its mosquito host Aedes aegypti [18]. In this study, the rate of parasite-induced mortality of the host was higher in mosquito lines selected for late pupation than in lines selected for early pupation (Figure 1). In other words, the level of parasite virulence was determined partly by the genetic basis of mosquito age at pupation. This finding indicates that virulence is not a simple trait controlled by parasite genes alone. Rather, virulence is expressed in several traits due to subtle interactions between the genomes of the host and the parasite. One might, therefore, also expect virulence to 80
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Figure 1. Parasite-induced mortality (percentage dying before emergence) of three lines of mosquitoes selected for early (rapid) pupation (mean 6.9 days) and three lines selected for late (slow) pupation (mean 7.9 days) after four generations of selection. Larvae were exposed to 500 spores mLK1 (black diamonds) or 2000 spores mLK1 (white diamonds) of the parasite. Modified, with permission, from Ref. [18]. www.sciencedirect.com
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be governed by genotype-by-genotype interactions. However, in the one study in which the weight loss and anemia of two lines of rodent malaria parasites were compared in three genotypes of mice, no evidence of genotype-by-genotype interactions was found [19]. By contrast, other epidemiological traits – particularly resistance – are often governed by genotype-by-genotype interactions (Box 2). Overall, it is likely that most epidemiological traits of host–parasite relationships (including transmission and recovery) are neither traits of the parasite nor traits of the host, but are controlled by complex interactions between the two genotypes. This should not be fundamentally different if the host is simultaneously infected by several parasite genotypes. Because mixed-genotype infections are not equivalent to the sum of single-genotype infections [20], a mix of parasite genotypes can be considered as a particular genetic entity [21]. Shared control of genetic correlations A genetic correlation associates negatively or positively two traits that vary together among genotypes. Consequently, the evolutionary response of a trait is likely to be associated with changes in all the traits to which it is genetically correlated. In particular, if two traits that are positively related to fitness are negatively genetically correlated (an evolutionary trade-off), an increase in one trait is linked to a decrease in the other, so fitness cannot be maximized for both traits. Because of their crucial role in the coevolution of host–parasite relationships, genetic correlations are at the center of the theoretical framework of evolutionary epidemiology. It is worth mentioning again that evolutionary forces operate not only on epidemiological traits but also on every other fitness-related trait. Indeed, genetic correlations between epidemiological traits and life-history traits have been identified. For example, it is possible to select fruit flies genetically for an increased melanization rate of parasitoid eggs, and this correlates with a decrease in larval competitive ability [22]. It has been suggested that a resource trade-off links the higher hemocyte load underlying the higher qualitative resistance to parasitoids and the lower competitive ability [23]. Models that include an evolutionary cost of resistance assume such an evolutionary trade-off between resistance and any other fitness-related life-history trait. However, such trade-offs need not be constant but can be influenced, in particular, by parasite presence. For example, infection by the microsporidian parasite E. aedis influenced the genetic correlations among life-history traits in the mosquito Ae. Aegypti [24]. Indeed, there was a positive relationship in some cases between adult size and fecundity in uninfected mosquitoes, whereas infected mosquitoes showed the opposite trend. Genetic correlations between epidemiological and host life-history traits might also be influenced by parasite genotype. We suggest that not only individual epidemiological traits but also genetic correlations among the traits are under the shared control of the host and the parasite. This means that the genetic correlation between two traits observed within a host (or a parasite) population when
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In addition to potential genotype-by-environment interactions [26], or even genotype-by-genotype-byenvironment interactions [27], a shared control of genetic correlations by host and parasite genotypes might make the evolution of host–parasite interactions much more complex than was previously thought. Nevertheless, it could help to explain some puzzling issues of the evolutionary biology of host–parasite systems. For example, a classical hypothesis underlying theoretical studies of host–parasite relationships is the so-called trade-off model for the evolution of virulence [3]. According to this hypothesis, an increase in the rate of parasite growth is associated not only with an increase in the rate of parasite transmission but also with a decrease in host lifespan (i.e. increased virulence). Because reducing the lifespan of the host is usually detrimental to the parasite, an increase in the rate of parasite transmission is traded off with a minimization of virulence, leading to an optimal level of virulence at intermediate values. Numerous studies have investigated this trade-off experimentally and, although some of them succeeded in identifying the expected correlation, many failed [28]. A possible explanation for this inconsistency of empirical data could be that this trade-off varies according to the combination of host and parasite genotypes.
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Figure 2. Relationships between two hypothetical traits of two parasite genotypes infecting two host genotypes. The hypothetical traits are assigned arbitrary phenotypic values X and Y; parasite 1 is represented by black squares and parasite 2 is represented by white squares; the host genotypes are referred to as either A or B. Unbroken lines represent the genetic correlations between traits X and Y among hosts infected by parasite 1 (thick line) and parasite 2 (thin line). Broken lines show genetic correlations between parasites. (a) X and Y are negatively genetically correlated between hosts, and the slope of the correlation is the same for both parasites. (b) X and Y are negatively genetically correlated between hosts infected by parasite 1 and are positively genetically correlated between hosts infected by parasite 2.



interacting with a particular parasite (or host) genotype might be different when interacting with another parasite (or host) genotype (Figure 2). In a moderate case, the value of the slope might vary slightly, whereas in more-extreme cases the slope might switch from positive to negative values (or vice versa). Such a shared control of correlations and trade-offs by host and parasite genotypes has been suggested by a recent study of several populations of Arabidopsis thaliana that were infected by two strains of the fungal parasite Hyaloperonospora parasitica [25]. In this system, the correlation between host and parasite fitness (seed production and transmission, respectively) depends on the specific combination of host and parasite genotypes. Although host fitness and parasite fitness are negatively correlated when the host genotypes are challenged by one of the two pathogen strains, the correlation is positive (although not in a way that is statistically significant) when the same genotypes of the host are challenged by the other pathogen strain. To our knowledge, these data are the first to suggest that a genetic correlation depends on the interaction between host and parasite genotypes. www.sciencedirect.com



Future prospects Following the work of Restif and Koella [2], we emphasize that every epidemiological component of a host–parasite relationship can be controlled by the two interacting genomes. Furthermore, we suggest that genetic correlations such as trade-offs between epidemiological and life-history traits could be controlled by the interactions between host and parasite genotypes. This would have considerable evolutionary consequences for host–parasite coevolution. Indeed, hosts and parasites would reciprocally change the potential for an adaptive response of their partner by modifying the matrix of genetic covariances between life-history and epidemiological traits, leading to complex coevolutionary processes. We hope to encourage future theoretical and experimental studies to explore such interactions and their role in the evolutionary ecology and epidemiology of host–parasite associations. Acknowledgements We thank L. Salvaudon and J. Shykoff for sharing their data before publication, P. Agnew and R. Naylor for critical reading of the manuscript, and the two anonymous referees for valuable comments about an earlier version of the manuscript.



References 1 Dawkins, R. (1982) The Extended Phenotype, Oxford University Press 2 Restif, O. and Koella, J.C. (2003) Shared control of epidemiological traits in a coevolutionary model of host–parasite interactions. Am. Nat. 161, 827–836 3 Anderson, R.M. and May, R.M. (1982) Coevolution of hosts and parasites. Parasitology 85, 411–426 4 Van Baalen, M. and Sabelis, M.W. (1995) The dynamics of multiple infection and the evolution of virulence. Am. Nat. 146, 881–910 5 Frank, S.A. (1996) Models of parasite virulence. Q. Rev. Biol. 71, 37–78



DTD 5



Opinion



ARTICLE IN PRESS TRENDS in Parasitology



6 Lipsitch, M. et al. (1996) The evolution of virulence in pathogens with vertical and horizontal transmission. Evolution Int. J. Org. Evolution 50, 1729–1741 7 Day, T. (2004) A general theory for the evolutionary dynamics of virulence. Am. Nat. 163, E40–E63 8 Antonovics, J. and Thrall, P.H. (1994) The cost of resistance and the maintenance of genetic polymorphism in host–pathogen systems. Proc. R. Soc. London Ser. B. Biol. Sci. 257, 105–110 9 Boots, M. and Haraguchi, Y. (1999) The evolution of costly resistance in host–parasite systems. Am. Nat. 153, 359–370 10 Roy, B.A. and Kirchner, J.W. (2000) Evolutionary dynamics of pathogen resistance and tolerance. Evolution Int. J. Org. Evolution 54, 51–63 11 Bowers, R.G. (2001) The basic depression ratio of the host: the evolution of host resistance to microparasites. Proc. Biol. Sci. 268, 243–250 12 Brown, D.H. and Hastings, A. (2003) Resistance may be futile: dispersal scales and selection for disease resistance in competing plants. J. Theor. Biol. 222, 373–388 13 Van Baalen, M. (1998) Coevolution of recovery ability and virulence. Proc. Biol. Sci. 265, 317–325 14 Restif, O. et al. (2001) Virulence and age at reproduction: new insights into host–parasite coevolution. J. Evol. Biol. 14, 967–979 15 Gandon, S. et al. (2002) The evolution of parasite virulence, superinfection, and host resistance. Am. Nat. 159, 658–669 16 Nuismer, S.L. et al. (2003) Coevolution in temporally variable environments. Am. Nat. 162, 195–204 17 Koella, J.C. and Boe¨te, C. (2003) A model for the coevolution of immunity and immune evasion in vector-borne diseases with implications for the epidemiology of malaria. Am. Nat. 161, 698–707 18 Koella, J.C. and Agnew, P. (1999) A correlated response of a parasite’s virulence and life cycle to selection on its host’s life history. J. Evol. Biol. 12, 70–79 19 Mackinnon, M.J. et al. (2002) Virulence in rodent malaria: host genotype by parasite genotype interactions. Infect. Genet. Evol. 1, 287–296 20 Taylor, L.H. et al. (1997) Mixed-genotype infections of the rodent malaria Plasmodium chabaudi are more infectious to mosquitoes than single-genotype infections. Parasitology 115, 121–132 21 Lambrechts, L. et al. (2005) Host genotype by parasite genotype interactions underlying the resistance of anopheline mosquitoes to Plasmodium falciparum. Malar. J. 4, 3



www.sciencedirect.com



Vol.xx No.xx Month2005



5



22 Kraaijeveld, A.R. and Godfray, H.C. (1997) Trade-off between parasitoid resistance and larval competitive ability in Drosophila melanogaster. Nature 389, 278–280 23 Kraaijeveld, A.R. et al. (2001) Basis of the trade-off between parasitoid resistance and larval competitive ability in Drosophila melanogaster. Proc. Biol. Sci. 268, 259–261 24 Koella, J.C. and Offenberg, J. (1999) Food availability and parasite infection influence the correlated responses of life history traits to selection for age at pupation in the mosquito Aedes aegypti. J. Evol. Biol. 12, 760–769 25 Salvaudon, L. et al. Parasite–host fitness trade-offs change with parasite identity: genotype-specific interactions in a plant–pathogen system. Evolution Int. J. Org. Evolution (in press) 26 Mitchell, S.E. et al. (2005) Host–parasite and genotype-by-environment interactions: temperature modifies potential for selection by a sterilizing pathogen. Evolution Int. J. Org. Evolution 59, 70–80 27 Thomas, M.B. and Blanford, S. (2003) Thermal biology in insect– parasite interactions. Trends Ecol. Evol. 18, 344–350 28 Ebert, D. and Bull, J.J. (2003) Challenging the trade-off model for the evolution of virulence: is virulence management feasible? Trends Microbiol. 11, 15–20 29 Flor, H.H. (1956) The complementary genetic systems in flax and flax rust. Adv. Genet. 8, 29–54 30 Thompson, J.N. and Burdon, J.J. (1992) Gene-for-gene coevolution between plants and parasites. Nature 360, 121–126 31 Grosberg, R.K. and Hart, M.W. (2000) Mate selection and the evolution of highly polymorphic self/nonself recognition genes. Science 289, 2111–2114 32 Agrawal, A. and Lively, C.M. (2002) Infection genetics: gene-for-gene versus matching-alleles models and all points in between. Evol. Ecol. Res. 4, 79–90 33 Carius, H.J. et al. (2001) Genetic variation in a host–parasite association: potential for coevolution and frequency-dependent selection. Evolution Int. J. Org. Evolution 55, 1136–1145 34 Kaltz, O. and Shykoff, J.A. (2002) Within- and among-population variation in infectivity, latency and spore production in a host– pathogen system. J. Evol. Biol. 15, 850–860 35 Webster, J.P. and Woolhouse, M.E.J. (1998) Selection and strain specificity of compatibility between snail intermediate hosts and their parasitic schistosomes. Evolution Int. J. Org. Evolution 52, 1627–1634 36 Schmid-Hempel, P. et al. (1999) Dynamic and genetic consequences of variation in horizontal transmission for a microparasitic infection. Evolution Int. J. Org. Evolution 53, 426–434



CORRESPONDENCE



NATURE|Vol 445|8 February 2007



How important is immune memory to invertebrates? SIR — Margaret McFall-Ngai’s Essay, “Care for the community” (Nature 445, 153; 2007) suggests that the unique existence of immune memory in vertebrates (the ‘adaptive’ immune system) could have evolved to recognize and manage beneficial microbe communities that invertebrates usually don’t use. This hypothesis is interesting and deserves consideration, although I would like to bring readers’ attention to some earlier research, for example by J. Kurtz and K. Franz (Nature 425, 37–38; 2003), mostly by evolutionary ecologists, reporting immune memory in invertebrates. The vertebrate immune memory is based on immunoglobulins that invertebrates lack. To date, we know almost nothing of immunememory mechanisms in invertebrates; hence the phenomenon has been observed before being mechanically understood. It is the opposite of the current trend in which genes are discovered before their functions are known, and is a good illustration of the importance of the complementarity of disciplines in biology. Even so, the role and significance of immune memory in invertebrates remains unknown, and the interesting ideas discussed in this Essay could help to explain why this function might not be as central for invertebrates as it is for vertebrates. Simon Fellous Laboratoire de Parasitologie Evolutive, CNRS-UMR 7103, Université Pierre & Marie Curie, Paris 75005, France, and Biology Division, Imperial College London, Silwood Park Campus, Ascot SL5 7PY, UK



Getting that first scent of life while we’re in the womb SIR — In the opening sentence of his excellent Brief Communication “Underwater ‘sniffing’ by semi-aquatic mammals” (Nature 444, 1024; 2006), Kenneth C. Catania states that mammals cannot smell underwater because it is impossible to inspire air. It is true that there is no air underwater; however, there has been a long debate about whether air is actually necessary to smell. Ernst Heinrich Weber, a German physician who pioneered experimental psychology in the nineteenth century, heroically filled his nostrils with eau-de-Cologne diluted in water, and reported that he could not perceive the distinct smell of the dilution. Weber concluded that odours can only be smelled in air. This was the reigning wisdom for the next 40 years, until Eduard Aronsohn repeated



Weber’s experiment (Arch. Physiol. 321–357; 1886). Aronsohn reported a “horrible explosion of the most unpleasant and painful sensations in the nose” after filling it with diluted eau-de-Cologne. He learned from the experience, and from then on used a warm sodium chloride solution instead of cold water. Aronsohn continued to do experiments on himself — and on colleagues and friends — with clove oil, camphor, eau-de-Cologne, coumarin and vanillin. He came to the conclusion that all odours could be smelled when he filled his nose with a dilution of each one in salt water. Of course, this ability won’t help humans to follow an earthworm scent trail in a river, as it does the ingenious star-nosed mole. But at least it allows us and other mammals to smell in the absence of air in the womb (B. Schaal, L. Marlier and R. Soussignan Chemical Senses 25, 729–737; 2000). Andreas Keller Laboratory of Neurogenetics and Behavior, Rockefeller University, 1230 York Avenue, Box 63, New York, New York 10021, USA



Colour-blindness: how to alienate a grant reviewer SIR — With regard to recent Correspondence (Nature 445, 147 & 364; 2006) on the prevalence of scientific figures that are difficult for people with red–green colourblindness to read, I am compelled to support Chris Miall’s position. As a red-green colour–blind (deuteranope) scientist and graphic designer, I have long campaigned for figures to be accessible to an entire audience. I do so, in part, by leading seminars training my colleagues to create accessible figures. One of the key resources I employ in this crusade is a website by Masataka Okabe and Kei Ito: http://jfly.iam.u-tokyo.ac.jp/html/ color_blind. I strongly urge all authors to visit this site, which both describes the need for creating accessible images (including simulations of colour-blindness for those who are curious) and, more importantly, provides instructions for making figures comprehensible to everyone. This includes instructions on how to pseudo-colour images containing red and green fluorescent signals — one of the most hated types of graphic among people with colour-blindness. Authors will find it is surprisingly easy to accommodate the colour-blind when creating figures. Anyone who needs to be convinced that making scientific images more accessible is a worthwhile task should consider that colourblindness is common, affecting 5–10% of males. If your next grant or manuscript submission contains colour figures, what



if some of your reviewers are colour-blind? Will they be able to appreciate your figures? Considering the competition for funding and for publication, can you afford the possibility of frustrating your audience? The solution is at hand. Joseph A. Ross Peichel Laboratory, Fred Hutchinson Cancer Research Center, 1100 Fairview Avenue North, Mailstop D4-100, Seattle, Washington 98109, USA



Sherlock Holmes’s skills as a philosopher? Elementary SIR — Richard Gregory, in Books & Arts, is not the only one to find professional inspiration in Arthur Conan Doyle’s fictional hero Sherlock Holmes (“The great detective” Nature 445, 152; 2006). See, for example, the work of Umberto Eco and Thomas A. Sebeok, comparing the reasoning methods of Holmes and of Edgar Allan Poe’s detective, C. Auguste Dupin, with those of the logician Charles Peirce, in The Sign of Three: Dupin, Holmes, Peirce (Advances in Semiotics) (U. Eco and T. A. Sebeok, Indiana Univ. Press, 1984). One might wish to follow Holmes’s example with caution, however. As ably documented by Dr Watson in A Study in Scarlet, Holmes’s scientific credentials are mixed. Watson’s note, headed “Sherlock Holmes: his limits”, includes: “[knowledge of] Astronomy: nil… Botany: variable. Well up in belladonna, opium, and poisons generally. Knows nothing of practical gardening. Knowledge of geology: practical, but limited. Tells at a glance different soils from each other. After walks has shown me splashes upon his trousers, and told me by their colour and consistence in what part of London he had received them. Knowledge of chemistry: profound… Anatomy: accurate, but unsystematic.” Famously, despite referring to his methods as “the science of deduction and analysis”, Holmes was unable to distinguish between a deductive and an inductive inference. This failing might be accounted for by the fact that Watson also documented Holmes’s knowledge of philosophy as “nil”. Philip Beaman School of Psychology and Clinical Language Sciences, University of Reading, Earley Gate, Whiteknights, Reading RG6 6AL, UK
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Condition-dependent effects of corticosterone on a carotenoid-based begging signal in house sparrows Claire Loiseau a,b,⁎, Simon Fellous a , Claudy Haussy a , Olivier Chastel b , Gabriele Sorci c a



c



Laboratoire de Parasitologie Evolutive, CNRS UMR 7103, Université Pierre et Marie Curie, Bât. A, 7ème étage, 7, quai St Bernard, Case 237, F-75252 Paris Cedex 05, France b Centre d'Etudes Biologique de Chizé, CNRS UPR 1934, F-79360 Beauvoir-sur-Niort, France Laboratoire BioGéoSciences Université de Bourgogne, CNRS UMR 5561, 6 Bd Gabriel, 21000 Dijon, France Received 27 June 2007; revised 8 October 2007; accepted 8 October 2007 Available online 18 October 2007



Abstract Begging is a complex display involving a variety of different visual and auditory signals. Parents are thought to use these signals to adjust their investment in food provisioning. The mechanisms that ensure the honesty of begging displays as indicators of need have been recently investigated. It has been shown that levels of corticosterone (Cort), the hormone released during the stress response, increase during food shortage and are associated with an increased begging rate. In a recent study in house sparrows, although exogenous Cort increased begging rate, parents did not accordingly adjust their provisioning rate. Here, we tested the hypothesis that Cort might affect the expression of other components of begging displays, such as flange color (a carotenoid-based trait). We experimentally increased levels of circulating Cort and investigated the effects of the treatment on (1) the flange coloration of the nestlings, (2) the behavioral response and (3) the parental allocation of food and (4) nestling condition and cell-mediated immune response. We found that Cort affected flange coloration in a condition-dependent way. Cort-injected nestlings had less yellow flanges than controls only when in poor body condition. Parental feeding rate was also affected by the Cort treatment in interaction with flange color. Feeding rate of Cort-injected nestlings was negatively and significantly correlated with flange color (nestlings with yellower flanges receiving more food), whereas feeding rate and flange color were not correlated in control chicks. We also found that nestlings injected with Cort showed a weaker immune response than controls. These results suggest that, indeed, Cort has the potential to affect multiple components of the begging display. As Cort levels naturally raise during fasting, parents have to take into account these multiple components to take a decision as to optimally share their investment among competing nestlings. © 2007 Elsevier Inc. All rights reserved. Keywords: Begging; Carotenoid; Corticosterone; Flange coloration; House sparrow; Immune response; Parent–offspring conflict; Passer domesticus



Introduction Nestling begging displays have attracted considerable attention because these signals are thought to have evolved to resolve the conflict between parents and offspring (Godfray, 1991, 1995; Johnstone, 1999; Johnstone and Godfray, 2002). In altricial birds, nestlings are selected to demand (i) more resources than parents are selected to provide, and (ii) a larger ⁎ Corresponding author. Laboratoire de Parasitologie Evolutive, CNRS UMR 7103, Université Pierre et Marie Curie, Bât. A, 7ème étage, 7, quai St Bernard, Case 237, F-75252 Paris Cedex 05, France. Fax: +33 1 44273516. E-mail address: [email protected] (C. Loiseau). 0018-506X/$ - see front matter © 2007 Elsevier Inc. All rights reserved. doi:10.1016/j.yhbeh.2007.10.006



share of parental investment than their siblings (Trivers, 1974; Parker and MacNair, 1979). Nestling begging displays are based on a complex series of behavioral, acoustic and visual traits (e.g., intensity of begging, body posture, vocal display, mouth coloration). These different traits may have multiple functions and deliver information about nestling quality to parents as to influence their feeding decisions (Johnstone, 1996; Partan and Marler, 2005). The nestling period is critical in altricial birds since it may affect the entire life history trajectory (Lindström, 1999; Verhulst et al., 2006; Alonso-Alvarez et al., 2006). During this critical life stage, nestlings face a multitude of environmental stressors that can last from a few hours (e.g., cold stress, fasting) to nearly the
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entire rearing period (e.g., sibling competition, parasites). Glucocorticoids participate to the control of the organism's response to stress and the whole body homeostasis. For example, fasting increases the production of corticosterone (Cort), which in turn, stimulates foraging and locomotor activities (Wingfield et al., 1990; Breuner et al., 1998; Angelier et al., 2007), increases food intake (Astheimer et al., 1992; Wingfield and Silverin, 1986; Koch et al., 2002) or enhances plasma glucose levels (Norris, 1997; Remage-Healey and Romero, 2001). These responses all serve to cope with periods of food restriction. Corticosterone has already been reported to affect begging behavior in black-legged kittiwake chicks (Rissa tridactyla). An experimental elevation of baseline Cort was found to increase begging (Kitaysky et al., 2001) and as expected, parents adjusted their food provisioning to the level of begging and fed Corttreated chicks more than controls (Kitaysky et al., 2001). More recently, injections of Cort were found to produce a similar effect in nestlings of House sparrows (Passer domesticus). Cort-injected chicks enhanced their begging intensity. Surprisingly and contrary to the prediction, parents did not respond by increasing food supply, suggesting that high begging levels may be seen by the parents as an indication of irreversibly poor condition or they may adjust provisioning rates according to one or several other signals, which may be modified by Cort (Loiseau et al., 2007). Corticosterone has indeed multiple physiological effects on the regulation of metabolism, the immune system and the antioxidant function (Sapolsky et al., 2000; Barriga et al., 2002; Lin et al., 2007; Roberts et al., 2007). For instance, an experimental study in broiler chickens highlighted the effect of short-term Cort administration on oxidative damage (Lin et al., 2004). Corticosterone administration decreased lipid peroxidation and significantly increased non-enzymatic antioxidants to prevent the development of oxidative injury (Lin et al., 2004). Among antioxidants, there are several molecules of particular interest, such as vitamins E and C, glutathione, uric acid, flavonoids and carotenoids. Among these antioxidants, evolutionary ecologists have mostly focused on carotenoids because, while playing an important role in immunoregulation and immunostimulation (Chew and Park, 2004), they also play a role in the coloration of skin, teguments and feathers in several vertebrates (Goodwin, 1986). For instance, nestlings of many bird species have yellow to red mouth and flange color and the hue of these colored traits is due to carotenoids (Ficken, 1965). Two hypotheses non-mutually exclusive have been proposed to explain the evolution of bright mouth color in altricial birds. The first one suggests that a high contrast between gapes and flanges increases nestling detectability in dark nests (Heeb et al., 2003; Kilner and Davies, 1998); the second hypothesis states that parents may use changes in mouth coloration, depending on the condition of the nestling, as a signal of offspring condition, need or immunocompetence (Kilner, 1997; Saino et al., 2000, 2003). Thus condition-dependent mouth coloration could reveal different components of nestling condition on which parents would base their feeding decisions. In the light of the previous results on the effects of experimental Cort treatment on begging and parental provisioning rate in house sparrows (Loiseau et al., 2007), we wished to test the potential effect of Cort on flange coloration and the
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allocation of carotenoids between the signaling function and the immune system. We experimentally increased the level of circulating Cort in nestlings in order to mimic a food shortage, in a repeated acute way, and we assessed the effect of the treatment on (i) the behavioral response of nestlings, (ii) the nestling color flanges, (iii) the parental allocation of food and (iv) the nestlings growth rate and immune response. We predict that if begging reflects offspring need, parents should adjust their rate of provisioning according to nestling begging rate and/or the color of flanges. We also predict that Cort-treated nestlings should have a weaker immune response than controls. In the same population, in an independent group of nests, we also experimentally supplemented the diet of nestlings with carotenoids. Here, we predicted that carotenoid-supplemented nestlings should have yellower flanges, should be more fed than control nestlings and should have a better immune response than controls. Materials and methods The study was carried out in Spring 2005 in a house sparrow population breeding in nest boxes at the Centre d'Etude Biologique de Chizé, France (46°09′N, 0°24′W, Chastel et al., 2003). The authors attest to possess the legal authorized use of wild animals “Certificat d'autorisation d'expérimenter sur animaux vivants N°79-2” delivered to O. Chastel by “Services Vétérinaires des Deux Sèvres”. Sixty-seven broods were studied from April 15 to July 22, 2005. All nests were checked regularly before and during egg laying to determine the date of clutch initiation, clutch size and the hatching date. Five days after hatching, all nestlings were ringed with a numbered metal ring. Nestling body mass (±0.1 g) was measured daily from day 5 to day 10, whereas tarsus length was measured on day 5 and 10. Broods were alternatively (based on laying date) assigned to one of the two experimental treatments: Cort injections and carotenoid supplementation. Thus, in half of the broods (n = 32 broods and 127 nestlings), nestling Cort levels were experimentally increased by daily subcutaneous injections in the inner part of the leg from day 5 to day 8 of age. Within each brood, half of the nestlings were injected with Cort and the other half were used as controls. Nestlings were alternatively assigned to one of the two treatments (the first nestling taken out of the nest injected with Cort, the second with oil and so on). In broods with an odd number of chicks, one nestling was randomly allocated to one of the two treatments. Cort-treated nestlings received 20 μg of Cort, dissolved in 20 μl of peanut oil, at day 5 and 6 and 25 μg of Cort at day 7 and 8 [to adjust the doses (1.33 mg Cort/kg) to the body mass of older nestlings]. These doses are half of those used in a previous study (Loiseau et al., 2007) to avoid supraphysiological effects, and mimic an acute stress as natural as possible. Control nestlings received a daily injection of 20 μl of peanut oil only. Nestlings were always injected in the morning (between 8:00 and 11:00 am). A validation of the circulating corticosterone concentrations due to the injections was done in a previous study (Loiseau et al., 2007) where the dose used was 2.67 mg Cort/kg (Remage-Healey and Romero, 2001). To measure changes in corticosterone levels (induce by Cort administration), blood samples were taken before injection, 1 h and 2 h after the corticosterone injection. We found a significant difference in raise of corticosterone after 1 h between corticosterone-injected nestlings and control nestlings. Actually, one potential problem with this dose is that corticosterone injections could produce a supraphysiological raise in corticosterone levels. Thus, we decided to use the half of the dose (i.e., 1.33 mg Cort/kg). The validation of this new dose has also been done in Remage-Healey and Romero (2001), with a significant increase of corticosterone levels. The other half of broods (n = 32 broods and 136 nestlings) was assigned to the carotenoid treatment. To deliver carotenoids to the nestlings, we fed them with carotenoid-injected mealworms. Each nestling was fed with a worm, daily. Mealworms were injected with 40 μl of a solution containing 420 μg of lutein and 21 μg of zeaxanthin (Kemin France SRL, Nantes, France). This dose was based on a previous study where great tit nestlings were supplemented with
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950 μg of lutein per day (Fitze et al., 2003). We decided to divide this dose by two because it was approximately 10 times higher than the natural daily lutein intake. We injected the solution into mealworms with a syringe Myjector (0.3 ml–29 G). The needle was inserted ventrally, into the posterior abdomen, between two segments. If the fluid leaked from the mealworm after the injection, it was not used. Control worms were injected with the same volume (40 μl) of PBS. Mealworm size and mass were 27.49 ± 1.44 mm (mean ± SE) and 0.159 ± 0!.016 g (mean ± SE), respectively. As for the Cort treatment, half of the nestlings within a brood were fed with carotenoid-injected worms and the other half were fed with PBS-injected worms, to be used as controls. Nestling and parent behavior were recorded using an infrared video camera (28 × 28 × 30 mm) fixed on the roof of the nest box. Nest boxes were recorded, in the afternoon, for a period of 4 h, when chicks were 8 days old (i.e., after the 4th day of treatment). All nestlings were marked individually on their head with small dye spots. Parents usually resumed normal provisioning about 15 min after the installation of the camera. Videotapes were screened to extract several variables: begging intensity, begging rate and feeding rate. Begging intensity was defined as the time spent with the mouth open. Begging rate was expressed as the number of begs per chick per hour. We distinguished primary begging (occurring when parents arrived at the nest) and secondary begging (occurring between feeding visits in the absence of the parents). Finally, we defined the feeding rate as the number of feeds per chick per hour. At day 5 (before treatment) and day 8 (after recording), the flanges of each nestling were photographed in a standardized photographic chamber. A digital camera (Nikon Coolpix 4500, 100 ISO, day light color balance, 1/500 s shutter speed, F9.1 aperture, maximal optical zooming, 20 cm fixed focusing, color space RGB) was put on a 30× 30× 30 cm box with a hole the size of the lens on the top. Light was provided by an electronic flash (Nikon SB 20, manually set to its minimal power) fixed on an opening on the side opposite to the experimenter. To ensure a uniform illumination of the head of the birds and to minimize shining spots on the bills, no direct light came from the flash unit to the bird. Instead, the heads of the birds only received the light reflected by the white walls of the chamber. Landmarks in the box allowed a precise, repeatable positioning of the birds. A grey plastic board (18% reflection) fixed to the bottom of the chamber was including in every shot in order to control for any color drift between photos. We acknowledge that the range of our color measurements is less extended that the colors perceived by the birds. They possess biologically functional receptors for UV light (Cuthill et al., 2000) to which our equipment was insensitive. As noted by Bennett et al. (1994), “ for heuristic purposes, it may be useful to express color patterns in subjective terms that humans can readily understand ”. We assume that differences perceived by the digital camera correlate with differences visible to birds. Analysis of the photographs was done with the software Adobe PhotoShop (version 8.0). We measured the Hue (H), the Saturation (S) and the Brightness (B) of nestling flanges for day 5 and 8. We also measured the H–S–B values of the grey plastic board (to assess variation between shots), and used them to correct the birds measures: the residuals of the regression between H–S–B values of the flange coloration and those of the grey plastic board in a principal component analysis as an overall measure of the flange coloration. In order to estimate for each bird the color variation between days 5 and 8, we subtracted the H, S and B values of the eighth day to the values of the fifth day. We then performed a principal component analysis of the three differences to obtain one overall estimate of the flange coloration. We used the first axis of the principal component analysis (60% of total variance explained for Cort treatment; 52% of total variance explained for carotenoid treatment) to estimate the effect of treatment on flange color variation. We assessed the chick cell-mediated immune response when nestlings were 9 days old. Nestlings were subcutaneously injected with 0.025 mg of phytohemaglutinin (PHA) dissolved in 0.04 ml of phosphate buffered saline (PBS), in the right wing patagium (Bonneaud et al., 2003). We quantified the immune response by subtracting the thickness of the right wing patagium prior to injection from the thickness of the same wing 24 h post-injection (with a thickness gauge ± 0.01 mm); a strong immune response was indicated by a large swelling (Goto et al., 1978). The PHA assay is a reliable indicator of in vivo cellular immunity (Goto et al., 1978; McCorkle et al., 1980) and it is used commonly to assess cell-mediated immune response in ecological immunology studies (Lee et al., 2005; Martin et al., 2004). Here, we would test if a repeated Cort administration could involve long-term effects on nestling capacity to respond to an immune challenge. Indeed, the immunosuppressive and anti-



inflammatory actions of glucocorticoids have been recognized to affect cytokines action and others mediators that promote immune and inflammatory reactions (Sapolsky et al., 2000). It is well known that corticosterone administration has a direct effect on immune system (in the few hours following injection) but also could show important impacts in the few days after repeat administration (e.g., regression of the primary lymphoid organs). In addition, we tested effects of the carotenoids supplementation on nestling capacity to respond to PHA. Blood samples were also taken to assess if PHA response could be associated to the plasma carotenoid concentration.



Carotenoids assays At 9 days old, blood samples were collected (∼50 μl) to assess the amount of plasma carotenoids. The analyses were carried out at the Laboratoire de Parasitologie Evolutive following Alonso-Alvarez et al. (2004). Twenty microliters of plasma were diluted in 180 mL of absolute ethanol. The dilution was mixed in a vortex, and the flocculent protein was precipitated by centrifuging the sample at 1500×g for 10 min. We examined the supernatant in a spectrophotometer and determined the optical density of the carotenoid peak at 450 nm. Carotenoid concentration was determined from a standard curve of lutein. All samples from the same individual were analyzed in the same plate.



Statistical analyses We used mixed linear models with fixed and random effects (Proc Mixed, SAS, 1999). Given that nestlings share genes and the environment (the nest), they cannot be considered as independent observations from a statistical point of view. To take into account this non-independence, nest identity was always included in the models as a random factor. The Cort and carotenoid treatments were included as fixed factors and several covariates (brood size, hatching date, body mass) were also added. Repeated measurements models were used when variables were measured several times for the same individual, such as body mass and tarsus length. The assumptions underlying the use of the linear model were systematically checked and the log10-transformation was applied when necessary.



Results Corticosterone treatment Effect of exogenous Cort on flange color At day 5, before the beginning of the Cort injections, nestling flange coloration was positively correlated with body mass



Fig. 1. Effect of corticosterone and carotenoids on flange color variation (difference in flange color between day 8 and day 5). Positive values indicate less yellow flanges and negative values indicate yellower flanges. One asterisk: significant difference (P b 0.05), two asterisks: significant differences (P b 0.01).
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(F1,99 = 4.81, P = 0.03) and negatively with hatching date (F1,99 = 26.74, P b 0.0001). Corticosterone administration affected the change in flange coloration with Cort-injected chicks having less yellow flanges (Fig. 1). However, the strength of the effect also depended on the body mass of the nestlings, as shown by the interaction between treatment and body mass (Table 1; Fig. 2). Variation in flange color from day 5 to day 8 was negatively correlated with body mass in Cort-treated nestlings (low values indicate yellower flanges) (F1,34 = 9.85, P = 0.003), whereas the correlation was non-significant for control chicks (F1,27 = 0.18, P = 0.67). Difference in flange coloration between control and Cort-chicks was statistically non-significant for nestlings with large body mass (when body mass was larger than 21.5 g), presumably experiencing good body condition (F1,26 = 2.84, P = 0.10; Fig. 2). Effect of administration of exogenous Cort on nestling begging behavior Primary begging rate was not affected by Cort treatment (F1,74 = 0.89, P = 0.35) but was significantly and positively correlated with feeding rate (F1,74 = 12.59, P = 0.0007). Secondary begging rate was affected by the Cort treatment in interaction with body mass (F1,72 = 8.00, P = 0.006; Table 2). Control chicks begged significantly more than Cort-treated nestlings when body mass was larger than 20 grams (F1,38 = 10.07, P = 0.003). Behavioral response of parents The provisioning rate of Cort-injected nestlings did not differ from the one of control chicks (F1,71 = 0.19, P = 0.66). However, including begging rate and flange color variation into the model revealed that provisioning rate was affected by the interaction between flange color variation and Cort treatment (Table 3; Fig. 3). Among Cort-treated nestlings, less colored nestlings were less fed than chicks with yellower flanges (F1,25 = 7.46, P = 0.011), whereas for control chicks there was no correlation between changes in flange color and feeding rate (F1,20 = 0.10, P = 0.75; Fig. 3).



Table 1 Generalized linear mixed model exploring the effect of the hormonal treatment (Cort vs. oil) on flange color Fixed effect



Treatment Body mass Hatching date Brood size Body mass ⁎ Treatment



Fig. 2. Correlation between flange color variation (difference in flange color between day 8 and day 5) and body mass (g) at day 8 for Cort-injected and control chicks. Positive values indicate less yellow flanges and negative values indicate yellower flanges.



Effects of exogenous Cort on nestling growth, immune response, plasma carotenoids and return rate the next year We used a repeated measurement model to assess the effect of daily injections of Cort on body mass and tarsus length. The treatment had no effect on body mass gain (F1,506 = 1.17, P = 0.28). Body mass was negatively correlated with flange color at the age of 8 days (F1,93 = 10.05, P = 0.002). At day 10, nestling body mass was positively correlated with plasma carotenoids (F1,83 = 21.98, P b 0.0001; Fig. 4a) and the immune response (F1,83 = 20.79, P b 0.0001). As for body mass, tarsus growth was not affected by the Cort treatment (F1,506 = 1.17, P = 0.28), but was negatively correlated with hatching date (F1,136 = 4.46, P = 0.034). Cort-injected nestlings exhibited a weaker response to the PHA challenge than control nestlings (F1,85 = 16.10, P = 0.0001; Fig. 5). Finally, at day 10, plasma carotenoids were not explained by the treatment (F1,87 = 0.09, P = 0.76) but were negatively correlated with flange coloration (F1,87 = 4.96, P = 0.028), brood Table 2 Generalized linear mixed model exploring the effect of the hormonal treatment (Cort vs. oil) on secondary begging rate Fixed effect



Flange color variation F1,86



Estimate (SE)



P



13.24 0.79 0.50 0.23 8.69



4.665 (1.282) 0.059 (0.048) 8.02E−8 (0.00) 0.064 (0.135) − 0.183 (0.062)



0.0005 0.3757 0.4810 0.6341 0.0041



Random effect



Z



P



Nest



2.41



0.0079



The dependent variable was the difference between flange color at day 8 and day 5. The model included the treatment as a fixed factor, body mass, brood size and hatching date as covariates, as well as the interactions between the treatment and the covariates. The nest was included as a random factor.
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Secondary begging rate F1,72



Estimate (SE)



P



Treatment Feeding rate Body mass Brood size Flange color variation Hatching date Body mass ⁎ Treatment



7.32 12.00 0.19 0.50 2.44 0.58 8.00



7.320 (0.008) 12.00 (0.001) 0.190 (0.665) − 0.047 (0.067) 0.033 (0.021) − 4.51E−8 (0.00) 8.000 (0.006)



0.0085 0.0009 0.6654 0.4823 0.1225 0.4499 0.0061



Random effect



Z



P



Nest



3.16



0.0008



The model included the treatment as a fixed factor, flange color, feeding rate, body mass, brood size and hatching date as covariates, as well as the interactions between the treatment and the covariates. The nest was included as a random factor.
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Table 3 Generalized linear mixed model exploring the effect of the hormonal treatment (Cort vs. oil) on feeding rate Fixed effect



Feeding rate F1,71



Estimate (SE)



P



Treatment Flange color variation Begging rate Body mass Brood size Hatching date Flange color ⁎ Treatment



1.07 3.30 46.98 6.93 4.86 0.14 8.05



0.035 (0.034) 0.010 (0.022) 0.784 (0.114) 0.019 (0.007) − 0.075 (0.034) − 1.19E−8 (0.00) − 0.084 (0.029)



0.3047 0.0735 b0.0001 0.0104 0.0307 0.7129 0.0059



Random effect



Z



P



Nest



2.92



0.0018



The model included the treatment as a fixed factor, flange color, begging rate, body mass, brood size and hatching date as covariates, as well as the interactions between the treatment and the covariates. The nest was included as a random factor.



size (F1,87 = 4.86, P = 0.03) and hatching date (F1,87 = 38.76, P b 0.0001). We checked whether Cort nestlings were less able to acquire a breeding site (a nest-box in the following spring). The proportion of individuals that acquired a nest-box in 2006 did not differ between the two treatments (Cort 10/72, 13.9%; control 11/67, 16.4%; generalized linear model: χ12 = 0.21, P = 0.65). Carotenoid treatment Effects of carotenoid supplementation on flange coloration and the behavioral response of parents At day 5, before the beginning of the carotenoid treatment, nestling flange coloration was negatively correlated with hatching date (F1,105 = 6.31, P = 0.013). The carotenoid supplementation had a significant effect on flange color variation, with carotenoidsupplemented nestlings having yellower flanges than controls



Fig. 3. Correlation between feeding rate (log10-number of feedings per nestling per hour) and flange color variation (difference in flange color between day 8 and day 5) for Cort-injected and control chicks. Positive values indicate less yellow flanges and negative values indicate yellower flanges.



Fig. 4. Positive correlation between plasma carotenoid levels (μg ml− 1) and body mass (g) at day 10 for (a) corticosterone and (b) carotenoid treatments.



(F1,104 = 6.16, P = 0.015; Fig. 1). However, the provisioning rate of carotenoid supplemented nestlings did not differ from the provisioning rate of control chicks (F1,55 = 0.51, P = 0.48).



Fig. 5. Difference in immune response against a PHA challenge between Cort and control nestlings. Positive values indicate a stronger immune response in Cort nestlings and negative values indicate a stronger immune response in control nestlings. Each bar represents a nest.
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Effects of carotenoid supplementation on nestling growth, immune response, plasma carotenoids and return rate the next year A repeated measurements model showed that daily carotenoid supplementation had no effect on body mass gain (F1,133 = 0.08, P = 0.77), but body mass decreased with hatching date (F1,133 = 15.71, P = 0.0001). As for body mass, tarsus growth was not affected by the carotenoid treatment (F1,128 = 0.03, P = 0.87). The immune response did not differ between carotenoid supplemented and control chicks (F1,97 = 3.53, P = 0.63), whereas, as expected, plasma carotenoids were higher in supplemented chicks compared to controls (F1,96 = 33.00, P b 0.0001; Fig. 4b). Plasma carotenoids were also positively correlated with body mass (F1,54 = 14.16, P = 0.0003; Fig. 4b) and negatively with hatching date (F1,54 = 44.07, P b 0.0001). The proportion of individuals that acquired a nest-box in 2006 did not differ between the two treatments (carotenoid supplemented 17/72, 23.6%; controls 13/64, 20.3%; generalized linear model: χ12 = 0.22, P = 0.64). Finally, we tested if there was a difference in the likelihood to acquire a breeding site between carotenoid supplemented and Cort-injected chicks in 2006, and found that the two groups had similar probabilities to breed in a nest box the following year (generalized linear model: χ12 = 2.09, P = 0.15). Discussion As predicted, exogenous administration of Cort had a substantial effect on nestling flange coloration. Cort-injected nestlings exhibited a less yellow flange color than controls depending on their body mass. We also found that Cort-treated nestlings begged less than controls in the absence of parents when in good body condition. Parents seemed to adjust somehow their provisioning in response to the treatment since Cortinjected nestlings were fed significantly less than control chicks when flanges were pale. On the contrary, Cort-treated chicks with yellower flanges were fed more than controls. Overall these findings suggest that Cort may affect both behavioral and color displays used during parent–offspring communication, in a condition-dependent way. Thus, if hunger means producing more Cort, and Cort modulates the begging signal, but with its potential costs (on T cell-mediated immune response and body condition), this would ensure the honesty of nestling begging as a signal of condition and thus of need. The effect of experimental treatments on begging displays Begging is a complex display involving a variety of different visual and auditory components (Leonard et al., 2003; Kilner, 2002). Nestlings adopt multiple displays to advertise their condition and need. Several studies have investigated the role of hormones (testosterone and corticosterone) in the modulation of begging behaviors (Rubolini et al., 2005, Groothuis and Ros, 2005; Goodship and Buchanan, 2006; Kitaysky et al., 2001; Loiseau et al., 2007). However, to our knowledge, no study had addressed the potential effect of corticosterone on the
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expression of a colored trait used during parent–offspring communication. In this study, we showed that manipulation of Cort levels affected both behavioral and color-based signals, and these effects depended on the body mass of nestlings. Nestlings in best body condition, that undergo repeated acute stress, begged less than controls in the absence of parents. The false alarms characteristics (secondary begging) have been investigated in several studies (Price and Ydenberg, 1995; Leonard and Horn, 2001; Budden and Wright, 2001; Leonard et al., 2005). Hunger decreases the threshold needed for a chick to respond to an external stimulus, increasing thus the likelihood that it will respond to the parental stimulus. Alternatively, begging in the absence of parents can be seen as a long-distance signal that can be perceived by parents outside the nest and further stimulate parents to search food. Whatever the benefits, begging also has costs both in terms of energy expenditure and the likelihood to attract predators to the nest (Briskie et al., 1999; Dor et al., 2007). This result suggests that the Cort treatment may modulate the nestlings' decision to beg depending on their physiological state. The effect of Cort was not restricted to begging behavior. In agreement with our prediction, we also found that Cort modified the expression of a colored signal. Nestlings with a poor body condition were not able to maintain an intense yellow flange color when facing an acute stress (Cort injections). Because flange color depends on carotenoids, we might speculate that Cort made carotenoids less available for the expression of the signal. There are two possible, non-exclusive, pathways, based on the physiological role played by carotenoids, that could account for the effect of Cort on flange color. First, since Cort induces an immunosuppression, carotenoids might be adaptively diverted to the immune function to buffer the immunosuppressive effect of Cort. Second, since chronic stress can induce oxidative damage (Lin et al., 2004), carotenoids might be preferentially allocated to scavenge reactive oxygen species. In both cases, Cort-injections would have altered the optimal allocation rule of carotenoids between the signaling, the immune and the scavenging function. In addition, we suggest that carotenoid-based coloration may depend on the nestling capacity to absorb and transport carotenoids in tissues by proteins and lipids (e.g., triglycerides; McGraw and Parker, 2005; Fitze et al., 2007). Indeed, because plasma triglyceride levels may decrease in response to stress (Remage-Healey and Romero, 2001), we assumed that corticosterone modulate carotenoid coloration via lipoproteinmediated mechanism. Effects of experimental treatments on parent behavior Exogenous administration of Cort had an effect on nestling food provisioning and this effect depends on the flange color. We found that feeding rate was negatively correlated with flange color in Cort-injected nestlings, whereas no relationship was found in control chicks. This result might appear counterintuitive, since we expected flange color to affect feeding rate in both groups. Previous work has shown that gape and flange
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color is effectively used as a signal in the communication between parents and offspring where nestlings reveal their body condition and immunocompetence (Saino et al., 2000, 2003; De Ayala et al., 2007). However, also already mentioned above, begging display is based on multiple signals and it is possible that the relative information provided by each of these signals changes when nestlings face a chronic stress. Cort-injected nestlings with pale flanges were probably seen by parents as offspring providing consistent information on poor quality and low survival prospects. We therefore suggest that by manipulating Cort levels we indeed altered the consistency of the information provided by begging signals. The supplementation of nestlings with carotenoids, although producing the expected effect on flange color, did not affect the feeding rate of carotenoid-supplemented chicks. This result is in contrast with previous work that showed a parental preference for more intensely colored nestlings in a few species (Götmark and Ahlström, 1997; Kilner, 1997; Kilner and Davies, 1998). We do not know why, in our study, parents did not respond to carotenoid treatment. One possible reason could be that the carotenoidinduced change in flange color was not enough to produce a substantial variation in the parental perception of nestling quality within the brood. Indeed, control nestlings maintained their “natural” flange color and this might have masked any potential effect of carotenoid supplementation on parental feeding decision. To conclude, we suggest that Cort treatment, mimicking a repeated food shortage, may modulate the expression of multiple begging signals: flange color and begging rate. In accordance with the ‘multiple redundant signal’ hypothesis (Johnstone, 1995, 1996), parents may use the information gathered from two or more signal components to gain a better estimate of chick's condition and optimally share resources among nestlings. Acknowledgments At the Centre d'Etudes Biologiques de Chizé, we are grateful to A. Lendvai and M. Giraudeau for their help on field and for recapture of house sparrows in spring 2006. We also thank the CRBPO (Muséum d'Histoire Naturelle de Paris) for providing the metal rings. This work was supported by the CNRS (GDR 2115 to Gabriele Sorci and Olivier Chastel) and C. Loiseau was supported by a doctoral grant from the region Ile de France. We thank G. Caro for his help with the videotape analysis and C. Bonneaud and J. Crosby for comments on an earlier version of the manuscript. References Angelier, F., Shaffer, S.A., Weimerskirch, H., Trouve, C., Chastel, O., 2007. Corticosterone and foraging behavior in a pelagic seabird. Physiol. Biochem. Zool. 80, 283–292. Alonso-Alvarez, C., Bertrand, S., Devevey, G., Gaillard, M., Prost, J., Faivre, B., Sorci, G., 2004. An experimental test of the dose-dependent effect of carotenoids and immune activation on sexual signals and antioxidant activity. Am. Nat. 164, 651–659. Alonso-Alvarez, C., Bertrand, S., Devevey, G., Prost, J., Faivre, B., Chastel, O., Sorci, G., 2006. An experimental manipulation of life-history trajectories and resistance to oxidative stress. Evolution 60, 1913–1924.
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1. Introduction It has long been recognised that the expression of quantitative traits will be different depending on the environment (Falconer, 1952). If traits affecting fitness are expressed differently in different environments, this could lead to changes in the direction and strength of selection on these traits. If the sign and magnitude of fitness differences between genotypes changes across environments (termed genotype-by-genotype (G ! E) interactions), this could promote the co-occurrence of different genotypes through heterogeneous selection (Gillespie and Turelli, 1989; Byers, 2005). Over the past few years, the application of this idea to host– parasite systems has generated work addressing the role of environmental variation on the expression of traits involved in infection (Ferguson and Read, 2002; Mitchell et al., 2005; Lambrechts et al., 2006a; Salvaudon et al., 2007), and on the general impact that context-dependent selection may have on the coevolutionary process (Thompson, 1994, 1999). The environment of parasites is made up of many factors. First, the genotype of the host can be considered an ‘‘environment’’ in which the parasite must survive, and interactions between host and parasite genotypes (G ! G interactions) can result in * Corresponding author. E-mail addresses: [email protected] (L. Salvaudon), [email protected] (S. Fellous). 1567-1348/$ – see front matter # 2008 Elsevier B.V. All rights reserved. doi:10.1016/j.meegid.2008.01.011



shared control of epidemiological traits by both host and parasite, with implications for evolutionary trajectories of virulence and resistance (Restif and Koella, 2003; Lambrechts et al., 2006b; Salvaudon et al., 2007). Moreover, various biotic or abiotic factors may affect the expression of host and parasite traits, thereby adding another level of complexity (G ! G ! E interactions). What are the consequences of this complexity? From a standard quantitative genetics point of view, the efficiency of selection on host and parasite genotypes will depend on the expressed genetic variance, and such expression of variance is known to be environment-dependent (Falconer, 1981). Consequently, environmental variation may influence the intensity of coevolution, potentially creating coevolutionary cold and hot spots in different environments (Thompson, 1994, 1999). Further, selection may favour different (combinations of) host and parasite genotypes in different environments, thus shaping the geographic distribution of genetic diversity and patterns of local adaptation in host and parasite. A strong impact of the environment may even alter coevolutionary trajectories, thereby generating different evolutionary optima for attack and defence (Hochberg and van Baalen, 1998) or changing the nature of the interaction (e.g., from mutualistic to antagonistic). In this context, it is important to remember that evolution is a population-level process and that the effect of selection will depend on several aspects of population genetics, such as population size, spatial structure or migration, all of which are themselves potentially influenced by environmental conditions.
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Despite the increasing number of examples from laboratory host–parasite systems indicating the occurrence of environment-dependent interactions, their importance in changing the strength and direction of selection in the field remains obscure. Thus, perhaps the most challenging question is then to ask how robust genotype interactions are against environmental variation in the wild: does the ‘‘E’’ in G ! G ! E really matter? Answers to this question will not only provide important insights in the coevolutionary process and the causes of the maintenance of genetic diversity, but also matter from an applied perspective. Indeed, being able to predict the fate of particular genes or genotypes (e.g., introduced resistance genes) in variable environments is of extreme importance for disease control programs. A 1-day meeting (5th December 2007), organized by the Laboratoire de Parasitologie e´volutive (Universite´ Pierre & Marie Curie, Paris, France) and Laboratoire Ecologie, Syste´matique et Evolution (Universite´ Paris-Sud 11–CNRS, France), brought together researchers from Europe and the USA, working on a variety of microbial, animal and plant systems, to discuss the role of the environment on the evolutionary ecology of host–parasite interactions. Here follows a report on the proceedings of this meeting. 2. Summary of presentations The meeting was divided into two sessions, each concluding with a general discussion. The morning session focused on the coevolutionary process and how experimental studies can contribute to the understanding of evolution in variable environments. Michael Hochberg (University of Montpellier) highlighted the importance of considering variation in ecological processes. Describing an experimental coevolution approach using the Pseudomonas fluorescens-phage Phi2 host– parasite system (Buckling and Rainey, 2002), he explored how varying levels of disturbance could affect the evolution of resistance to parasites. His findings indicated that the highest levels of resistance occur at intermediate levels of disturbance, presumably because the force of infection is highest at intermediate levels. Fabrice Vavre (University of Lyon) continued the session by discussing work from several insect systems where vertically transmitted bacterial symbionts (among which Wolbachia) are present. He described work showing that cost of Wolbachia infections and bacterial load is not only temperature dependent (Mouton et al., 2006) but sometimes depends on the specific combinations of genotypes of Wolbachia that are present and on the host genotype (Mouton et al., 2004; Mouton et al., 2007). More generally, it was shown that the co-occurrence of different genotypes or species of symbionts within the same host species was different from random. This suggests that the presence of a particular symbiont can create an extended host phenotype protecting the host against infection by other symbionts, against attack by other enemies (Oliver et al., 2003) or allowing the extension of the host niche (Tsuchida et al., 2004). This was followed by an example of how environmental variation can be an important factor when applied to agricultural systems. Mamadou Mboup (INRA-AGROPAR-
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ITECH, Grignon) spoke about his work on the plant pathogen Wheat Yellow Rust (Puccinia striiformis). In France, this pathogen exhibits a geographical structure, with some isolates only existing in the North or only in the South. Controlled greenhouse and field experiments revealed temperaturedependent variation in germination and infection rates among pathotypes, likely to confer a selective advantage to Southern pathotypes to the higher temperatures in the South. Conversely, Southern pathotypes are not found in the North because they cannot infect Northern wheat cultivars. The morning session finished with Pedro Vale (University of Edinburgh) describing work on the freshwater crustacean Daphnia magna and its naturally occurring bacterial parasite Pasteuria ramosa. In experiments that included both host and parasite genetic variation and thermal variation, he showed evidence for temperature-dependent costs of parasitism, and for the presence of G ! G interactions for infectivity and G ! E interactions for parasite transmission stage production and time to host death. Although there was no evidence in these experiments that G ! G ! E interactions occurred (i.e. patterns of infectivity were generally robust to environmental variation), variation in the number of transmission stage spores produced could alter infectivity levels in subsequent infection cycles, as spore dose has been shown to affect infectivity in this system. The afternoon session was aimed at discussing how to integrate environmental fluctuations into theoretical models of host and parasite evolution. Curiously, only two out of the five speakers described work using a mathematical modelling approach. This is possibly a reflection of how the theoretical tools to study these effects still lag behind the experimental evidence for their occurrence. Olivier Restif (Cambridge University) alluded to this problem, saying that traditionally, ecological interactions such as competition, predation, and parasitism have all been studied separately and as such have their own theoretical frameworks. He attempted to integrate at least two of these interactions (competition and parasitism) by developing a model where hosts vary in their resistance (reduced likelihood of becoming infected) and tolerance (reduction in the detrimental effects of infection) under varying levels of migration and fragmentation. He showed how this approach could be useful to understand under what conditions we can expect variation in resistance and tolerance to coexist. Building upon existing parasite-mediated competition models (Miller et al., 2005), he suggested that coexistence depended strongly on the degree of fragmentation of the host population. Nevertheless, when the same questions were investigated with stochastic simulations, transient dynamics associated with small population sizes modified the outcome of competition in the presence of a shared parasite. This illustrates the great importance of the modelling methodology. Benjamin Roche (Institut de Recherche pour le De´veloppement, Montpellier) also presented a mathematical modelling approach to elucidate the most likely transmission routes of avian influenza. He hypothesised that water-borne transmission was a likely transmission route and supported this by fitting data collected from bird populations in Southern France to a Susceptible-Infected-Removed epidemiological model, to
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which he incorporated an additional class of water-borne transmission. The remainder of speakers described results from experimental systems. Peter Tiffin (University of Minnesota) added an interesting twist by describing G ! G ! E interaction not in a host–parasite system but in a Legume-Rhizobium mutualism. From the plant perspective, the rhizobia are beneficial because they provide nitrogen to the plant but the mutualism involves a cost of carbon needed to maintain the rhizobia. He argued that the unstable dynamics observed in antagonist coevolution between hosts and parasites could also be expected in mutualisms if sub-optimal rhizobia genotypes (or ‘‘cheaters’’) are common and plant hosts evolve to preferentially associate with or reward rhizobia genotypes that are more beneficial. The experiments he described with a genetically variable Medicago truncatula–Sinorhizobium medicae system showed evidence for G ! G interactions. Moreover, mixed inoculations by two Sinorhizobium genotypes were more costly to the host than single inoculations, but only when nitrogen was added to the soil—suggesting that the selection acting on species involved in mutualisms will depend on both the abiotic and biotic environment (Heath and Tiffin, 2007). Richard Preziosi (University of Manchester) followed, using a community genetics approach to study the interaction of barley and aphids in the absence and presence of rhizosphere bacteria. Community genetics aims to ascertain how much genetic variation in one species affects other species in the community. Within this framework he provided a further example of G ! G ! E interactions, and in one example these explained almost 40% of the variation in host fitness (TetardJones et al., 2007). R. Preziosi emphasised the need to quantify the effect sizes of these interaction effects if we are to gain insight into their relevance in the wild. Lastly, Oliver Kaltz (University Pierre & Marie Curie, Paris) also described experimental work carried out by his research group. He asked the question ‘‘What if hosts and parasites have different thermal optima?’’ He provided an answer using a model system consisting of the protozoan Paramecium caudatum and its bacterial parasite Holospora undulata. By conducting experimental infections at 23 and 35 8C, he found that infection increased host survival at high temperature, possibly due to parasite-induced over-expression of heat-shock proteins. However, in experimental populations, prevalence rapidly declined at 35 8C, indicating that the parasite cannot survive at this temperature. Despite these general effects, the amount of genetic variation in tolerance expressed in the host varied between temperatures, suggesting that strength of selection could be environment-dependent. 3. Discussions and perspectives This meeting provided a forum for stimulating discussion regarding the relevance of interactions between genotypes and environment in natural host–parasite systems. A positive aspect was the presence of researchers working on a broad spectrum of interactions – from mutualists to obligate killing parasites – in both animal and plant systems. Bringing together this diverse



expertise served to highlight that G ! G and G ! E interactions are ubiquitous in host–parasite systems, at least when assessed in experimental settings. Below we highlight some of the questions addressed during the open discussion sessions. 3.1. Does environmental variation affect coevolutionary outcomes? It is still unknown whether the interactions between genotypes and with the environment are important factors driving the evolution of host–parasite relationships, or if they are mainly noise, introducing some variation in the expression of traits, but not enough to override the main genotypic effects. Indeed, if the contrast in fitness effects due to environmental variation were not large, this would reduce the relevance of such interactions in affecting the coevolutionary process, and question their importance in the maintenance of genetic variation (Maynard Smith and Hoekstra, 1980; Gillespie and Turelli, 1989; Byers, 2005). The general opinion was that any attempt to answer this question would require more sampling of natural populations in order to gain information on levels of genetic variation in traits involved in the infection process. This can be complemented by experimental evolution approaches that test specific hypotheses about how coevolution could be affected by environmental variation, and using modelling approaches are instrumental in generating testable hypotheses. 3.2. Testing the effect of environmental variation on coevolution Apart from identifying genotypes, the challenge in natural populations is equally to identify the relevant environmental factors at play and design the appropriate experiments to validate their effects. Experimental evolution provides an approach to address the role of the environment. By manipulating the relevant factors in experimental microcosms, we can explore the impact of environmental conditions on realtime coevolutionary change. However, it was generally agreed that this potentially very powerful approach has nonetheless important limits. While it can help us to generate hypotheses or to validate specific predictions of theoretical models, it remains restricted to particular model systems and simple experimental communities. Simply identifying that traits are expressed differently in different environments only tells us that G ! E interactions can occur, but without quantifying the effect sizes of these interactions in natural populations we can say little about how or if they will change evolutionary outcomes. Thus, clearly, experimental evolution cannot replace studies on G ! G ! E in natural populations. To this end, P. Tiffin raised the potential for testing whether local adaptation has altered the relative costs and benefits in the Medicago-Sinorhizobium mutualism by examining populations growing in environments with differing levels of abiotic N availability—such as those near and far from agricultural fields. Studying environmental variation and measuring selection coefficients in natural populations still presents a formidable challenge.
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3.3. How does environmental spatiotemporal variation affect coevolutionary processes? Many factors could modify the effects of G ! G ! E interactions host–parasite coevolution and several speakers underlined the important role of explicit spatial structure and temporal variation. In particular, gene flow due to migration could disturb adaptation to local environments, or make it difficult to identify adaptations to particular environments, thereby increasing the spatial scale of field studies needed to identify G ! E interactions. This relates directly to the issue of discerning the spatial scale at which environmental variation occurs (e.g. microclimate in the immediate neighbourhood of a plant vs. regional average temperature). The relevance of considering the temporal scale of fluctuations was also discussed. Generally, if the environment varies very quickly (daily variation in temperature, for example) then there might not be enough time for selection to produce specific adaptations to any one environmental condition. In such cases, instead of maintaining genetic variation through heterogeneous selection, this could select for phenotypic plasticity and generalist strategies. What this means in terms of host–parasite interactions remains unclear. To our knowledge, no one has explicitly integrated environmental fluctuations in the theoretical framework of host–parasite coevolution. 3.4. Implications for health and disease The importance of interactions between host and parasite genotypes and with their environment is not only important for our understanding of evolution, but could also have applied consequences for health policies. If nothing else, it emphasizes the need to consider the role of heterogeneity – genetic and environmental – in host–parasite systems. Indeed, if infection outcomes are context-dependent, anti-parasitic intervention strategies could be thwarted when the environmental variation encountered in the wild is not taken into account. Acknowledgements The meeting was financially supported by the Institut d’e´cologie fondamentale et applique´e, the Laboratoire de Parasitologie Evolutive (Paris VI-UPMC) and the Laboratoire Ecologie, Syste´matique et Evolution (Univ Paris-Sud 11CNRS) and the Ecole Doctorale Sciences du Ve´ge´tal (ED145). Pedro Vale is supported by the Graduate Program in Basic and Applied Biology (University of Porto) and funded by Fundac¸a˜o para a Ciencia e Tecnologia, Portugal. Oliver Kaltz is supported by a grant ‘‘ACI Jeunes Chercheurs’’ (Ministe`re de Recherche, France). Simon Fellous and Lucie Salvaudon are supported by two Allocation de recherche of the Ministe`re de´le´gue´ a` l’enseignement supe´rieur et a` la recherche.
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We investigated whether a parasite with two routes of transmission responds to the different transmission opportunities offered by male and female hosts by using different transmission strategies in the two sexes. The parasite Ascogregarina culicis, which infects the mosquito Aedes aegypti, can be transmitted as its host’s pupa transforms into an adult or when a female lays its eggs. As the latter transmission route is missing in males, we expected, and found, that the parasite releases a greater proportion of its infectious forms during emergence when it is within a male than when it infects a female. The transmission route, which influences the parasite’s dispersal and the evolution of its virulence, was also affected by the dose of infection and the parasite’s previous transmission route. Our results emphasize the complexity underlying the development of parasites and show their ability to tune their strategy to their environment.



Introduction Do parasites adjust their phenotype to their current environmental condition? Some parasites with several transmission strategies (e.g. vertical and horizontal transmission) vary the allocation to the strategies (Agnew and Koella 1999; Kaltz and Koella 2003; Poulin 2003; Poulin and Lefebvre 2006). This variation probably reflects adaptations that increase the parasites’ transmission in different epidemiological situations. For example, temperate phages that parasitize bacteria can propagate horizontally by killing their host to be released as free phages (lysis) or they can integrate in their host’s genome (lysogeny) and be transmitted vertically (Levin and Lenski 1985). The phages prefer lysogeny when their host is in good condition and thus replicating rapidly, leading to efficient vertical transmission; they escape unfavourable environments by lysis when the host replicates slowly (Mittler 1996; Wang et al., 1996).
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One of the variables in the epidemiological situation is the sex of a parasite’s host. If males and females provide different opportunities for transmission, their parasites should use different transmission strategies in each sex. Thus, the microsporidium Amblyospora sp., a parasite of mosquitoes, changes its development strategy to adapt to the lower potential for transmission offered by male hosts (Andreadis and Hall 1979; Andreadis 2007). In females, the parasite develops slowly and usually does not kill the larvae. Its sporulation is synchronized with the adult’s blood meal and is followed by the transovarial infection of the eggs (vertical transmission). In male hosts, where vertical transmission is not possible, the parasite develops more rapidly than in females, sporulates during the larval stage and kills the host before adulthood, leading to the liberation of infectious forms that enable horizontal infection. Here, we consider a parasite with the possibility of two routes of transmission in the same host individual: the gregarine Ascogregarina culicis, a parasite of the mosquito Aedes aegypti. The infectious stages (oocysts) formed within each individual can be used for what we call ‘local’ and ‘distant’ transmission. Local transmission occurs when an infected mosquito releases oocysts
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(which are produced in the pupa) into the breeding site where it has developed. This can happen if it dies as a late pupa or if it survives and then releases oocysts as it metamorphoses from the pupa to the adult. Locally transmitted oocysts thus remain within a breeding site. Distant transmission occurs when adult females release oocysts during oviposition (thus exposing their own offspring and other larvae to the parasite) or when infected adults of either sex die in breeding sites. Distant transmission is less likely from male than from female mosquitoes because they do not lay eggs and are unlikely to return to (and die on) a breeding site as adults. Therefore, we expected that the parasites would release a greater proportion of oocysts during the emergence of male than of female hosts. In addition to testing this prediction, we studied the role of two other factors – the dose of infection and the parasite’s previous route of transmission – on the route of transmission. We expected that a higher dose would increase pre-adult mortality and consequently favour local transmission, as it does for the microsporidium Edhazardia aedis, another parasite of the mosquito Ae. aegypti. In this system, horizontal transmission from dead larvae to other larvae within the same breeding site (thus, local transmission) increases with the dose, while vertical transmission (thus, distant transmission) decreases (Agnew and Koella 1999). While there is no a priori expectation for the influence of a parasite’s previous transmission on its current transmission strategy, our experiment would add to the scarce literature showing that a parasite’s past experience can determine its current phenotype (Tseng 2006; Little et al., 2007).



Materials and methods Study organism The mosquito Ae. aegypti is widespread in subtropical and tropical regions. It has been studied in detail because of its importance in the transmission of human disease and the ease of maintaining it in the laboratory (Christophers 1960). The larvae live in small water containers, where they feed on bacteria. The larvae transform into pupae, from which the adults emerge 2 days later. Males pupate approximately 1 day before females and are smaller as adults. After a blood meal, each female generally distributes its eggs into several water containers (Colton et al. 2003). Ascogregarina culicis is an Apicomplexan parasite of Ae. aegypti (Sulaiman 1992; Reyes-Villanueva et al., 2003). Larvae are infected when they ingest the parasite’s oocysts. If larvae are infected as first instars (Roychoudhury and Kobayashi 2006), the oocysts are produced during the pupal stage. In this case, some of the oocysts are released when the mosquito emerges as an adult or when pupae die, resulting in local transmission. When adults contain oocysts, these are shed by ovipos-
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iting females or are released if the adult dies in a breeding site, resulting in distant transmission. When the larvae are infected after the first instar stage, the oocysts are produced only after the emergence of the adult and thus transmitted distantly (Roychoudhury and Kobayashi 2006). Oocysts remain infective in water or in the air for up to 6 months (Roychoudhury and Kobayashi 2006). Infections by American strains of A. culicis have few pathogenic effects on any life stage, but some Asian strains are virulent when the infectious dose is high (Sulaiman 1992; Reyes-Villanueva et al., 2003). We obtained the mosquito colony, which has its origin in Florida, from J. Becnel (USDA, Gainesville, FL, USA). The parasites were collected in Louisiana, USA, from a natural population of mosquitoes by Dawn Wesson (Tulane University) in 2003 and maintained for almost 3 years in the mosquito colony of our laboratory using oocysts from local and distant transmission. An accidental bottleneck occurred 8 months before the experiment: only some of the oocysts shed during the oviposition of three females were saved. Experimental design The general design of the experiment is described in Fig. 1. From nine infected females we founded nine isolates of the parasite, each one with a fraction derived from local transmission and a fraction derived from distant transmission (giving the previous transmission route). Each of these fractions was split into three inoculates, and each of these was used to infect four mosquitoes, each of them with a different dose of oocysts.



Isolates We refer to an isolate as the parasites obtained from a single infected female mosquito, which was reared individually in a 12-well plate in 4 mL of deionized water and infected with a standard mixture of the parasite colony. On the day they pupated, we transferred each individual into a 1.5 mL centrifugation tube with 0.5 mL of water. When they emerged, we separated the adult from the water it had emerged in and put the mosquito in a new centrifugation tube.



Fractions To obtain locally transmitted oocysts, we collected and homogenized the water the female mosquito had emerged from and that still contained the pupal case. To obtain distantly transmitted oocysts, we crushed the female 1–3 days after emergence in its centrifugation tube with 0.5 mL of deionized water.



Inoculates and doses We split each fraction into three inoculates and counted the oocysts in these inoculates with a haemocytometer. We exposed mosquitoes to 10, 50, 250 or 1250 oocysts of each inoculate.
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Fig. 1 Experimental design.



Infection and rearing We synchronously hatched under low pressure a batch of eggs from our standard mosquito colony and gave them Tetramin Baby (Tetra, GmbH, Melle, Germany) ad libitum as food. After 24 h they were put individually into the wells of 12-well tissue culture plates with 3 mL of deionized water. They received 0.04 mg of Tetramin Baby on day 2, 0.08 mg (day 3), 0.16 mg (day 4), 0.32 mg (day 5), 0.64 mg (day 6) and 0.32 mg (following days). When they were 2 days old, they were exposed to the oocysts. When the mosquitoes pupated, they were transferred with approximately 0.15 mL of water into an open centrifugation tube within a 50-mL plastic tube covered with netting. If a pupa died, it was frozen at )20 !C. After emergence, each adult was put into a centrifugation tube and frozen at )20 !C. The water from which the adult had emerged was also frozen at )20 !C. Oocysts in the pupae, in the adults and in the water were counted with a haemocytometer. We recorded the age at pupation of the mosquitoes to estimate a possible link of this life-history trait with the parasite’s route of transmission. Only 156 of the 216 theoretical experimental replicates were inoculated and followed up until death or emergence because of insufficient oocysts for some treatment combinations and loss of a few individuals because of handling errors. Of these, 148 survived until adulthood; all of the survivors contained oocysts while four of the eight mosquitoes that died did not contain any. The experiment was performed in a climate-controlled chamber with 12 h of light per day, at 26 ± 2 !C and with 70 ± 10% relative humidity.



released during the emergence of the adult and the parasite’s effect on the age of its host’s pupation. We used linear mixed models with ‘isolate’ and ‘inoculate’ (nested within isolate) as the random factors and ‘host’s sex’, ‘dose’ (treated as an ordinal factor to satisfy assumptions of the analyses) and ‘previous route of transmission’ as fixed factors. We backward-eliminated the terms with P > 0.1, starting with the highest-level interactions and the least significant terms. Even if they were not significant, we did not remove the isolate and inoculate terms as they controlled for the non-independence of the replicates that received oocysts from the same isolate or inoculate. In order to satisfy the assumptions of normality and homoscedasticity of the model, we log-transformed the oocyst number. We did not analyse the oocyst number of the four individuals that died before adulthood and contained oocysts because we could not determine their sex (analyses with these individuals but without the sex term gave similar results). For the analysis of the transmission route, we used the proportion of oocysts released during the host’s emergence and added as covariates the total number of oocysts produced and the age at the host’s pupation. The significance of each random factor was estimated with a comparison of the difference of )2 log-likelihood of the models with and without the factor to a chi-squared distribution. We used the statistical package JMP 6.0.3 (SAS Institute, Cary, NC, USA) and the REML (Restricted Maximum Likelihood) method.



Results Oocyst number



Statistical analysis We analysed three traits: the total number of oocysts produced during an infection, the proportion of oocysts



All mosquitoes that survived to adulthood harboured at least one oocyst. The total number of oocysts was about twice as high in females (n = 80, mean = 6971,
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Table 1 Final statistical models for total oocyst number and proportion of oocysts released during host’s emergence (i.e. transmission route).



Trait



d.f. (Num, Denom)



Oocyst number Fixed factors Host sex 1, 130 Dose of infection 3, 107 Random factors Isolate 1 Inoculate 1 Proportion of oocysts released locally Fixed factors Host sex 1, 120 Dose of infection 3, 118 Previous transmission route 1, 40 Oocyst number 1, 122 Random factors Isolate 1 Inoculate 1



Test statistic



F 44.92 28.59 v2 0.014 3.67 F 55.32 4.78 4.96 62.54 v2 0.007 0.501



P-value



< 0.0001 < 0.0001 0.9 0.054



< 0.0001 0.0035 0.0316 < 0.0001 0.93 0.48



Fig. 3 Proportion of oocysts released during host’s emergence (i.e. investment in local transmission) in function of host’s sex and dose. The dots represent means, the vertical lines are standard errors.



Proportion of oocysts released during emergence



Fig. 2 Total number of oocysts produced in infected mosquitoes as a function of the host’s sex and dose of infection. The dots represent means, the vertical lines are standard errors.



SE = 516) as in males (n = 68, mean = 3582, SE = 294) (Table 1, Fig. 2). There were also fewer oocysts in mosquitoes infected with the lowest dose (n = 37, mean = 2415, SE = 311) than those with the three higher doses (doses grouped together: n = 111, mean = 6413, SE = 398); the mosquitoes infected with these three doses had similar oocyst numbers. Neither the previous transmission route nor the interactions of the host’s sex and the dose of infection with the other terms of the model were significant (P > 0.1).



The proportion of oocysts released during host emergence was higher in male (n = 68, mean = 0.61, SE = 0.03) than in female hosts (n = 80, mean = 0.27, SE = 0.025) (Table 1, Fig. 3). Lower doses of infection produced relatively more local transmission than higher doses (Fig. 3), ranging from 66% at the lowest dose to 35% at the highest dose. Infections by oocysts that themselves had been locally released produced more local transmission (n = 59, mean = 0.48, SE = 0.037) than infections by oocysts retrieved from the body of an adult female (n = 89, mean = 0.39, SE = 0.032) (Fig. 4). None of the interactions of the host’s sex, the dose of infection and the previous transmission route with the other terms of the model was significant (P > 0.1). Individuals with more oocysts released a smaller proportion of them at emergence [parameter estimate from the model: ‘proportion released at emergence = )0.12 · log(number of oocysts)’]. Age at pupation had no influence on the proportion of oocysts released during emergence (F1,140 = 1.58, P = 0.21). Effects on the age of the host’s pupation The host’s sex was the only factor significantly determining age at pupation (F1,117 = 100.7, P < 0.0001). On average, males pupated after 8.6 days (SE = 0.10) and females after 10.0 days (SE = 0.08).



Discussion As we predicted, A. culicis released a greater proportion of oocysts during the emergence of the adult mosquito
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Fig. 4 Proportion of oocysts released during the host’s emergence (i.e. investment in local transmission) in function of the previous route of transmission and the host’s sex. Note that the interaction between these two factors is not significant (P > 0.1). The dots represent means, the vertical lines are standard errors.



when it was in a male host than when it was in a female host (Table 1, Fig. 3). This suggests an adaptive strategy of the parasite, as males do not produce eggs and their parasites can therefore not be transmitted during oviposition. This follows reports on several other parasites that vary their transmission strategy according to the sex of their host. Another parasite of mosquitoes, the microsporidium Amblyospora sp., enables its female hosts to survive to adulthood and is then transmitted vertically, but kills its male hosts as larvae and is then transmitted horizontally (Andreadis and Hall 1979; Andreadis 2007). Many parasites that are transmitted exclusively maternally, such as Wolbachia, Cardinium and Rickettsia bacteria, convert male hosts into functional females (Werren 1997; Bandi et al., 2001; Weeks et al., 2002). The fungus Microbotryum violaceum, which infects the dioecious Silene latifolia can only produce its spores in male organs. It therefore manipulates female plants to produce hermaphroditic flowers, which allows its transmission (Korpelainen 2000; Uchida et al., 2003). Unlike these parasites, A. culicis does not preferentially kill male hosts or modify their sex, but modifies the strategy of oocyst allocation to local or distant transmission according to the sex of its host. Such responses of parasites to host sex illustrate the broad range of adaptations that they use to cope with



environmental variation. For instance, the trematode Coitocaecum parvum tunes its development in its intermediate crustacean host to the clues indicating the presence or absence of its (facultative) definitive fish host. In the presence of fish, the parasite develops slowly and ends up in the fish when the crustacean is eaten by it. In the absence of fish, development is accelerated, leading to the production of mature worms in the intermediate host (Poulin 2003). Parasites also adjust their reproductive phenotype to the presence or absence of conspecifics within their host. For instance, the hermaphroditic cestode Schistocephalus solidus delays the onset of egg production when alone in the host. An explanation for this pattern is that the worms wait for the possible arrival of mates in order to avoid the cost of selfing, expressed for example as a low hatching rate of self-fertilized eggs (Schjørring 2004). Malaria parasites decrease the proportion of male transmission stages when their relatedness with the other parasites in the host increases, thus increasing their transmission success (Reece et al., 2008). Local transmission was also influenced by the dose of infection: at the lowest dose (10 oocysts per larva) a greater proportion of the oocysts were allocated to local transmission than at higher doses. The evolutionary pressure and mechanism underlying this effect are unknown. In particular, we observed the opposite of our expectation – that higher doses would lead to higher pre-adult mortality and thus to higher local transmission – although other parasites, e.g. the microsporidian Edhazardia aedis, which also infects Ae. aegypti, do conform to this expectation. This parasite transmits horizontally by killing infected larvae and pupae, and vertically by infecting the eggs within the mother. Higher doses lead to more horizontal transmission than lower doses (Agnew and Koella 1999). As horizontal transmission is mainly local and vertical transmission is mainly distant, the effect of dose is the opposite of what we observed for A. culicis. Finally, local transmission was influenced by the parasite’s previous transmission route. When the oocysts used to infect an individual had been released during the emergence of the parasite’s previous host, it released proportionally more oocysts at emergence than when the oocysts had been retrieved from an adult (Fig. 4). Past experience of parasites also influenced their current phenotype, as revealed in two recent studies with Ascogregarina taiwanensis, which infects Aedes albopictus (Tseng 2006), and with the bacterium Pasteuria ramosa, which infects the crustacean Daphnia magna (Little et al., 2007). In both studies, the parasite was less harmful if it had previously infected food-deprived hosts than wellfed hosts. Such observations imply that transient environmental conditions can have long-lasting effects on host and parasite populations. We suggest that the effect of sex on A. culicis’s route of transmission is an evolutionary adaptation of the parasite to different transmission opportunities offered by the
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males and females. However, one might argue that it is a side effect of the morphological and developmental differences between male and female mosquitoes. First, male mosquitoes develop more rapidly than females, as shown by their earlier age at pupation. As the parasite’s development depends on that of its host (Chen 1999; Roychoudhury and Kobayashi 2006), the phenotype of the parasites could be constrained by the host’s developmental rate. However, although the age at pupation of the host was included in the statistical analysis of transmission route, the effect of host sex was significant, suggesting that it was not driven by the host’s developmental speed. In addition, one would expect that the more rapid development of the males would give the parasite less time to produce the locally transmitted oocysts, which is the opposite of our observation. Second, male mosquitoes are on average smaller than females. The higher local transmission in males might therefore be a side effect of local transmission decreasing with the body size of the adult. However, in another experiment (S. Fellous and J.C. Koella, unpublished), within each sex, local transmission was lowest in the intermediatesized individuals (see Supporting Information). This suggests that the smaller size of males than that of females cannot alone explain the large investment in local transmission of their parasites. Although other aspects of the host’s sexual dimorphism, such as differential immune investment, might constrain the parasite’s transmission, all available data support the fact that the difference in transmission strategy between male and female hosts is indeed adaptive. Our discussion of the variability of A. culicis phenotypes with respect to its host’s sex, its infectious dose and its past transmission route is based on the idea that the parasite would exhibit phenotypic plasticity (Pigliucci 2001; Pigliucci 2005). Of course, the phenotypic variations we observed might have also reflected genetic variation. Thus, for example, genotypes with more local transmission could be favoured in male hosts while genotypes with more distant transmission could be favoured in female hosts. However, even if this were the case, the prediction that the parasites in males should have more local transmission is valid, so that our results would illustrate the parasite’s adaptation to the transmission opportunities offered by its different hosts. Overall, our results show the role of the host’s sex, the dose and the previous transmission route of a parasite in determining its transmission route. These effects have consequences on the epidemiology and the evolution of A. culicis and its host for two main reasons. First, local and distant transmissions differ in terms of dispersal distance. Increased local transmission would lower the parasite’s dispersal. This would increase its average kinship within breeding sites, which could relax the competition among parasites and select for reduced virulence (Frank 1996; Chao et al., 2000). Changes in a parasite’s dispersal can also influence other aspects of its biology, including its



587



local adaptation (Lively 1999; Gandon and Michalakis 2002). Secondly, when distant transmission occurs through the release of oocysts during the oviposition of an infected female, the parasite can infect its offspring. Although factors such as the number of larvae from other females in the same breeding sites and the resilience of the oocysts influence the frequency of this event, there is almost certainly more vertical transmission than for locally transmitted parasites, for which there is the possibility of vertical transmission only if the emerged female comes back to lay its eggs in the breeding site it has just left. This is, however, unlikely as female Ae. aegypti distribute their eggs to several breeding sites (Colton et al., 2003) and deposit them on average more than 180 m away from their development site (Reiter et al., 1995). As the extent of vertical transmission influences the evolutionarily stable level of virulence (Bull et al. 1991; Koella and Doebeli 1999), any environmental changes that increase local transmission would be likely to increase the virulence of A. culicis.



Conclusions Parasites with several transmission strategies can vary their allocation to the strategies and optimize their success in the different environments they experience. As predicted, a greater proportion of A. culicis oocysts were used for local transmission in male than in female hosts. We argue that this reflects an adaptive strategy of the parasite in response to the low potential for distant transmission offered by males. It thus illustrates the ability of parasites to adjust their phenotype to their environment. In addition to the host’s sex, the dose of infection and the parasite’s past experience influenced its route of transmission, a trait that affects the dispersal and the evolution of the virulence of the parasite.
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Positive Correlation Between Hemosporidian Parasitemia and Likelihood of PCR Detection in Co-Infected Birds Simon Fellous, UPMC—Univ Paris 06, Laboratoire de Parasitologie Evolutive—UMR 7103, 7 quai St Bernard, 75005 Paris, France; Biology Division, Imperial College London, Silwood Park, Ascot SL5 7PY, United Kingdom. Current address: Entomology Department, Cornell University, Ithaca, New York 14853. e-mail: [email protected] ABSTRACT: As shown previously, the nested PCR method of detection of avian blood parasites, commonly referred to as Waldenstro¨m’s method, sometimes amplifies only 1 parasite species of the several that may be present in the same bird, and not always the one with the highest parasitemia. This result raises questions regarding the use of the molecular method for the identification of bird parasites. Additionally, it is unclear whether the amplified parasite, among the several present in the same host, reflects the intensity of infection. However, I performed statistical analyses on a dataset in which there were multiply infected birds and showed that the parasites with the highest parasitemia are the most likely to be amplified. Such a positive correlation between the likelihood of amplification and the parasitemias of the different blood parasites supports the use of Waldenstro¨m’s method for the comparison of the parasite content of groups of birds exposed to the same parasites.



Hemosporidian parasites of birds can be identified by a nested PCR method described by Waldenstro¨m et al. (2004) and broadly used by avian parasitologists (Westerdahl et al., 2005; Bonneaud et al., 2006; Krizˇanauskiene˙ et al., 2006; Bensch et al., 2007; Ortego et al., 2007; Loiseau et al., 2008). However, Valkiu¯nas et al. (2006) compared results of avian hemosporidian identifications by microscopic examination of stained blood films with the molecular method. In their study, the PCR failed to identify as co-infected 36 birds of 83 examined. This happened, for instance, in simultaneous infection of spotted flycatchers, Muscicapa striata, by the parasites Haemoproteus sp., Haemoproteus pallidus, and Haemoproteus balmorali. In 4 birds of the 5 cases reported by Valkiu¯nas et al. (2006), Haemoproteus sp. was the only parasite amplified by the PCR method. Microscopic examination is thus necessary to detect the different parasite species infecting individual birds. Furthermore, Valkiu¯nas et al. (2006) found that in 9 of the co-infection cases, the parasite detected by PCR was not the one that produced the highest parasitemia. Although it did not have the greatest parasitemia, Haemoproteus sp. was amplified in 3 of the 4 spotted flycatchers that were infected by Haemoproteus sp., H. pallidus, and H. balmorali. These results question the use of Waldenstro¨m’s method for identifying the several parasites that can simultaneously infect the same birds and, thus, for measuring their resistance to these parasites (here defined as the ability of the hosts to stop or limit infection). However, a positive association between the parasitemia of the co-infecting parasites and the likelihood of detection by PCR would show that, in most cases, the method reveals the parasite that causes the strongest infection. This would consequently support the use of nested PCRs in empirical studies of hemosporidian infections, even though the method provides a somewhat noisy estimate of the most common parasites of a group of birds. Although in the co-infection cases reported by Valkiu¯nas et al. (2006) the majority of amplified hemosporidian parasites were those with greater intensity of parasitemia, the authors did not carry out statistical analyses on their data. It thus remains unknown whether the parasite with the highest parasitemia was amplified more often than would have been expected by chance, i.e., whether or not the selection of the amplified parasite is a random process. To answer that question, I performed 2 statistical analyses on the data reported by Valkiu¯nas et al. (2006) and found a significant positive association between parasitemia and likelihood of PCR detection. To analyze the data, I first created a nominal variable that described for each co-infected bird whether or not the amplified parasite was also the one with the highest parasitemia. I had to exclude the birds where the 2 parasites that infected the greatest number of red blood cells were in equal numbers (7 cases from 36 co-infections) because I could not predict which parasite should have been detected. I then performed a 1-tailed binomial test to determine whether more than 50% of the amplified parasites were dominant. Note that since 14 hosts were infected by more than 2 parasites, the random amplification of 1 of them would 472



happen on average less than 50% of the time, e.g., 33.3% of the time when there are 3 parasites. Comparing the frequency of amplification to 50% is more stringent than to any lower value and is thus conservative. I found that the amplified parasite had the highest parasitemia in more than half of the cases; indeed, it happened 20 times out of 29 (P ! 0.0307). I also tested whether there was a quantitative relationship between the intensity of the parasitemia of the different parasites and the likelihood of PCR detection. I created the variable log (parasitemia of the amplified parasite/parasitemia of the non-amplified parasite that had the greatest parasitemia). This variable was positive when the parasite with the highest parasitemia had been amplified, equal to zero when 2 parasites had the same parasitemia and that 1 of them was amplified, negative when the parasite amplified was not the one with the highest parasitemia (Fig. 1). I then tested whether the mean of this (normally distributed) variable was greater than 0. The mean of the variable was 0.96 (SE 0.54), and a t-test significantly rejected the null hypothesis (t ! 1.79, P ! 0.041). I thus show for data from wild birds that Waldenstro¨m’s nested PCR method preferentially amplified the hemosporidian parasite with the highest parasitemia when co-infection occurred. These results are in agreement with the experimental study by Pe´rez-Tris and Bensch (2005) in which they mixed Plasmodium sp. and Haemoproteus sp., parasites to various concentrations and found a positive relationship between concentration and the result of a PCR. I conclude that when co-infection occurs, the selection of the parasite amplified by Waldenstro¨m’s method is not a random process but relates to intensity of infection. It is, however, important to underline that the nested PCR method may exhibit marked selective amplification of some parasites, which could be due to the selectivity of the primers. For instance, such selective amplification might have happened in the cases of infection by Haemoproteus sp., H. pallidus, and H. balmorali reported by Valkiu¯nas et al. (2006). Indeed, the former parasite was amplified in 3 of the 4 cases where it did not have the greatest parasitemia. Consequently, Waldenstro¨m’s method should only be used to compare the parasite that produces the heaviest infection among groups of birds exposed to the same parasites and, thus, when the artifacts due to PCR amplification biases are likely to be similar among these groups. Furthermore, since parasitemia varies over time (Zehtindjiev et al., 2008), it may be necessary to study a large number of birds within each group to identify accurately their most important parasites. Although many investigations report only the variation in prevalence and distribution of avian malaria infection, numerous studies deal with the association between individual genotype or experimental treatments and resistance to blood parasites (Bonneaud et al., 2006; Loiseau et al., 2008). In particular, when comparing groups of birds exposed to similar conditions, the Waldenstro¨m method would identify in each of them the parasite species that infects the greatest number of red blood cells, hence the one for which development is least inhibited by the host. It is important to note that, although this method does not accurately recognize qualitative resistance, i.e., whether or not a host is infected by 1, or 2, particular parasites, it does correlate with quantitative resistance to different parasites. In other words, it is related to the intensity of parasitic infections. Indeed, one could hypothesize that, on average, the amplified parasite is the one for which the bird host has the least quantitative resistance. Such a difference between qualitative and quantitative resistance has important implications for the epidemiology and evolution (Gandon and Michalakis, 2000) of avian malaria. I thank Staffan Bensch, Aure´lie Coulon, Antoinette ‘Tania’ Jenkins, Mari Kimura, Claire Loiseau, Gabriele Sorci, Franc¸ois Urvoy, 2 anonymous referees, and Gerald W. Esch for critical comments on the manuscript.
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FIGURE 1. Log-transformed ratio of the percentage of blood cells infected by the amplified parasite to the percentage of blood cells infected by the non-amplified parasite that had the greatest parasitemia. Positive values indicate the amplification of the parasite that infected the greatest number of red blood cells; null values that 2 parasites had the same parasitemia and that 1 of them was amplified; negative values show that the parasite amplified did not have the greatest parasitemia. Data for naturally co-infected wild birds from Valkiu¯nas et al. (2006).
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How can your parasites become your allies? Simon Fellous1 and Lucie Salvaudon2 1 2
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Although parasitic infection is usually detrimental, it can be beneficial to the host in some situations. Parasites could help their host by providing a new function or modifying one of the host’s life-history traits. We argue that the evolution towards a lasting mutualistic relationship would be more likely when parasites endow hosts with new abilities rather than alter a trait because hosts are less likely to evolve a new capability on their own than adjust their life history by microevolutionary steps. Furthermore, we underline how evolved dependence – the host’s loss of ability to live alone owing to a long history of evolution in the presence of its parasites – has shaped contemporary mutualistic relationships. Conditionally helpful parasites Parasites are organisms that make a living by exploiting other species. Some authors have more restrictively defined them as organisms with durable and long-lasting interactions with their hosts [1]; for others, they have to feed on only one or very few hosts [2]. Unfortunately, such criteria are not universal, and exceptions exist for each of these definitions. What everybody agrees is that being parasitized is detrimental, and this criterion is used here to define parasites. In other words, parasite-free hosts have a higher fitness than their infected conspecifics. However, many studies have described cases in which notorious parasites are beneficial to their hosts (see Refs [3,4] for reviews). In these reported cases, the parasites are not always helpful because the benefits they provide are conditional and exist only in specific environments (depending on abiotic factors or biotic factors such as host status) – otherwise, they would generally be referred to as mutualists. For example, some trypanosomes have positive effects on their rodent hosts when the host food is deficient in pyridoxine (vitamin B6). In these conditions, young infected squirrels have a greater mass gain than uninfected controls. However, when the environment contains pyrodixine, uninfected squirrels perform better than infected ones [5]. Unlike mammals, trypanosomes are able to synthesize vitamin B6 [6], indicating that the parasite provides this vitamin to the host. We coined the term ‘conditionally helpful parasites’ to define those parasites
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that are beneficial to their host in specific environments but still have an overall negative impact in others. Such conditionally helpful parasites, in addition to exemplifying the existence of a continuum of interspecific relationships between parasitism and mutualism [7,8], could have important consequences for the evolution of host–parasite systems. First, they reduce the overall cost of parasitism and, thus, the selective pressures for host resistance to infection (Box 1). Second, conditionally helpful parasites might evolve towards mainly mutualistic interactions. The probability of such an evolutionary shift, however, will depend on the mechanisms that underlie the benefits provided to the host. We thus briefly review how infection can be conditionally beneficial to the host, before exploring the evolutionary origin of and the conditions for the sustainability of the mutualistic interactions between hosts and former parasites. Furthermore, we highlight the role of another process leading to the apparent cooperation between hosts and parasites: evolved dependence, which occurs when hosts lose the ability to live without the parasites that frequently infect them. How parasites can help their hosts We propose to classify the mechanisms by which parasites can help their host into two broad categories. They can either provide the host with a function that it cannot perform alone or modify a host life-history trait, which consequently becomes beneficial in a particular environment. Note that throughout this article, we refer to lifehistory traits in a broad sense, as any trait that depends on the allocation of host resources. Other classifications might also be relevant [4], but we will focus on these two mechanisms because they could lead to different evolutionary consequences, as shown below. The parasite provides a new function to the host Parasitic infection can be beneficial because the parasite permits its host to do something that it was not able to do without the parasite. In the above example of rodents that benefit from trypanosome infection in the absence of pyridoxine [5], the parasite apparently provides the host with the vitamin or, at least, the ability to cope without it. Parasites can also help their host compete against conspecifics. For instance, bacteria of the genus Cædibacter make their hosts, the freshwater ciliates of the Paramecium
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Opinion Box 1. When resistance is useless If infection is beneficial in some environments but costly in others, the selective pressure on the host for resistance to infection depends on the frequency of the particular environment. Because the overall fitness of a genotype over several generations is the geometric mean of its fitnesses in the different environments [39], resistance to infection might not be selected even if the environment in which the parasite is helpful is rare. Indeed, because geometric means are very sensitive to low values, an infrequent but great benefit of infection could counterbalance a frequent but slight cost of infection (Figure I).



Figure I. Fitnesses of resistant and susceptible host genotypes in temporally variable environments. Fitnesses are calculated as geometric means. Fitness depends on three factors: cost of infection in environments in which infection is costly (x axis), benefit of infection in environments in which infection is beneficial (y axis) and frequency of environmental conditions in which infection is beneficial (lines). For example, when infection is only beneficial in 10% of cases (circle), the cost of infection is such that the fitness of resistant hosts is 1.2 times greater than the one of susceptible hosts, and the fivefold greater fitness of susceptible hosts when infection is beneficial could offset the frequent cost of parasitic infection. When the frequency of beneficial infection increases, the same benefits can outweigh even greater costs of infection.



genus, produce a toxic form of the bacteria, which kills uninfected neighbors [9]. Another type of new function is the ability to deal with adverse abiotic conditions. Heavy metals are toxic to most organisms, but in some fishes, infection by acanthocephalan parasites reduces the amount of lead found in host tissues: by acting as lead-diverting organs, these parasites might help their host tolerate high environmental levels of this heavy metal [10,11]. Similarly, freshwater clams (Pisidium amnicum) infected by digenean trematodes tolerate higher concentrations of pollutants than uninfected controls [12]. Fungal endophytes illustrate the range of new functions that parasites can provide. Endophytic fungi are found in most plants, from trees to grasses, where they live asymptomatically within plant tissues. In grasses, many have an overall negative impact on host growth and seed production [13], but others seem to provide protection to the plant against various biotic or abiotic stresses. For instance, they can produce alkaloids
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that protect the host from herbivores and other pathogens [14]. Infection affects a life-history trait of the host Conditional benefit can also occur when the parasite causes a plastic change in a life-history trait of the host that happens to set the trait to a favorable level when the host is in a particular environment. For instance, when the freshwater ciliates Paramecium caudatum that are infected by the bacterial endoparasite Holospora obtusa are exposed to a quick increase in temperature from 25 8C to 35 8C, they have a greater survival rate than their uninfected conspecifics. This resistance seems driven by the increased expression of heat-shock proteins induced by infection [15]. At the time of the temperature increase, therefore, infected hosts already have large amounts of heat-shock proteins and are able to better tolerate the change. The upregulation of defense components owing to a parasite infection can also sometimes help the host to resist another parasite. Murine gammaherpesvirus 68 usually establishes lifelong latency in memory B cells, macrophages and dendritic cells after a brief lytic replication period. This chronic infection induces the sustained production of the antiviral cytokine interferon-c and systemic activation of macrophages. The upregulation of the basal innate immune system causes mice infected by the virus to be resistant to infection by the bacterial pathogen Listeria monocytogene [16]. Interestingly, parasites themselves can benefit from being infected by other parasites. For instance, the chestnut blight fungus, Cryphonectria parasitica, can be infected by double-stranded RNA virus hyperparasites that consequently reduce fungal virulence, preventing the pathogen from killing its tree host too quickly [17]. A theoretical simulation of this tripartite chestnut–fungus–virus association showed that the modification of this life-history trait of the fungus (i.e. virulence) can be beneficial when it moves the trait closer to its optimum, thus making infection by the hyperparasite beneficial to its fungal host [17]. Evolution towards mutualism: why the mechanism of conditional benefit matters As long as the conditional benefits provided to the host remain, on average, less important than the intrinsic cost of parasitic infection, these organisms can still be considered as parasites (Box 1). But they could become real mutualists if the average fitness of parasitized hosts – across all possible environments – became higher than that of unparasitized ones. This could happen because of an environmental change, because the benefits of infection in the favorable environment increased (or the costs decreased) or because the favorable environment became more frequent (Box 1). Furthermore, the parasitized host population might even shift its ecological niche to one whereby infection is more often advantageous [18]. If so, would these new mutualistic relationships between the host and former parasites evolve towards long-lasting mutually beneficial associations? In any case, a newly evolved mutualistic interaction will last only as long as the host advantage over other symbiont-free hosts lasts (i.e. as long as parasitized hosts are 63
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Opinion not outcompeted by unparasitized ones). Thus, for infected hosts to maintain their competitive superiority, the advantage provided by the parasite must not be obtained easily by a population of uninfected hosts exposed to similar conditions. Otherwise, any individual from such a population migrating to an infected population relying on parasite help could easily outcompete the residents and invade the population because it would not have to pay the extra cost of bearing the symbiont. Whether uninfected hosts can evolve a phenotype equivalent to hosts helped by parasites will depend on the mechanism underlying the parasitic help, which is of crucial importance for the fate of emerging mutualistic associations. When the help is based on a modification of host life-history traits, it is likely that such a change could evolve in the absence of the parasite, provided that the hosts were under selection for this trait. However, new abilities are much less likely to appear in the absence of the parasite, making the high fitness of infected hosts in beneficial environments more difficult for uninfected hosts to obtain. Indeed, the microevolution of quantitative traits is more likely than the appearance of new abilities because they rely on different processes. Most mutations of the appropriate genes would affect the value of a life-history trait, creating the material for natural selection to operate (and, indeed, genetic variability is found for virtually any quantitative trait studied [19]), whereas the appearance of new functions would generally necessitate several unlikely mutations or genetic rearrangements [20,21]. Using the metaphor of the adaptive landscape – in which all possible phenotypes are on a multidimensional map, and hills and valleys represent zones of high and low fitness, respectively – a change in a host life-history trait driven by the parasite would be equivalent to helping the host to climb a high fitness hill present in the beneficial environment. Uninfected hosts, however, would already be at the foot of the same hill, and thus could climb it on their own by microevolutionary steps given enough time. A new parasite-influenced function would be equivalent to bringing the host to the top of a new, distant fitness peak and leaving the uninfected population far behind, evolutionarily speaking (Figure 1). In short, your parasites will become your allies in the long run only if they provide you with something that you do not have the evolutionary potential to obtain on your own. This probably explains why contemporary mutualistic symbionts are sometimes classified as providers of resources and defenders against enemies [22] but never as ‘modifiers’ of traits. Evolved dependence: apparent help from parasites Conditional help is not the only possible origin of mutualism between hosts and their former parasites. In mutualistic associations, as they are usually defined, both partners experience a greater fitness together than on their own. Yet, this definition also applies to couples of species that have lost the ability to live apart, even when they would have done much better alone if they had evolved separately. This can happen when hosts have faced frequent infection in the past and have evolved a dependence on their parasite – for example, because they lost a function that the parasite performed redundantly or even 64
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Figure 1. Hypothetical fitness landscape of a host species. Parasitic infection (red dots) modifies the phenotype of the host, which then becomes advantageous in some environments. New functions provided by parasites might enable hosts to access fitness peaks unlikely to be reached by mutation (dotted arrow), whereas a favorable parasite-induced change in a life-history trait (solid arrow) would bring the host to a fitness peak that was already accessible by microevolutionary steps.



because they have never evolved in an environment deprived of parasites and adaptations that are useful in the presence of the parasites become deleterious in their absence [23]. This process does not require the parasite to have ever had any prior beneficial effect on the host and, thus, constitutes a separate case from conditionally helpful parasites. An extreme example of evolved dependence to a parasite has been demonstrated in wasps of the genus Asobara that are infected by the endosymbiontic bacteria Wolbachia. Indeed, Asobara tabida wasps artificially deprived of their parasite by antibiotics are simply unable to produce their own eggs [24]. Pannebaker and colleagues [25] further demonstrated that the parasite controls the cell-death regulation of the wasp for its own protection, which results in a disruption of oocyte development when Wolbachia is absent. Evolved dependence to helminth intestinal parasites could also be the origin of some human immune diseases. The long history between humans and their intestinal parasites that constantly evolved ways to evade and/or attenuate the immune system might well have predisposed us to immune malfunctions when parasites are removed suddenly, as is the case in developed countries with high hygiene standards [26,27]. For some of these diseases, such as Crohn’s disease, the ingestion of benign Trichuris worm eggs even seems to be a promising method of treatment [28]. Although the above-cited parasites could be considered allies, the benefits of infection do not originate in the services they provide. Instead, they are due to the long coevolutionary history of the host and the parasites. To account for these cases, De Mazancourt and colleagues [29] have suggested distinguishing between ‘ultimate’ mutualisms, in which both partners gain a real advantage from the association, and ‘proximal’ mutualism owing to evolved dependence, in which both partners are better living together only because they have lost the ability to live separately (e.g. A. tabida wasps and their Wolbachia
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Opinion Box 2. Future directions and tests for long-lasting mutualisms Evolutionary parasitology research usually has been focused on parasites with large deleterious impacts on their hosts. However, parasites with small negative effects are more likely to perform conditional help, and possibly new mutualisms, because even small benefits could outweigh their cost. Using conditionally helpful parasites to investigate the evolution towards mutualism or parasitism would, thus, require a focus on mild parasites, such as benign intestinal worms, mild plant pathogens [23] or insect endosymbionts [40]. Distinguishing between mutualism and evolved dependence might not be easy because we, obviously, do not have access to the ecology of the host’s ancestor. In particular, when a host depends on its symbiont or parasite for the processing of some function, it might be difficult to assess whether this particular function has been brought by the symbiont or whether the host lost it because of evolved dependence. The use of host phylogenies could be one way to differentiate these two situations [41]. If the host lost this trait because it was redundantly performed by both itself and its symbiont, some of the host-related taxa should have kept the ability to perform it alone. The presence or absence of the ability to perform the function in the different taxa of the host clade should, thus, inform whether this function is linked to the symbiont (i.e. is a new function) or is an ancestral trait in this clade (i.e. is a case of evolved dependence). Experimental evolution would be an ideal test for our prediction that parasites providing a beneficial change in life-history traits would not form sustainable mutualistic associations. Holospora obtusa parasites, which increase the expression of heat-shock proteins in their Paramecia hosts [15], could be used for such a test. We would expect that a parasite-infected population maintained in the favorable environment (a Holospora-infected population of Paramecia kept at high temperature) would initially have a fitness advantage (such as a higher growth rate) over uninfected populations in the same conditions. This advantage should then decrease over time because uninfected Paramecia populations would be selected towards better performances at high temperature until they eventually overtook the Holospora-infected ones. The sustainability of associations whereby parasites provide new functions could be similarly tested by experimental evolution on adequate microorganism systems. In this case, the infected populations would be expected to always keep the highest fitness. Bacterial plasmids, which can be considered replication parasites that sometimes also encode useful proteins, might be good candidates for these experiments [42].



parasites). Thus, the cases of evolved dependence should not be considered as equivalent to the ultimate mutualisms arising from conditionally helpful parasites discussed above. The processes leading to evolved dependence, however, could be intertwined with other processes involved in the evolution of conditionally helpful parasites. Indeed, it would promote the fidelity of the interspecific association and, in turn, favor mutualism maintenance [30]. Concluding remarks Parasites and mutualists form a continuum of interactions between purely costly and purely beneficial effects on the host, yet they traditionally have been studied separately. Many studies have focused on the evolution of parasite virulence [31,32], whereas others have investigated the maintenance of mutualism [30,33–35]. However, these are two approaches to the same question: what drives the evolution of interacting species towards antagonism or cooperation? Merging the methodologies and knowledge
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of parasitism and mutualism studies can be very fruitful [36,37] and could become a major development in these fields. Because they are close to the intersection between these two opposite relationships, conditionally helpful parasites would be useful models for a better understanding of the role of parasitism in the emergence of mutualism. More information on the frequency and generality of conditional help by parasites would, thus, be needed greatly. In addition, attention should be given to finding the mechanisms underlying the service provided by the parasite because they shed light on the evolutionary future of the relationship (Box 2). In conclusion, conditional outcomes of parasite infections emphasize the crucial role of environmental variability, through space and time, in parasitic and mutualistic associations and illustrate the geographic mosaic concept (i.e. that the coevolution of interacting species changes with the particular characteristics of their habitat) [38]. Parasites with drastically different effects across environments could, thus, also be useful for investigating the impact of this geographic mosaic of habitats on the evolution of interspecies interactions. Acknowledgements We are grateful to Claire de Mazancourt, Jean-Baptiste Ferdy, Yannis Michalakis and Tom Oliver for fruitful discussions, and to Farrah Bashey-Visser, Aure´lie Coulon, Becky Cramer, Daniel Rabosky, Rachel Vallender and five anonymous reviewers for helpful comments on the manuscript. Jacqui Shykoff and Jacob Koella read an early version of the manuscript.
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Evolutionary Parasitology and Darwin’s 200th Anniversary Because Charles Darwin is widely considered to be the ‘father’ of Evolution, and to commemorate the 200th anniversary of Charles Darwin’s birthday (12 February, 1809), Trends in Parasitology will be featuring several articles with evolutionary themes in the course of 2009. Evolutionary considerations are of great importance for our understanding of parasitology and could ultimately lead to treatments. The first of these articles is the Opinion article on how parasites can aid host fitness by Simon Fellous and Lucie Salvaudon, entitled ‘How can your parasites become your allies?’, in this issue of Trends in Parasitology. In the next issue (March 2009 issue), Derek McKay will have an Opinion article entitled ‘The therapeutic helminth?’ on how the immune system evolved in response to helminth infection and how the immune response caused by certain helminths could have the potential to be used to treat inflammatory and autoimmune diseases. Other upcoming topics will include how competition contributes to parasite evolution, evolution of drug and vaccine resistance, host and parasite co-evolution, and host choice evolution by arthropod disease vectors. Trends in Microbiology will also be running a series of articles on Evolutionary Microbiology, including an Opinion article by Snyder et al. entitled ‘Bacterial flagellar diversity and evolution: seek simplicity and distrust it?’ in the January 2009 issue (volume 17, issue 1). Be on the look out for these and other exciting articles in 2009!
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abstract: The ecological and epidemiological processes underlying the success of parasites competing within individual hosts are not yet clear. We investigated one idea: that increasing one parasite’s infectious dose might decrease the success of its competitor. We reared uninfected larvae of the mosquito Aedes aegypti and exposed them to two concentrations of the microsporidium Vavraia culicis and of the protozoan Ascogregarina culicis. The rate at which Vavraia produced its infectious spores depended on its dose and that of its competitor: when the dose of Vavraia was high, only the higher dose of Ascogregarina slowed the production of spores, but when the dose was low, either dose of Ascogregarina did. Ascogregarina was least likely to produce oocysts when its competitor’s dose was high and the mosquito was reared with little food. This was due to the mosquito’s preadult mortality induced by Vavraia. Our results show that increasing the dose of a parasite can increase its deleterious effects on a coinfecting parasite. Since dose increases with a parasite’s prevalence, such dose effects could lead to an epidemiological feedback that ultimately eliminates one of the parasites. Keywords: coinfection, infectious dose, epidemiology, coexistence, competition.



Introduction The simultaneous infection of the same host by several parasites can affect their transmission and, consequently, their epidemiology. Such interactions have been observed for several parasites, including some important infectious diseases of humans. In some cases, coinfection by a parasite enhances the transmission of its competitor. The malaria parasite Plasmodium yoelii, for example, has greater transmission from a mouse to a mosquito when the mouse is also infected by the helminth Echinostoma caproni than when it harbors no helminth (Noland et al. 2007). In other cases, the presence of a second, coinfecting parasite can reduce a parasite’s transmission. Thus, a virulent strain of * Corresponding author. Present address: Department of Entomology, Cornell University, Ithaca, New York 14853; e-mail: [email protected]. Am. Nat. 2009. Vol. 173, pp. 000–000. ! 2009 by The University of Chicago. 0003-0147/2009/17306-50533$15.00. All rights reserved. DOI: 10.1086/598490



the trematode parasite Schistosoma mansoni, which infects the snail Biomphalaria glabrata, has a lower reproductive success when it competes with a strain of low virulence than when it is alone in the host (Gower and Webster 2005). Finally, the outcome of coinfection sometimes depends on the environmental conditions. In mixed infections of the herbivorous insect Panolis flammea by two strains of nuclear polyhedrosis virus, one of the two strains performs better in mixed infections than in a single infection if the host is fed Pinus sylvestris, but there is no effect of coinfection if it is fed Pinus contorta (Hodgson et al. 2004). Infectious dose, the number of the parasite’s infectious forms to which a host is exposed, can also influence the outcome of coinfections. In fruit flies, the presence of a second parasite, Howardula aoronymphium, increases the reproduction of the nematode Parasitylenchus nearticus but only if the infectious doses of both parasites are high (Perlman and Jaenike 2001). The effects of infectious dose on coinfections could influence the parasites’ epidemiology if transmission goes on to influence future infectious dose. It would indeed be surprising if there were no such feedback between infectious dose and transmission. A parasite’s infectious dose is determined by factors such as its prevalence, the rate at which it produces its infectious forms, the duration of its infection, and its mode of transmission. Each of these traits can, in turn, be influenced by infectious dose (at least in single infections). For example, the probability that the bacterium Pasteuria ramosa infects the freshwater crustacean Daphnia magna (Regoes et al. 2003; Ben-Ami et al. 2008); the rate at which the protozoan Ophryocystis elektroscirrha produces its infectious forms in its host, the butterfly Danaus plexippus (de Roode et al. 2006); and the ratio of horizontal to vertical transmission of the microsporidium Edhazardia aedis, which infects the mosquito Aedes aegypti (Agnew and Koella 1999), increase with their infectious doses. If the dose of a parasite affects not only its own transmission but also that of a competing parasite in coinfections, as suggested by the study on nematodes mentioned above (Perlman and Jaenike 2001), the epi-



E000 The American Naturalist demiology of the first parasite would influence the epidemiology of the second one. Dose effects would therefore couple the population dynamics of parasites that share the same host. We experimentally investigated the role of infectious dose for coinfections by parasites that have detrimental effects on each other. In particular, we investigated whether the detrimental effect of each parasite on its competitor increases with its infectious dose, that is, whether increasing the dose of a given parasite decreases the transmission of its coinfecting competitor. We used two parasites of the mosquito A. aegypti, the apicomplexan Ascogregarina culicis and the microsporidium Vavraia culicis. We furthermore varied the amount of food available to the host, since we expected that the competing parasites are more likely to suffer from competition when resources are limiting. Material and Methods Biological System The yellow fever mosquito Aedes aegypti is widespread in many tropical and subtropical areas. As the vector of several human viruses, such as dengue and chikungunya, it is intensively studied. The larvae develop in small bodies of water, where they feed on bacteria. After at least 6 days, they transform into pupae and emerge 2 days later as adults (Christophers 1960). The microsporidium Vavraia culicis is an obligate, intracellular parasite of several mosquito species (World Health Organization 1980; Becnel et al. 2005; Andreadis 2007). The host larvae become infected when they ingest the spores of the parasite along with their food. Spores appear 4–10 days after infection. In A. aegypti, infections have two possible outcomes (Michalakis et al. 2008). With little food or a high dose of spores, the infected larva and pupa die because of the detrimental effect of the pathogen. The death of the host enables the parasite’s spores to be released into the aquatic environment and to initiate new infections. If the larvae are well fed and few spores are ingested, the larvae survive and infected adults emerge. These are smaller and survive less long than uninfected adults (Bedhomme et al. 2004). The main mode of transmission of Vavraia is by the death of larvae and pupae in the aquatic environment (Michalakis et al. 2008). However, the occasional release of spores in new breeding sites, probably by the death of infected, ovipositing females, is likely to occur. The protozoan Ascogregarina culicis is an obligate, extracellular parasite of A. aegypti (Sulaiman 1992; ReyesVillanueva et al. 2003). Host larvae are infected when they ingest the parasite’s oocysts (its infectious stage) along with their food. The parasite goes through two developmental



stages before producing infectious oocysts again. If infection occurs in the first days of larval life, all oocysts are produced approximately 24 h before the host’s emergence (Roychoudhury and Kobayashi 2006). If infection occurs later, the oocysts are formed after emergence. The parasite has two modes of transmission. First, local transmission occurs when oocysts are released as adults emerge and when mosquitoes harboring oocysts (i.e., pupae or emerging adult) die within their breeding site. Second, distant transmission occurs when infected females shed oocysts with their eggs while ovipositing and possibly when infected adults die on water containing host larvae. Note that if infection occurs late, only distant transmission can occur. There is therefore a conflict between the transmission of Vavraia and that of Ascogregarina. The death of larvae and early pupae is necessary for the main transmission of Vavraia but generally prevents the transmission of Ascogregarina, since it has not yet produced its oocysts. J. J. Becnel (U.S. Department of Agriculture) provided the mosquito population and the strain of Vavraia he isolated from a Floridian population of Aedes albopictus mosquitoes. Ascogregarina was obtained from a natural population of A. aegypti mosquitoes by D. Wesson (Tulane University) in 2003 and maintained in our lab for 3 years. Experimental Design In a full-factorial design, we used three treatments for each parasite (uninfected controls and two doses of infection) and two food levels. Hence, there were 18 different treatments. For each of them, we reared 18 larvae individually. On the first day of the experiment, we synchronously hatched under low pressure several hundred mosquito eggs. The following day, each larva was placed into a well of 12-well tissue culture plates with 4 mL of deionized water. We infected 2-day-old larvae by adding to their wells 0, 500, or 5,000 Ascogregarina oocysts (treatments referred to as no Ascogregarina, low Ascogregarina, and high Ascogregarina) and 0, 1,000, or 10,000 Vavraia spores (treatments referred to as no Vavraia, low Vavraia, and high Vavraia). These doses fall in the range of those usually employed to maintain the parasite stocks and used in studies with Ascogregarina, Vavraia, or closely related species (Kelly et al. 1981; Sulaiman 1992; Bedhomme et al. 2004; Tseng 2006; Rivero et al. 2007). They ensure 190% prevalence in single infections (S. Fellous, personal observation). Unfortunately, no information exists on the doses experienced by our parasites in their natural environment. The larvae were fed ad lib. during the first 24 h of their lives. Those reared in the high-food treatment received 0.04, 0.08, 0.16, 0.32, 0.64, and 0.32 mg of fish food (Tetramin) on the second, third, fourth, fifth, sixth, and every



Infectious Dose Affects Coinfection E000 following day, respectively, and those reared with low food received half of these amounts. For uninfected mosquitoes, the high-food treatment corresponds to an optimal environment and the low food to an environment in which their development is possible but slow. After pupation, individuals were transferred with 0.15 mL of water to 1.5-mL centrifuge tubes covered with cotton wool. On the day of emergence, they were separated from the water where they emerged. Both samples were then frozen at !20!C. Dead larvae and pupae were collected daily and frozen at !20!C. The oocysts and spores found in the hosts and in the water where the adults emerged were counted with a hemocytometer and a phasecontrast light microscope (#400). The experiment was performed in a controlled-temperature chamber at 26! " 2!C, 60% " 10% humidity, and 12 h of light per day. Statistical Analysis For V. culicis, we analyzed three traits, the proportion of hosts harboring spores, the proportion of hosts that contained spores and died in the aquatic environment (i.e., the success of Vavraia at transmitting within the larval site through host death before adulthood), and the number of spores in those mosquitoes that contained spores. For A. culicis, we analyzed the proportion of hosts with oocysts, the number of oocysts (in positive ones), and the proportion of oocysts that remained in the host’s breeding site (i.e., local transmission). The effects of coinfection on



the host’s life history will be reported in a separate article. Here, we analyzed the mortality of the host before adulthood, since this trait is important for the parasites’ transmission. We used linear models for continuous traits (i.e., number of Vavraia spores, number of Ascogregarina oocysts, proportion of locally transmitted oocysts). The numbers of Vavraia spores and Ascogregarina oocysts were log transformed in order to satisfy the assumptions of the linear model. We carried out the analyses of categorical variables (i.e., presence of Vavraia spores or of Ascogregarina oocysts, the transmission of Vavraia to the larval site through host death, and the host’s survival until adulthood) with generalized linear models with binomial errors and controlled for overdispersion. We included in the models the doses of each parasite as ordinate factors and the food level as nominal. Because the spores of Vavraia appear at least 4 days after infection and their number increases with the duration of the infection, we included the time between infection and host death in the models of spore presence and spore number. However, because the durations of infection in the two food treatments overlapped only slightly, the potential interactions between these two factors could not be interpreted. If Ascogregarina infects first instar larvae, as was the case in our experiment, all oocysts of the parasite are produced shortly before the host emerges (Roychoudhury and Kobayashi 2006). It was thus not necessary to correct the analyses of oocyst presence, oocyst number, and mode of transmission for the duration of the infection.



Table 1: Results of the analyses for the presence of Vavraia culicis spores, whether they were released in the larval environment through host death, and their number Trait and factors Spore presence: Ascogregarina Duration of the infection Transmission by death of host before adulthood: Vavraia Food Spore number: Ascogregarina Vavraia Food Duration of infection Ascogregarina # Vavraia Ascogregarina # food Ascogregarina # duration of infection Vavraia # food Vavraia # duration of infection Ascogregarina # Vavraia # food Ascogregarina # Vavraia # duration of infection Error
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Figure 1: Effect of coinfection on the timing of the appearance of Vavraia spores (a), the proportion of mosquitoes that died in their larval site and contained spores (b), and the number of spores in the treatment with the low dose (c) and the high dose (d) of Vavraia. Vertical bars in b are confidence intervals. Key in c also applies to d. In c and d, each point represents a different mosquito.



We started with full factorial models and backward eliminated the nonsignificant terms, starting with the interactions of the highest order but keeping the marginally nonsignificant terms (P ! .1). The statistical tables present the final models. When factors with more than two levels were significant, we used t-tests and x2 tests on the model’s parameters to disentangle the effects of infectious dose and parasite presence. We also used contrasts between factor levels to test particular hypotheses about the effects of parasite dose. All analyses were carried out with the statistical software JMP 6.0.3. Results Vavraia culicis Presence of Spores. The likelihood of finding Vavraia spores increased with the duration of the infection; 10 days after infection, more than 90% of the mosquitoes contained spores (table 1; fig. 1a). Spores appeared slightly earlier in



the presence of Ascogregarina than in its absence, irrespective of its dose (tests on the model parameters: no Ascogregarina vs. low Ascogregarina, x 2 p 7.15, P p .008; low Ascogregarina vs. high Ascogregarina, x 2 p 0.47, P p .49). Thus, if Vavraia were alone, 12 out of the 14 assayed hosts contained spores 8 days after infection, but in the presence of Ascogregarina, only 7 out of the 11 assayed hosts did. Transmission within the Larval Site through Host Death. The proportion of hosts that harbored Vavraia spores and died before the adult stage (i.e., the parasite’s success at transmitting within a breeding site) increased with increasing Vavraia dose and with decreasing food level of its host (table 1; fig. 1b). The number of spores in these hosts was not significantly influenced by any of our experimental treatments (all P 1 .1; mean 76,100 spores, SE 11,000). Number of Spores. The number of Vavraia spores in the spore-positive mosquitoes increased with the duration of



Infectious Dose Affects Coinfection E000 Table 2: Results of the analyses for the presence and number of Ascogregarina culicis oocysts and for its transmission mode Trait and factors Oocyst presence: Vavraia Food Vavraia # food Oocyst number: Ascogregarina Vavraia Food Error Proportion of oocysts transmitted locally: Vavraia Food Error
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the infection (table 1; fig. 1c, 1d). It also depended on the combination of Vavraia and Ascogregarina treatments, as shown by the significant three-way interaction between these two factors and the duration of the infection. In order to understand the details of this interaction, we analyzed separately the high-Vavraia and low-Vavraia treatments. At the lower Vavraia dose, infecting the host with either dose of Ascogregarina slowed the production of spores (tests on the model parameters for slope: no Ascogregarina vs. low Ascogregarina, t p !3.38, P p .001; low Ascogregarina vs. high Ascogregarina, t p 1.56, P p .12). When the dose of Vavraia was high, only the high dose of Ascogregarina slowed down the production of Vavraia spores (tests on the model parameters for slope: no Ascogregarina vs. low Ascogregarina, t p !0.08, P p .94; low Ascogregarina vs. high Ascogregarina, t p !2.34, P p .022). Two individuals of the high-Vavraia and highAscogregarina treatment contained considerably fewer spores than the others (fig. 1d); when they were removed from the analysis, the three-way interaction between Ascogregarina and Vavraia treatments and the duration of the infection remained significant (F2, 143 p 3.49, P p .033). Removing these two points had an impact when the mosquitoes that received a high dose of Vavraia were analyzed separately. Then, the effect of increasing the dose of Ascogregarina was not significant anymore (low Ascogregarina vs. high Ascogregarina, t p !0.36, P p .72). Ascogregarina culicis Presence of Oocysts. Whether Ascogregarina produced any oocysts was influenced by the interaction between the host’s food availability and the Vavraia culicis treatment (table 2; fig. 2a). In particular, Ascogregarina was least likely to produce oocysts when exposed to the higher dose of



Vavraia in hosts reared with little food (contrast high Vavraia and low food vs. three other treatments with Vavraia; x 2 p 14.7, df p 1, P ! .001). This treatment also induced the highest preadult mortality among the hosts (fig. 3), which suggests that the parasite had little transmission success because its hosts died before it had produced its oocysts. This suggestion is supported by an analysis including a factor that describes whether the host died before the adult stage. While this factor was highly significant (x 2 p 127.4, df p 1, P ! .001), it led to insignificant effects of Vavraia (x 2 p 1.32, df p 2, P p .52) and its interaction with host food (x 2 p 2.19, df p 2, P p .33). Number of Oocysts. The number of oocysts produced (in the infections that produced at least one) was lowered by the presence of Vavraia and the host’s starvation (table 2; fig. 2b). Infecting the mosquitoes with Vavraia decreased the number of oocysts (tests on the model parameters: no Vavraia vs. low Vavraia, t p !2.81, P p .006), but there was no clear effect of the dose of Vavraia (tests on the model parameters: low Vavraia vs. high Vavraia, t p !0.79, P p .43). Proportion of Oocysts Transmitted Locally. The proportion of Ascogregarina oocysts transmitted locally (i.e., within the breeding site of its host larva) was increased by Vavraia infection and starvation of the host (table 2; fig. 2c). The effect of Vavraia depended on its dose (tests on the model parameters: no Vavraia vs. low Vavraia, t p !0.49, P p .63; low Vavraia vs. high Vavraia, t p !2.4, P p .018). However, this effect was due to the preadult mortality induced by Vavraia infection, which restricts the transmission of oocysts to the larval site. When the factor describing whether the host survived to the adult stage was included in the model, it was highly significant (F1, 144 p



E000 The American Naturalist 68, df p 1, P ! .001). The significant role of Ascogregarina on mortality was due to its presence (contrast no Ascogregarina vs. low and high Ascogregarina, x 2 p 5.59, df p 1, P p .018; but no Ascogregarina vs. low Ascogregarina, x 2 p 2.8, P p .094) rather than its dose (low Ascogregarina vs. high Ascogregarina, x 2 p 0.65, df p 1, P p .42). Discussion We evaluated whether increasing the infectious dose of a parasite would increase its deleterious effect on a second parasite in its host. We used two pathogens of the mosquito Aedes aegypti, the gregarine Ascogregarina culicis and the microsporidium Vavraia culicis. For both parasites we found that a high dose induced stronger deleterious effects on the competitor than a low dose. We expected that increasing the dose of Vavraia would enhance its performance and that increasing the dose of its competitor, Ascogregarina, would decrease it. Indeed, we observed that the rate at which Vavraia produces its spores depended on the interaction between the doses of the two parasites. At a high dose of Vavraia, only a high dose of its competitor reduced the rate of its spore production (fig. 1c); at a low dose of Vavraia, even a low dose of the competitor slowed the production of spores (fig. 1b). These results support our expectation. Ascogregarina was affected in several ways by the competition with Vavraia. The proportion of hosts in which Ascogregarina produced some oocysts decreased if its competitor’s dose increased and the host received little food (table 2; fig. 2a). This supports our prediction that dose effects are stronger when resources for the host are limiting. Local transmission was also highest when the dose of Figure 2: Effects of coinfection on the proportion of hosts where Ascogregarina culicis produced oocysts (a), the number of oocysts in those hosts that contained at least one oocyst (b), and the proportion of oocysts that were released locally (c). Symbols represent means, and vertical bars are confidence intervals in a and standard errors in b and c.



36, P ! .001), whereas Vavraia infection became insignificant (F2, 144 p 1.34, P p .16). Host’s Survival until Adulthood The survival of the hosts until adulthood was reduced by Vavraia (x 2 p 20, df p 2, P ! .001) and Ascogregarina (x 2 p 6.26, df p 2, P p .044; fig. 3). Host food availability interacted with Vavraia (x 2 p 23.5, df p 2, P ! .001): the hosts infected with a high dose suffered highest mortality when in the low-food environment (contrast between this treatment and all other treatments: x 2 p



Figure 3: Effect of coinfection on the survival of the host until adulthood. Symbols represent means, and vertical bars are confidence intervals.



Infectious Dose Affects Coinfection E000 Vavraia was high and the host’s food was scarce. This shows that, in addition to its effect on the intensity of the transmission, the competitor’s dose can influence the mode of parasite’s transmission. These effects of Vavraia on Ascogregarina were mediated by the preadult mortality of the host. Mortality was highest when the dose of Vavraia was high and the amount of food was low (fig. 3), corroborating reports showing the high virulence of Vavraia in hosts reared in harsh environments (Bedhomme et al. 2004, 2005). In our experiment, many of the hosts that died before becoming adults were too young for Ascogregarina to have produced its oocysts. These results illustrate the conflict between the transmissions of our two parasites. A similar situation was described in the coinfection of amphipods by nematodes and trematodes (Thomas et al. 2002). Such conflicts can lead to the evolution of defense mechanisms by some of the coinfecting parasites, as for vertically transmitted microsporidians that reduce the virulence of the horizontally transmitted acanthocephalans with which they share their host (Haine et al. 2005). It is likely that Ascogregarina and Vavraia competed for the same resources. Fewer infectious forms (i.e., spores and oocysts) were produced by either parasite in the presence of the second one (fig. 1c, 1d; fig. 2b). Because both parasites infect the gut of the host, it is reasonable to assume that the nutrients extracted from this organ by one parasite, and the damages that it caused, reduced the resources available for the other parasite. Alternatively, the host’s immune system could play a role in this competition if, for instance, increasing the dose of one parasite increased the immune activity against the second parasite. The effects of infectious dose that we observed have consequences for the epidemiology of parasites sharing a host. Increasing the prevalence or the production of infectious forms of a given parasite, thereby increasing its dose, should increase not only the frequency of coinfections but also the parasite’s detrimental effect on its competitor. However, theoretical models studying the influence of multiple infections on parasite coexistence generally assume that the effects of within-host competition do not depend on the epidemiological situation (Hochberg and Holt 1990; May and Nowak 1995; Van Baalen and Sabelis 1995; Mosquera and Adler 1998; Blyuss and Kyrychko 2005; Martcheva and Pilyugin 2006). We predict that if dose effects such as the ones we report here were included in models, epidemiological feedback could lead to situations of competitive exclusion of one of the parasites in situations not previously described and, in particular, that initial conditions could determine which parasite is excluded.
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Abstract To what extent the combined eVect of several parasite species co-infecting the same host (i.e. polyparasitism) aVects the host’s Wtness is a crucial question of ecological parasitology. We investigated whether the ecological setting can inXuence the co-infection’s outcome with the mosquito Aedes aegypti and two parasites: the microsporidium Vavraia culicis and the gregarine Ascogregarina culicis. The cost of being infected by the two parasites depended on the interaction between the two infectious doses and host food availability. The age at pupation of the mosquito was delayed most when the doses of the two parasites were highest and little food was available. As infectious dose increases with the parasites’ prevalence and intensity of transmission, the cost of being co-infected depends on the epidemiological status of the two parasite species. Keywords Co-infection · Infectious dose · Virulence · Ecology · Epidemiology
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Introduction Why hosts suVer from parasitic infection and how to reduce this burden are central questions of ecological parasitology. Co-infection by several parasite species (also called polyparasitism) can substantially modify the detrimental eVects that each parasite alone would have on its host (Bonsall and Benmayor 2005; Cox 2001; Marzal et al. 2008). Depending on the host and parasite species and the experimental setup, the presence of a second parasite can increase the host’s Wtness, decrease it or leave it unchanged relative to what would be expected if the detrimental eVects of each parasite alone were simply accumulated (Cox 2001; Marzal et al. 2008; Pullan and Brooker 2008). When virulence (generally expressed as parasite-induced mortality) relates to parasite transmission, the eVects of co-infection on virulence are thought to have considerable inXuence on virulence evolution (Brown et al. 2002; de Roode et al. 2005; Frank 1992; Gower and Webster 2005; Van Baalen and Sabelis 1995). Recently, Alizon (2008) showed that whether coinfection increases or decrease the overall cost to being infected is key to the parasites’ evolutionary trajectories. Even in this model, it is assumed that for a given combination of parasites, co-infection will either increase, decrease or not change the cost to the host. Here, we tested this assumption and investigated how simple ecological factors of the experimental set-up—infectious doses and availability of food—aVect the Wtness cost of being co-infected. The number of a parasite’s infectious forms a host is exposed to (i.e. infectious dose) can aVect numerous aspects of host–parasite interactions, including host Wtness (Brunner et al. 2005; Regoes et al. 2002; Schmid-Hempel and Frank 2007). For example, increasing the infectious dose of a baculovirus given to caterpillars increases their mortality (Hochberg 1991). In the mosquito Aedes aegypti,
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we tested whether the detrimental eVects of the co-infection by two parasite species, the microsporidium Vavraia culicis and the gregarine Ascogregarina culicis, depend on the two infectious doses, expecting greatest eVects when the doses were highest. The quality of the host’s environment is another factor that is known to aVect the eVect of single infections on host phenotype (Bedhomme et al. 2004; Fellous and Salvaudon 2009; Vale et al. 2008). But the inXuence of environmental quality in cases of co-infections is less well known (Thomas et al. 2003). In order to examine this question, we also varied the quantity of food given to the host larvae. Because reduced food availability means reduced available resources with which to Wght the parasites, we predicted that costs of co-infection would be highest when habitat quality was poorest (Jokela et al. 2005).



Materials and methods Biological system The yellow fever Mosquito, Aedes aegypti, is widespread in many subtropical areas (Christophers 1960). The larvae develop in small water tanks where they feed on bacteria. After a minimum of about 7 days they transform into pupae, and emerge as adults 2 days later. The microsporidium Vavraia culicis is an obligate intracellular parasite of several mosquito species (Andreadis 2007). The host larvae become infected when they ingest the spores of the parasite along with their food. In A. aegypti, infections have two possible outcomes. With little food or a high dose of spores, the infected larvae and pupae die. Their death allows Vavraia spores to be released and therefore new infections. Otherwise, the larvae survive and infected adults emerge. These infected adults are smaller and survive less long than uninfected adults (Michalakis et al. 2008). The main mode of transmission of Vavraia is by the death of larvae and pupae in the aquatic environment (Michalakis et al. 2008). However, the occasional release of spores in new breeding sites, probably by the death of infected, ovipositing females, is likely to occur. The protozoan Ascogregarina culicis is an obligate extra-cellular parasite of A. aegypti (Reyes-Villanueva et al. 2003; Sulaiman 1992). Larvae are infected by ingesting the parasite’s oocysts along with their food. The parasite has two modes of transmission (Roychoudhury and Kobayashi 2006). First, local transmission occurs when pupae or emerging mosquitoes that harbor oocysts die in the breeding site or when oocysts are released as adults emerge. Second, distant transmission occurs when infected females shed oocysts with their eggs while ovipositing, and possibly when infected adults die on water containing host larvae. Except for some Asian strains, this parasite usually
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has few deleterious eVects on the host (Reyes-Villanueva et al. 2003; Sulaiman 1992). The two parasite species initiate infection by piercing the gut of the host (Andreadis 2007; Chen 1999), creating a bottleneck where competition for resources is likely to occur. Besides, there is a conXict between the transmission of Vavraia and that of Ascogregarina. The death of larvae and early pupae is necessary for the main transmission of Vavraia but generally prevents the transmission of Ascogregarina, since it has not yet produced its oocysts. This, in addition to the possibility of infecting simultaneously the host with the two species of parasites, made this system ideal for investigating the competitive interactions induced by co-infection. J. J. Becnel from the United States Department of Agriculture established the mosquito and Vavraia strains, which he had isolated from natural populations in Florida. The Ascogregarina strain was obtained from an American population of mosquitoes by Dawn Wesson (Tulane University) in 2003 and maintained in our lab for 3 years. Experimental design In a full-factorial design, we used three treatments for each parasite (uninfected controls and two doses of infection) and two food levels. Hence, there were 18 treatments. For each of them, we reared 18 larvae individually (i.e. 18 independent replicates) in 12-well plates. The positions of the individual replicates from each treatment were organized by blocks so that the individuals receiving the same treatments would be evenly distributed among the rearing plates. On the Wrst day of the experiment, we synchronously hatched several hundred mosquito eggs under low pressure. The following day, each larva was placed into a well of 12well tissue culture plates with 4 ml of deionized water. Two-day-old larvae were exposed to 0 (no Ascogregarina), 500 (low Ascogregarina) or 5,000 Ascogregarina oocysts (high Ascogregarina) and 0 (no Vavraia), 1,000 (low Vavraia) or 10,000 Vavraia spores (high Vavraia). These doses usually ensure prevalence higher than 90% in single infections (S. F., personal observation). Exposure to the two parasites was simultaneous. All larvae were fed ad libitum during the Wrst 24 h. The larvae reared in the high food treatment received 0.04 mg Wsh food (Tetramin)/larva on the 2nd day, 0.08 mg/larva on the 3rd day, 0.16 mg/larva on the 4th day, 0.32 mg/larva on the 5th day, 0.64 mg/larva on the 6th day and 0.32 mg/larva on each of the following days. The larvae reared at low food received half of these amounts. The food quantity of the high food treatment allows rapid development and large adults; the low food treatment reduces these traits to values more frequent in natural settings (Christophers 1960).
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After pupation, individuals were transferred with 0.15 ml of water to 1.5-ml centrifuge tubes covered with cotton wool. On the day of emergence they were frozen at – 20°C until they were further evaluated. In order to estimate adult size, which correlates with fecundity in females (Christophers 1960), one wing per individual was removed, mounted on a slide and measured from the allula to the peripheral tip of vein R3. We checked the mosquitoes for the presence of oocysts and spores using a haemocytometer and a phase-contrast light microscope (£400). Prevalence was 100% for all infectious treatments. The present paper strictly focuses on the eVect of co-infection on a host’s phenotype; the results for parasite transmission are accordingly detailed in a separate article (Fellous and Koella 2009). The experiment was performed in a room at 26°C § 2°C, 60 § 10% humidity and 12 h light per day. Statistical analyses To estimate host Wtness we analysed age at pupation (in days), the proportion of mosquitoes that successfully emerged as adults and wing length (an estimator of size and fecundity). We used linear models for age at pupation and wing length, and generalized linear models for the proportion of hosts surviving to adulthood (using binomial errors and controlling for overdispersion). These models contained the two parasite species (with three levels of each: no parasites, low dose, high dose) as ordinal factors and food level as a nominal factor. We also included the sex of the host in the analyses of age at pupation and wing length. We started from full factorial models and backward eliminated the insigniWcant terms (P > 0.1), starting with the interactions of highest order. InsigniWcant terms remained in the model if they were involved in signiWcant interactions of higher order. When a dose (which has more than two levels) was signiWcant, we used contrasts to disentangle the eVects of infectious dose and parasite presence. We checked for homoscedasticity and other assumptions of the models. All analyses were carried out with the statistical software JMP 6.0.3.



Results Age at pupation The age at pupation of the host was controlled by the threeway interaction between food quantity, Ascogregarina and Vavraia (Table 1; Fig. 1a). The mosquitoes that received little food and high doses of each parasite developed most slowly (contrast analysis between this treatment and the other co-infection treatments at low food, F1,213 = 25.1,
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P < 0.0001). In the low food treatment average age at pupation across all treatments was 12.1 days (SE 0.1), but was delayed to 13.6 days (SE 0.3) when the two doses were high. Average age at pupation was 8.7 days (SE 0.1) in the high food treatment. The analysis of age at pupation with a survival analysis or an ordinal logistic regression (after coding the response variable as ordinal) gave identical results. Host’s survival until adulthood Host’s survival up to adulthood was reduced by Vavraia and Ascogregarina (Table 1; Fig. 1b), but their interaction was not signiWcant (!2 = 2.27, df = 4, P = 0.69). Food availability interacted with Vavraia: the hosts infected with a high dose of spores suVered high mortality when in the low food environment (78 mortality vs. 11% in the other treatments; contrast between this treatment and all other treatments, !2 = 68, df = 1, P < 0.0001). The signiWcant role of Ascogregarina on mortality resulted from its presence (contrast no Ascogregarina vs. low and high Ascogregarina, !2 = 5.59, df = 1, P = 0.018) rather than its dose (low Ascogregarina vs. high Ascogregarina, !2 = 0.65, df = 1, P = 0.42). Almost half of the mosquitoes (47/98) that died before adulthood had already pupated and many were in the process of emerging. They thus provided data on the timing of pupation while the sex of many of them could be recorded. Even when mortality was greatest (i.e. with little food and a high dose of Vavraia spores), only 10% of the mosquitoes died prior to pupating. Host’s wing length The host’s wing length was aVected by Ascogregarina, Vavraia, host sex and the amount of food it received, but not by any interaction between the two parasites (Table 1; Fig. 1c). The wings of females measured, on average, 3.4 mm and those of males 2.8 mm.



Discussion The duration of the host’s development was aVected by an interaction between the dose of each of the two parasites and the amount of food it received. Thus host Wtness was aVected by the interplay of these ecological factors. This interactive eVect of infectious doses on age at pupation is the main Wnding of this study and is important for two reasons. First, age at pupation aVects generation time, and therefore has a large inXuence on Wtness (Stearns 1992). Second the interaction between the doses of the two parasites may have consequences for host populations when parasite prevalences are high. As infectious dose is
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938 Table 1 Final statistical models (after backward elimination of insigniWcant factors) for the analyses of age at pupation, survival until adulthood and wing length
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Trait



Factors



Age at pupation



Vavraia



df 2



6.27



0.0022



2



3.35



3.35



0.0366



1



79.7



159



0.1).



Immunity Increasing larval food richness in yeast increased the constitutive transcription of Diptericin A and Metchnikowin in the adults, but not in the larvae (Table 1, Fig. 1). When adults and larvae were analyzed separately, the monotonic increase in expression over increasing yeast was significant in adults (Diptericin A: F3, 18 = 10.0, ! 2010 Blackwell Publishing Ltd



General condition Increasing larval food richness in yeast did not significantly increase the overall dry weight of adults (Table 2, Fig. 2a, b). There was a significant interaction between larval diet and sex that was mainly due to the low weight of the adult females that were fed medium
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Fig. 2 Effect of larval food richness in yeast on dry weight of (a) adult females and (b) adult males and on the proportion of triglyceride (fat) in (c) adult females and (d) adult males. Proportion of triglyceride is measured as the absolute amount of triglyceride divided by the dry mass of the fly and log-transformed. The absolute amount of triglyceride shows the same decreasing pattern. We plot the linear regression between Log(yeast:sugar) and Log(Triglyceride proportion) as larval food is modelled as a continuous factor in our analysis of fat content. Vertical bars are standard deviations.



the richest in yeast (Fig. 2a). The genotypes significantly differed in their weight, and there was a significant interaction between genotype and sex (Table 2) because the size difference between males and females varied among genotypes. The identity of the vial in which the flies were reared significantly affected size (Table 2), further illustrating the sensitivity of this trait to environmental conditions. Increasing larval food richness in yeast significantly decreased the triglyceride content of the adult flies (Table 2, Fig. 2c, d). Males and females did not differ significantly in fat content, although the genotypes did. Neither the interaction between larval diet and genotype nor the one between larval diet and sex were significant. As for dry weight, rearing vial identity significantly affected triglyceride content (Table 2).



Discussion Adult expression of immunity genes and indicators of general health responded differently to variations of larval food composition. Increasing yeast (protein) levels in larval food increased the constitutive transcription of the antibacterial peptide genes Diptericin A and Metchnikowin



in the adults, although larval expression of these genes was unaffected (Fig. 1). In contrast, adult dry weight was not substantially affected by larval food (Fig. 2a, b), and larvae that were raised with abundant yeast produced adults with slightly less fat than when food was poor in yeast (Fig. 2c, d). We therefore found no apparent covariation between immune capacity and adult general health. Although we observed some genetic variation for all traits measured, all tested genotypes were affected similarly by larval food composition. In particular, there was no interaction between genotype and larval diet for any trait studied. This suggests that the observed effect of larval diet on adult investment into immunity is a general property of D. melanogaster, and not an artefact specific to any particular genotype. In total, our data suggest that the effect of larval food quality on adult immune potential is not due to an indirect effect on the flies’ general condition, but instead is due to specific reallocation of resources on protein-rich diets. We do not currently know the mechanism by which increased protein availability leads to higher AMP expression, but we can envision two main hypotheses. First, if protein limitations constrain the synthesis of the antimicrobial peptides, and therefore expression of the ! 2010 Blackwell Publishing Ltd



INSECT IMMUNITY ACROSS LIFE STAGES 1467 Table 1 Final statistical models describing antimicrobial peptide gene expression, from mixed models with the REML method. Non-significant terms (P > 0.1) are not shown, except for genotype and rearing vial identity that control for the nonindependence of some observations



Trait Diptericin A transcription Fixed factors Larval diet Life stage Larval diet · Life stage House-keeping gene transcription Random factors Rearing vial Genotype Metchnikowin transcription Fixed factors Larval diet Life stage Larval diet · Life stage House-keeping gene transcription Random factors Rearing vial Genotype



D.F. (Num, Denom)



Test-statistic



3, 1, 3, 1,



20 23 24 43



F 2.99 4.03 5.63 6.73



0.056 0.057 0.005 0.013



1 1



v2 0.12 7.18



0.73 0.007



23 24 24 44



F 2.44 5.16 14.1 9.12



0.091 0.032 0.1) are not shown, except for genotype and rearing vial identity that control for the non-independence of some observations



Trait Dry weight Fixed factors Larval diet Sex Larval diet · Sex Random factors Rearing vial Genotype Genotype · Sex Triglyceride content Fixed factors Larval diet [i.e. log (yeast to sugar ratio)] Random factors Rearing vial Genotype



D.F. (Num, Denom)



Test-statistic



P value



1 1 1



F 2.14 12.1 5.18 v2 22.0 6.63 30.1



0.1) when host population density was added to the statistical model (all other terms remained significant). Overall, density was still not significantly different between infected and uninfected populations (P > 0.1). Although the short-term dynamics revealed a significant role of carrier genotype, the longer term patterns were characterised by the emergence of parasite isolate effects and GenotypeRecipient · GenotypeParasite interactions. This shift towards such well-known genetic (a)



(b)



Figure 2 Longer term spread of the parasite estimated by the proportion of infected hosts after 21 days (i.e. prevalence) as a function parasite isolate and (a) recipient host clone and (b) carrier host clone. Symbols indicate means, vertical bars are standard errors.
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What constitutes a good Holospora carrier?



If initial establishment of the parasite is contingent on carrier genotype, knowledge about hosts that are the best carriers may be helpful for limiting disease spread between populations. In the present case, two hypothetical mechanisms may underlie variation in carrier success, both related to the quantity of infectious forms released (in the environment) for horizontal transmission. First, as the infectious forms of the parasite are released when infected hosts divide, populations in which infected hosts divide more would have the greatest parasite spread. However, estimates of division rate of infected carriers were not correlated with R on day 6 (Figure S3). Second, carriers in which the parasite produces higher parasite loads may release more infectious forms. We estimated parasite load by measuring the size of the parasite-filled micronuclei of hosts with established infection (e.g. Restif & Kaltz 2006; Nidelet et al. 2009). This variable differed significantly among parasite isolates (F2,27 = 7.16; P = 0.003), but there was no significant correlation between parasite load and R after 6 days (Figure S4). These results do not support the idea that short-term parasite spread (R) was greater when the shedding of infectious forms was more frequent (i.e. no correlation with carrier division rate) or when the parasite produced more infectious forms (i.e. no correlation with parasite load). These two potential mechanisms would have influenced transmission intensity with respect to the quantity of propagules released per infected carrier. Alternatively, carrier success may have been affected by the quality of the propagules (i.e. their intrinsic properties). Evidence for this possibility comes from a study by Magalon et al. (2010), investigating the evolution of vertical and horizontal transmissibility in H. undulata. They found that one selection treatment produced parasites with smaller parasite loads; however, a dose-controlled inoculation experiment showed that these parasites were also more infectious on a per-capita basis. These observations suggest that transmission efficiency in this system can indeed be increased through selection on the quality of the infectious forms, not only on to their quantity. An interesting possibility, potentially related to the question of propagule quality, is that parasite strains may adapt to their carrier hosts before they arrive in recipient populations, hence affecting their transmission success from their carrier. We tested this hypothesis, but found no supporting evidence. A preliminary experiment (E. Quillery, A. Duncan, S. Fellous and O. Kaltz, unpublished data) showed significant differences in infectivity among the parasite isolates according to their original hosts encountered during the 7-month period of divergence (F2,22 = 8.26, P = 0.0021). However, there was no effect of the carrier clone, on which these isolates were cultured for 2.5 months prior to our experiment (F1,14 = 1.34, P = 0.2664), and thus no evidence for adaptation to the carrier. The significant main effects of parasite origin in the present experiment (Table 1) further support the idea that parasite variability was shaped by the host clone they originally infected and not by the clone of the carrier. ! 2012 Blackwell Publishing Ltd/CNRS



Relationship between short- and long-term dynamics



As shown above, host and parasite identities had contrasting effects on short- and long-term dynamics (Table 1, Figs 1 and 2). We further tested for a quantitative link between these two aspects by regressing the mean prevalence per treatment after 6 and 21 days (Fig. 3). The relationship was positive, but not significant (F1,16 = 2.3, P = 0.15, R2 = 0.13), thus showing that the initial processes captured by our analysis after 6 days had a limited influence on the long-term fate of the parasite. This was also confirmed by a more detailed analysis, in which both time points were included in the same model and that revealed interactions between the time point and the genetic factors (Tables S3 and S4). It might be expected that the first transmission events favoured the long-term invasion of the parasite, as greater initial infection levels can maximise transmission to the remaining non-infected hosts. However, this was not the case (Figs 3 and S5), possibly because the epidemiological process becomes increasingly complex and is altered by the onset of parasite virulence and specific interactions that occur between host and parasite genotypes (Carius et al. 2001; Lambrechts et al. 2006b; Salvaudon et al. 2007; Nidelet et al. 2009; Lambrechts 2010). After the first recipient hosts were horizontally infected by the parasites released by carriers, the following round of horizontal infection was determined by the intensity of parasite transmission achieved by parasites in hosts of the recipient genotype. This potentially explains why the parasite!s longer term success was more dependent on parasite isolate and on its interaction with resident genotype (Grecipient · Gparasite interaction; Figs 2 and 3) than on carrier genotype. In this study, within-population variation of the host was not considered. However, variation in disease resistance is ubiquitous in the wild (Laine et al. 2011). Especially in the context of a metapopulations, where both infected carriers and non-infected hosts disperse between host populations. It is likely that epidemiological outcomes will differ, for example, if resistant hosts or heterogeneous host populations limit pathogen dispersal (Laine et al. 2011).
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influences (Carius et al. 2001; Lambrechts et al. 2006b; Nidelet & Kaltz 2007; Salvaudon et al. 2007; Lambrechts 2010) illustrates that the influence of the carrier may be transient and most influential on the initial establishment of infection in a population.
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Figure 3 Relationship between proportion of infected hosts (i.e. prevalence) after 6 and 21 days. Statistics for the regression line: R2 = 0.13, F1,16 = 2.3, P = 0.15. A quadratic term did not significantly improve the fit.
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Future experiments introducing infected carriers into heterogeneous recipient populations would allow testing these important aspects. General conclusions



We provide novel empirical evidence that the initial spread of a parasite in an uninfected population depends on the genotype of the infected host that introduces the pathogen. Such carrier hosts, whose role relates to the ones of super-spreaders and vectors, are thus key players when parasite dispersal between patches is based on host movement rather than the displacement of free infectious forms. Previous study in this system has shown that parasite and host genotypes can also affect the dispersal of infected hosts between patches, and thus the frequency of invasion events (Fellous et al. 2011). Indeed, the spatial epidemiology of several infectious diseases has been shown to relate to host locomotion (reviewed in Rohani & King 2010). For host species organised in meta-populations, identifying good carriers and dispersers should improve the prediction of disease spread between groups of hosts. Our experiment together with a rapidly expanding number of empirical and theoretical studies, underline the complexity of epidemiological prediction in space and the necessity to simultaneously consider population structure as well as host and parasite genetic properties. ACKNOWLEDGEMENTS



We thank Aure´lie Coulon, Olivier Restif and four anonymous referees for helpful discussions and comments. This study was financed by the French Agence Nationale de la Recherche (ANR-09-BLAN-0099, S.F and A.B.D.; ANR-09-PEXT-011, S.F). PFV is supported by a postdoctoral position funded by ERC Starting Grant 243054 to S. Gandon (CNRS, Montpellier). This is communication ISEM 2011-202. AUTHOR CONTRIBUTION



SF, ABD, EQ, PFV and OK designed the research; SF, ABD, EQ and OK carried out the experimental work; SF and OK analysed the datasets; SF, ABD, PFV and OK wrote the manuscript. REFERENCES Anderson, R.M. & May, R.M. (1992). Infectious Diseases of Humans: Dynamics and Control. Oxford University Press, Oxford. Anderson, R.M., May, R.M., Joysey, K., Mollison, D., Conway, G.R., Cartwell, R. et al. (1986). The invasion, persistence and spread of infectious diseases within animal and plant communities [and discussion]. Phil. Trans. R. Soc. Lond. B. Biol. Sci., 314, 533–570. Barth, D., Krenek, S., Fokin, S.I. & Berendonk, T.U. (2006). Intraspecific genetic variation in Paramecium revealed by mitochondrial cytochrome C oxidase I sequences. J. Eukaryot. Microbiol., 53, 20–25. Buckling, A., Craig Maclean, R., Brockhurst, M.A. & Colegrave, N. (2009). The Beagle in a bottle. Nature, 457, 824–829. Carius, H.J., Little, T.J. & Ebert, D. (2001). Genetic variation in a host–parasite association: potential for coevolution and frequency-dependent selection. Evolution, 55, 1136–1145. Cook, A.R., Otten, W., Marion, G., Gibson, G.J. & Gilligan, C.A. (2007). Estimation of multiple transmission rates for epidemics in heterogeneous populations. Proc. Natl Acad. Sci. USA, 104, 20392–20397. Crawley, M.J. (2007). The R book. Wiley, Chichester, UK.



Parasite introduction by carrier 191



Cross, P.C., Lloyd-Smith, J.O., Johnson, P.L.F. & Getz, W.M. (2005). Duelling timescales of host movement and disease recovery determine invasion of disease in structured populations. Ecol. Lett., 8, 587–595. Cross, P.C., Johnson, P.L.F., Lloyd-Smith, J.O. & Getz, W.M. (2007). Utility of R0 as a predictor of disease invasion in structured populations. J. R. Soc. Interface, 4, 315–324. Dionisio, F., Matic, I., Radman, M., Rodrigues, O.R. & Taddei, F. (2002). Plasmids spread very fast in heterogeneous bacterial communities. Genetics, 162, 1525– 1532. Drewe, J.A. (2010). Who infects whom? Social networks and tuberculosis transmission in wild meerkats Proc. R. Soc. Lond. B. Biol. Sci., 277, 633–642. Duncan, A., Fellous, S., Accot, R., Alart, M., Sobandi, K.C., Cosiaux, A. et al. (2010). Parasite-mediated protection against osmotic stress for Paramecium caudatum infected by Holospora undulata is host genotype specific. FEMS Microb. Ecol., 74, 353–360. Fellous, S., Quillery, E., Duncan, A.B. & Kaltz, O. (2011). Parasitic infection reduces dispersal of ciliate host. Biol. Lett., 7, 327–329. Fokin, S.I. (2004). Bacterial endocytobionts of ciliophora and their interactions with the host cell. Int. Rev. Cytol., 236, 181–249. Go¨rtz, H.D. & Dieckmann, J. (1980). Life cycle and infectivity of Holospora elegans (Haffkine), a micronucleus-specific symbiont of Paramecium caudatum (Ehrenberg). Protistologia, 16, 591–603. Jessup, C.M., Kassen, R., Forde, S.E., Kerr, B., Buckling, A., Rainey, P.B. et al. (2004). Big questions, small worlds: microbial model systems in ecology. Trends Ecol. Evol., 19, 189–197. Laine, A.-L., Burdon, J.J., Dodds, P.N. & Thrall, P.H. (2011). Spatial variation in disease resistance: from molecules to metapopulations. J. Ecol., 99, 96–112. Lambrechts, L. (2010). Dissecting the genetic architecture of host–pathogen specificity. PLoS Pathog., 6, e1001019. Lambrechts, L., Chavatte, J.M., Snounou, G. & Koella, J.C. (2006a). Environmental influence on the genetic basis of mosquito resistance to malaria parasites. Proc. R. Soc. Lond. B. Biol. Sci., 273, 1501–1506. Lambrechts, L., Fellous, S. & Koella, J.C. (2006b). Coevolutionary interactions between host and parasite genotypes. Trends Parasitol., 22, 12–16. Lambrechts, L., Chevillon, C., Albright, R., Thaisomboonsuk, B., Richardson, J., Jarman, R. et al. (2009). Genetic specificity and potential for local adaptation between dengue viruses and mosquito vectors. BMC Evol. Biol., 9, 160. Lazzaro, B.P. & Little, T.J. (2009). Immunity in a variable world. Philos. Trans. R. Soc. Lond. B. Biol. Sci., 364, 15–26. Lipsitch, M., Nowak, M.A., Ebert, D. & May, R.M. (1995). The population dynamics of vertically and horizontally transmitted parasites. Proc. R. Soc. Lond. B. Biol. Sci., 260, 321–327. Lloyd-Smith, J.O., Schreiber, S.J., Kopp, P.E. & Getz, W.M. (2005). Superspreading and the effect of individual variation on disease emergence. Nature, 438, 355– 359. Lurie, M., Williams, B., Zuma, K., Mkaya-Mwamburi, D., Garnett, G., Sweat, M. et al. (2003). Who infects whom? HIV-1 concordance and discordance among migrant and non-migrant couples in South Africa AIDS, 17, 2245–2252. Magalon, H., Nidelet, T., Martin, G. & Kaltz, O. (2010). Host growth conditions influence experimental evolution of life history and virulence of a parasite with vertical and horizontal transmission. Evolution, 64, 2126–2138. Matthews, L. & Woolhouse, M. (2005). New approaches to quantifying the spread of infection. Nat. Rev. Microb., 3, 529–536. May, R.M., Gupta, S. & McLean, A.R. (2001). Infectious disease dynamics: what characterizes a successful invader? Phil. Trans. R. Soc. Lond. B. Biol. Sci., 356, 901–910. Nidelet, T. & Kaltz, O. (2007). Direct and correlated responses to selection in a host–parasite system: testing for the emergence of genotype specificity. Evolution, 61, 1803–1811. Nidelet, T., Koella, J.C. & Kaltz, O. (2009). Effects of shortened host life span on the evolution of parasite life history and virulence in a microbial host–parasite system. BMC Evol. Biol., 9, 65. Ostfeld, R.S., Glass, G.E. & Keesing, F. (2005). Spatial epidemiology: an emerging (or re-emerging) discipline. Trends Ecol. Evol., 20, 328–336. Prentis, P.J., Wilson, J.R.U., Dormontt, E.E., Richardson, D.M. & Lowe, A.J. (2008). Adaptive evolution in invasive species. Trends Plant Sci., 13, 288–294. Restif, O. & Kaltz, O. (2006). Condition-dependent virulence in a horizontally and vertically transmitted bacterial parasite. Oikos, 114, 148–158.



! 2012 Blackwell Publishing Ltd/CNRS



192 S. Fellous et al.



Rohani, P. & King, A.A. (2010). Never mind the length, feel the quality: the impact of long-term epidemiological data sets on theory, application and policy. Trends Ecol. Evol., 25, 611–618. Salvaudon, L., Heraudet, V. & Shykoff, J.A. (2007). Genotype-specific interactions and the trade-off between host and parasite fitness. BMC Evol. Biol., 7, 189. Salvaudon, L., Giraud, T. & Shykoff, J.A. (2008). Genetic diversity in natural populations: a fundamental component of plant–microbe interactions. Curr. Opin. Plant Biol., 11, 135–143. SAS. (2007). JMP statistics and graphics guide (v. 6.3.1). Cary, NC: SAS Institute. Schmid-Hempel, P. & Koella, J.C. (1994). Variability and its implications for host– parasite interactions. Parasitol. Today, 10, 98–102. Wichterman, R. (1986). The Biology of Paramecium. Plenum Press, New York City. Wolinska, J. & King, K.C. (2009). Environment can alter selection in host–parasite interactions. Trends Parasitol., 25, 236–244. Woolhouse, M.E.J., Dye, C., Etard, J.F., Smith, T., Charlwood, J.D., Garnett, G.P. et al. (1997). Heterogeneities in the transmission of infectious agents: implications for the design of control programs. Proc. Natl Acad. Sci. USA, 94, 338–342. Yan, G., Severson, D.W. & Christensen, B.M. (1997). Costs and benefits of mosquito refractoriness to malaria parasites: implications for genetic variability of mosquitoes and genetic control of malaria. Evolution, 51, 441–450.



! 2012 Blackwell Publishing Ltd/CNRS



Letter



SUPPORTING INFORMATION



Additional Supporting Information may be downloaded via the online version of this article at Wiley Online Library (www.ecologyletters.com). As a service to our authors and readers, this journal provides supporting information supplied by the authors. Such materials are peer-reviewed and may be re-organised for online delivery, but are not copy edited or typeset. Technical support issues arising from supporting information (other than missing files) should be addressed to the authors. Editor, Peter Thrall Manuscript received 23 August 2011 First decision made 20 September 2011 Manuscript accepted 30 November 2011



Downloaded from rstb.royalsocietypublishing.org on December 6, 2012



Phenotypic plasticity in evolutionary rescue experiments Luis-Miguel Chevin1, Romain Gallet1, Richard Gomulkiewicz2, Robert D. Holt3 and Simon Fellous4,5



rstb.royalsocietypublishing.org



Review Cite this article: Chevin L-M, Gallet R, Gomulkiewicz R, Holt RD, Fellous S. 2012 Phenotypic plasticity in evolutionary rescue experiments. Phil Trans R Soc B 368: 20120089. http://dx.doi.org/10.1098/rstb.2012.0089 One contribution of 15 to a Theme Issue ‘Evolutionary rescue in changing environments’. Subject Areas: evolution, ecology Keywords: evolutionary demography, experimental evolution, extinction, changing environment, evolution of plasticity, generalism Author for correspondence: Luis-Miguel Chevin e-mail: [email protected]



1



Centre d’Ecologie Fonctionnelle et Evolutive (UMR 5175), 1919 route de Mende, 34293 Montpellier Cedex 5, France 2 School of Biological Sciences, Washington State University, PO Box 644236, Pullman, WA 99164, USA 3 Department of Biology, University of Florida, Gainesville, FL 32611, USA 4 Centre de Biologie et de Gestion des Populations, Institut National de la Recherche Agronomique (INRA), Campus International de Baillarguet, 34988 Montferrier sur Lez cedex, France 5 Institute Institut des Sciences de l’E´volution de Montpellier (UMR 5554 ISE-M), CNRS - Universite´ Montpellier 2, Place Euge`ne Bataillon, 34095 Montpellier Cedex 05, France Population persistence in a new and stressful environment can be influenced by the plastic phenotypic responses of individuals to this environment, and by the genetic evolution of plasticity itself. This process has recently been investigated theoretically, but testing the quantitative predictions in the wild is challenging because (i) there are usually not enough population replicates to deal with the stochasticity of the evolutionary process, (ii) environmental conditions are not controlled, and (iii) measuring selection and the inheritance of traits affecting fitness is difficult in natural populations. As an alternative, predictions from theory can be tested in the laboratory with controlled experiments. To illustrate the feasibility of this approach, we briefly review the literature on the experimental evolution of plasticity, and on evolutionary rescue in the laboratory, paying particular attention to differences and similarities between microbes and multicellular eukaryotes. We then highlight a set of questions that could be addressed using this framework, which would enable testing the robustness of theoretical predictions, and provide new insights into areas that have received little theoretical attention to date.



1. Introduction Abrupt environmental alterations can increase extinction risk and foster rapid phenotypic change, both of which are broadly observed in response to current climate change, species introductions and other anthropogenic modifications of the environment [1,2]. Evolution on the time-scale of population dynamics may affect the demography of a species, that is, the set of vital rates (survivals and fecundities) that determine the size and age/stage composition of a population [3,4]. In particular, evolutionary rescue (hereafter ER) describes the situation where adaptive evolution prevents population extinction in a stressful environment [5,6]. The details of this interaction between evolution and demography, however, depend on the underlying mechanism of phenotypic change, i.e. whether it is caused by a change in the genetic composition of the population in response to natural selection, or by a change in the phenotype of each individual in response to its environment of development or expression. Monitoring of wild populations with known pedigrees increasingly shows that rapid phenotypic change of traits affecting fitness often involves a combination of genetic change and phenotypic plasticity [7–10]. This suggests that phenotypic plasticity may play an important role in the interaction of demography and evolution. Furthermore, plasticity can vary genetically, and may thus itself evolve in response to natural selection [11], so the evolution of plasticity may also be important for ER. On the basis of verbal arguments tracing back to Baldwin [12], recent theory has investigated how the interplay of phenotypic plasticity, genetic evolution and
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In this section, we introduce the conceptual tools that will be discussed in the following sections. A thorough review of the many forms of plasticity and of their mechanistic underpinnings is beyond the scope of this paper, and is already available elsewhere [11,18 –20]. Instead, we specifically focus on issues relevant to ER.



(a) Phenotypic plasticity and generalism Many morphological, physiological or behavioural traits can change in response to an organism’s environment. The curve that captures this relationship between trait and environment for a given genotype is the norm of reaction [19,21], a generic term that applies to fitness or to any other trait. However, in the context of evolutionary demography, it is useful to distinguish fitness and its life-history components (survival and fecundity) from other traits. This is because fitness has the specific attribute of defining adaptiveness for other traits (thus causing their evolution), and because it can determine population growth [4,22,23]. Importantly for ER, the focus is on absolute fitness (broadly defined as the expected number of offspring in the next generation), rather than on relative fitness ( proportional contribution to the next generation, more commonly used in evolutionary genetics), because only the former affects demography. In practice, one can compute absolute fitness from the vital rates (ageor stage-specific survivals and fecundities) using standard life-history theory [3,4,24,25]. ‘Phenotypic plasticity’ describes any change in the phenotype of a given genotype with its environment of development or expression, leading to non-flat reaction norms. The term plasticity is better suited to characterize effects of the environment on traits that are not direct components of fitness. While some authors have used ‘plasticity’ for fitness itself, this can lead to self-inconsistencies: a genotype whose fitness changes little across environments is described by some authors as very plastic (for putative underlying traits), and by others as



(b) Benefits and costs of plasticity and generalism Plasticity is beneficial (or adaptive) and may help prevent extinction over a range of environments if it produces phenotypes with high fitnesses across these environments (i.e. a genotype with more beneficial plasticity is more of a generalist). But several factors may act to prevent plasticity from being beneficial. First, the environment that triggers the plastic response can differ from the one where the expressed trait affects fitness [15,29–34], for instance, if the former is experienced earlier in life than the latter, or if plasticity is in response to a partially unreliable cue used as a proxy for the fitness-determining environment (e.g. photoperiod for seasonality and food abundance). The resulting low predictability of the environment of selection determines whether (and how much) plasticity is beneficial: if environmental predictability is poor, being very responsive to the environment can be detrimental. The optimal level of plasticity (including possibly no plasticity) is thus a compromise between the environmental sensitivity of phenotypic selection (how much the selective pressure on the phenotype changes with the environment), and the correlation between the environments of development and of selection, which may depend on when dispersal occurs in the life cycle (for evolutionary models, see [29–31,35]; for a recent demographic model with no evolution, see [15,16]). Second, the reaction norm might produce detrimental phenotypes in environments that a species has never experienced before [36], or in extreme environments where homeostasis is disrupted, such that there is less genetic control on development. And third, costs of plasticity might reduce fitness regardless of the expressed phenotype [37,38]. These include the cost of maintaining a system enabling information to be acquired about the environment, or alternative phenotypes to be produced in different environments. Currently available empirical measurements suggest that these costs are rather weak [39] (despite some controversy about their measurement [40]). However, any such costs will always work against ER since, by definition, they reduce fitness and thus population growth rates [13,14].



(c) Measuring phenotypic plasticity and generalism Reaction norms can be analysed and measured empirically by considering the same trait measured in different environments as different characters (one per environment), allowing for genetic correlations between these characters (the character state approach [41 –43]). An alternative is to define a set of polynomial parameters describing the reaction norm shape in a reference environment (intercept, slope, quadratic term, etc.), and to treat these parameters themselves as genetically variable, and possibly correlated, traits (the polynomial approach [29], also referred to by some authors as the



2



Phil Trans R Soc B 368: 20120089



2. Key concepts



showing low plasticity (for fitness itself). Changes in fitness across environments rather relate to the degree of ‘generalism’ (or ‘environmental tolerance’, ‘robustness’), and the corresponding norm of reaction is a tolerance curve [26,27]. Averaging these curves over the population yields a measure of niche breadth, as the range of environments over which mean fitness equals or exceeds unity (for geometric fitness in discrete generations), or zero (for Malthusian fitness in continuous generations) when numbers are low [28]. The two concepts can be related, as generalism may or may not result from plasticity of underlying traits (see figs 1 and 2 in [14]).
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demography, affects population persistence in a new or changing environment [13–15]. Testing predictions from this theory can be challenging in the wild, because of the inherent lack of control on environmental conditions, and of the difficulties in accurately measuring fitness and how it relates to phenotypes and genotypes in natural populations, among other complications [16] (even though some cases of ER are documented in the wild, reviewed in [17]). Alternatively, current theoretical predictions and further questions they raise can be investigated in the laboratory using experimental evolution. While such experiments have rarely been performed so far in the context of plasticity interacting with ER, we argue below that (i) all the conceptual tools are available and (ii) many model organisms are adequate for such studies. To argue our point, we start by briefly defining the concepts of plasticity and generalism in relation to fitness and population growth in variable environments. We then review theoretical predictions for the role of phenotypic plasticity and its evolution in ER following an abrupt environmental shift, and the experimental work that addresses components of this theory. We end by highlighting important questions that could be addressed by this approach, and outline simple prototype experiments.
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We now briefly review recent theoretical predictions about the effect of phenotypic plasticity and its evolution on ER. Consider a population experiencing an abrupt environmental change, such that the mean phenotype prior to the change becomes maladaptive, and causes the mean absolute fitness to be less than unity (or less than zero for Malthusian fitness [49]). If the phenotype does not change, births will not match deaths, and the population will decline inexorably to extinction. However, if the response to selection on heritable traits increases fitness sufficiently fast, then the population will not go extinct [5,50], which is described as ER. Phenotypic plasticity was recently introduced by Chevin & Lande [13] into this classic ER scenario. Unlike earlier studies, they also included negative density dependence, and considered populations starting at carrying capacity. They assumed that the evolutionary demography of a population is mostly determined by optimizing selection on a quantitative trait with continuous polygenic variation, and that this trait is also phenotypically plastic, with a linear reaction norm whose slope quantifies plasticity. Linear reaction norms are a simple form of plasticity, and give a reasonably good description of patterns of variation in several empirical studies of quantitative traits related to climate adaptation, over the observed ranges of environments [7,8]. (For a heuristic argument about the role of plasticity on genetic evolution with more arbitrary reaction norms, but without explicit genetic variance in plasticity and genetic constraints, see [51]). The mean plasticity in the population was assumed to be partially adaptive before the environmental change, with plastic responses in the direction of changes in the optimum, but with smaller amplitude. This would occur, for instance, if the population was exposed to partially predictable environmental fluctuations (i.e. temporally variable but autocorrelated environments) prior to the abrupt environmental shift [11,31]. Phenotypic plasticity could also evolve in this model, as a result of quantitative genetic variance in reaction norm
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3. Theory of evolutionary rescue with plasticity



slopes. Variance in slopes entails that genetic variance of the plastic trait changes across environments (G ! E interaction). Whether selection on the expressed trait translates into indirect selection on its plasticity depends on what proportion of the genetic variance of the trait is attributed to variance in reaction norm slopes [29]. Extending results from a previous study on plasticity evolution in a fluctuating environment [22] (which, however, had no demography and no cost of plasticity), Chevin & Lande [13] found that (i) the initial (partially adaptive) plasticity decreases the effective severity of the environmental shift, slowing the initial population decline and (ii) the evolution of plasticity accelerates adaptation (faster rate of fitness increase), in proportion to the contribution of variance in plasticity to overall genetic variance of the trait. Both factors favour persistence. The authors also provided quantitative predictions for the contribution of evolving plasticity to ER: if the magnitude of the environmental shift is large enough that indirect selection on plasticity (through its effect on the trait under optimizing selection) is initially stronger than the cost of plasticity, then ER is mostly caused by the evolution of phenotypic plasticity [13]. By contrast, under less severe environmental shifts, ER occurs without much change in the mean reaction norm slope. It is straightforward to translate these findings into predictions regarding the degree of generalism, within the assumptions of this model (Gaussian selection towards an optimum trait value, with linear changes in the optimum with the environment), and given perfect predictability of the environment of selection at the time of development. The breadth of environmental tolerance then is simply v/ (B 2 b), with v the width of the fitness function on the trait, B the rate of change in the optimum with the environment and b the reaction norm slope (see figure 2). Other theoretical studies have investigated the influence of plasticity and/or genetic evolution on demography and extinction in a changing environment [14,15], but they do not specifically address adaptation to a sudden environmental change. The quantitative predictions of this model rely on a number of assumptions, notably (i) linear reaction norms, (ii) substantial polymorphism at a number of loosely linked loci, allowing continuous (quantitative) genetic variation of traits, (iii) constant (co)variances of reaction norm parameters, and (iv) partially adaptive initial plasticity. These assumptions are a reasonable starting point, but are not likely to be realistic for all systems, and should all be violated to some extent for many organisms. Instead, they provide a first approximation of an idealized biological reality, providing a theoretical scaffold that can then be modified to generate predictions tailored to more complex situations. Whether this theory can accurately predict ER in real populations remains to be tested empirically. The study of ER and phenotypic plasticity with sufficient repeatability and control being particularly challenging in the wild, we here suggest investigating this question with laboratory experiments (some of them described in §5). While laboratory conditions represent model environments that do not capture all the complexity of natural systems, they allow deciphering with more precision those population processes that are likely to also play an important role in the wild [52,53]. Combining such experiments with data from natural populations should help identify which aspects highlighted by existing theory are most critical to ER, as well as raise questions in need of further theoretical developments.
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‘reaction norm’ approach). These two models are often mathematically exchangeable [44], even though their assumptions may differ in specific contexts. Here, our argument will be mostly set in terms of the polynomial approach, since it provides a straightforward quantification of plasticity for nearly linear reaction norms (see below). Regarding reaction norms for fitness, studies of tolerance curves initially focused on whether genotypes with broader tolerance also have lower fitness in their most favourable environment (generalist/specialist tradeoff [26,45,46]), but more recent methods allow quantifying and investigating richer aspects of tolerance curve shape variation [47,48]. When reaction norms are genetically variable, they can evolve in response to natural selection on the expressed trait, which can be important in the context of ER as we will see below. The direction of reaction norm evolution is determined partly by the genetic constraints on their shape, quantified by the genetic covariances of trait values across environments, in the character-state approach, or by the genetic (co)variances of different polynomial coefficients, for instance, slope and curvature, in the polynomial approach.
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To illustrate the feasibility of the proposed approach, we will now briefly review studies of experimental ER, and of experimental evolution of (or artificial selection on) plasticity. We will propose a few key questions that can be addressed with this methodology in the following section.



(a) Evolutionary rescue experiments



(b) Experimental evolution of phenotypic plasticity and generalism Experimental evolution of phenotypic plasticity under artificial or pseudo-natural selection has been performed on a variety of organisms, with diverse mechanisms of adaptation at play (reviewed by Scheiner [60] and Garland & Kelly [61]).



5. Some outstanding questions in need of testing Experimental evolution thus appears as a potentially fruitful method for studying the role of phenotypic plasticity and its evolution in ER. To illustrate more precisely the promise of this approach, we now indicate a few key questions that may be investigated this way. Each question addresses a specific prediction from theory, or relates to a question that deserves further theoretical development. It is followed by a simplified protocol designed to test it.



(a) When does evolutionary rescue in a new environment occur by the evolution of phenotypic plasticity? Are populations rescued by a change in plasticity (as illustrated in figures 1a and 2a), or does the mean phenotype of adaptive traits evolve similarly across environments, with little or no change in plasticity (figures 1b and 2b)? Similarly, did the breadth of environmental tolerance increase during ER, or did just the optimal environment change (figure 2c,d)? And do the effects of the severity of the novel environment, and of the variance of plasticity in the initial population/mixture of clones, conform to predictions from theory [13]?



(i) Experiment Perform ER starting with different combinations of genotypes with known reaction norms (investigated initially by placing them across a range of environments), under different levels of stress (quantified by the reduction in absolute fitness of the wild-type, relative to a benign environment). Compare the average reaction norms of rescued populations to those of ancestral populations, across the same environmental range, to find out whether higher plasticity evolved during the ER.



(b) Can the evolution of phenotypic plasticity cause ER after a change in environmental variation/predictability? Phenotypic plasticity is more likely to be beneficial if the environments experienced in the past are informative about
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Over the past few years, a handful of studies have demonstrated ER in the laboratory. In a seminal paper, Bell & Gonzalez [54] showed that the likelihood a yeast population persists under salt stress increases with initial population size. Adaptation was limited by mutation in this study, and the results seemed to indicate that increasing the population size increased the probability that a single beneficial allele restoring population growth was sampled in the initial population, consistent with theoretical predictions by Orr & Unckless [55] (see also ref. [56] for comparisons of rescue probabilities by de novo mutations versus standing variation). Bell and Gonzalez later extended their experiment to ER in connected populations spread over a spatial gradient of salinity, and experiencing various rates of environmental change [57]. Both the speed of environmental change and the connectivity of populations appeared important, with complex interactions between them that are not yet related to specific theoretical predictions. On technical grounds it should be noted that, owing to the stochastic nature of ER, especially when limited by mutation supply, the two yeast experiments described above necessitated very large numbers of replicates. The use of a robotic liquid handling system proved crucial to this task. Experimental studies of ER with microbes should also benefit from the ‘morbidostat’, a new selection device introduced by Toprak et al. [58], which dynamically tunes the level of stress (antibiotics in their case) so as to provoke population decline whenever the population size reaches an upper threshold. This makes it an ideal set-up to study successive ERs in the laboratory (see figure 1c in [58]). Performing ER experiments with higher eukaryotes is more challenging because of their larger body sizes and longer generation times. Nonetheless, a study recently exemplified how response to selection on standing genetic variation can allow a plant population to avoid extinction [59]. In this experiment, Mimulus guttatus populations were kept with or without pollinators. Within a few generations, pollinator-free populations evolved high degrees of selfing, allowing them to reach similar fecundities to those of populations with pollinators. Examples of potential ER in vertebrates are reviewed in [17] (albeit in the wild rather than in the laboratory). Overall, this literature reflects the possibility to study ER empirically in a variety of biological systems, from bacteria to large multicellular eukaryotes.



Some authors directly selected for plasticity by selecting a different trait value in different environments within a lineage [62], or for generalism by exposing populations to heterogeneous environments [63,64]. But more studies revealed increased phenotypic plasticity (or generalism) as a correlated response to selection in one environment [61,65–68], which is more directly related to theoretical predictions above for evolutionary demography following abrupt environmental change [13]. As argued by Scheiner [60], it is probable that more examples would be found if phenotypic plasticity and generalism across environments were systematically tested, after a phase of adaptation to a new environment. For instance, lines of E. coli selected at different pH by Hughes et al. [69] were recently reanalysed by placing them over a gradient of pH, revealing that lines selected in environments more different from their original one evolved broader tolerance, consistent with theoretical predictions by Lande [31] (R. Gallet and T. Lenormand 2012, in preparation).
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4. Experimental evolutionary rescue and evolution of plasticity
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Figure 1. Evolving plasticity and evolutionary rescue. Evolutionary rescue caused by an increase in plasticity (a) or by adaptation with little change in plasticity (b). We assume linear reaction norms, with plasticity quantified by reaction norm slope, while the non-plastic component of the phenotype is described by the intercept, or elevation, in a reference environment. The environment changes from 0 to 3 on generation 0, and the optimum phenotype from 0 to 6, causing maladaptation and population decline (for more details see [13]). Whether evolutionary rescue is caused by the evolution of plasticity, or by genetic evolution of the phenotype with little change in plasticity, depends notably on the relative genetic variances of reaction slope and elevation. The initial and final reaction norms are plotted in figure 2. A quantitative genetic model was used, with genetic variance of reaction norm elevations Va ¼ 0.1 (a) or Va ¼ 0.4 in (b), and genetic variance of slopes Vb ¼ 0.05 (a) or Vb ¼ 0.005 (b), and no covariance between slope and elevation measured in a reference environment. those to be encountered in the future. Yet a salient feature of current global change is an alteration of patterns of environmental variability and cross-correlation (e.g. temperature with photoperiod), leading to changes in environmental predictability. This can cause phenotypic plasticity to become detrimental, which has been suspected of causing population decline in well-documented cases [70,71]. A scenario of particular interest is thus the one where maladaptation and population decline are initially caused by an abrupt change in environmental predictability (rather than just an abrupt change in the environment), causing a mismatch between current plastic responses and patterns of selection. This would provide the potential for ER caused by the evolution of phenotypic plasticity (towards either stronger or weaker plasticity), as illustrated in figure 3. We are not aware of any quantitative predictions for this evolutionary demographic effect. Evolutionary theory has investigated the role of environmental predictability for the evolution of plasticity, but without demography [11,30,31,72]; Reed et al. [15] performed simulations on the interaction of plasticity and population growth in a fluctuating environment, but without evolution, and without changes in patterns of environmental variation. Despite the lack of quantitative predictions, basic qualitative predictions could be tested experimentally.



(i) Experiment 1: change in cue reliability For a species known to use a cue as a proxy for the environment of selection (e.g. photoperiod for seasonality and food abundance [70], or chemical kairomones for presence of a predator [73]), artificially disconnecting cues from selection pressure in the laboratory, therefore inducing the expression of the wrong plastic response, can cause a population to initially decline because of maladaptive phenotypic plasticity. A first prediction is thus that decreasing the match between cue and selective pressure should increase the level of stress, and accelerate the initial decline of plastic populations, but not for populations with little or no plasticity. Such a pattern was recently found in an elegant study combining experiments with Escherichia coli and Saccaromyces cerevisiae, where the authors showed that changing the order in which environments (such as exposure to specific sugars, oxidative stress or increased temperature) are experienced can turn phenotypic plasticity from beneficial to detrimental [74] (see also [75]). The most favourable sequence of environments for the wild-type was the one found in its natural habitat (e.g. host digestive tract for E. coli) [74]. A second prediction is that populations that did manage to escape extinction by ER have evolved a level of phenotypic plasticity that matches the imposed covariance between cue and selection. Exposing ancestral and
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Figure 2. Evolved reaction norms for the trait and fitness. The initial (dashed) and final reaction norms for the trait (a,b) and for absolute fitness (tolerance curves, c,d ) are shown for the two scenarios shown in figure 1 (a,c versus b,d).



evolutionarily rescued populations to various levels of the cue can reveal whether the reaction norms actually evolved along this trend during ER.



this means that what needs to be analysed is the average of even more replicates than in other ER experiments. This is becoming more and more feasible with the use of robots [54].



(ii) Experiment 2: change in patterns of fluctuations



(c) What is the genetic basis of phenotypic plasticity evolution?



In species for which plastic responses are caused by the same environmental factor that causes selection, what is important is the autocorrelation of this factor between the time of initiation of the plastic response, and the time when selection occurs [31]. Suddenly reducing or increasing temporal autocorrelation (the ‘colour’ of environmental noise [76]) can cause the initial level of plasticity to become detrimental, and provoke population decline (figure 3). After some generations, the final average reaction norm of those populations where ER occurred can be compared with that of the ancestral population (or of populations that went extinct). Plasticity is expected to have increased if autocorrelation increased, but to have decreased if autocorrelation was reduced (as in figure 3). An experiment along these lines was previously conducted on the evolution of plasticity [77], but not in the context of ER. It is important to note that in such experiments, the source of stress is the pattern of variation in the environment, rather than its state. Because the environment is experienced by all individuals in the population, its fluctuations cause stochasticity (randomness) regardless of population size [78], in contrast to other sources of stochasticity (e.g. life histories, mutation events, etc. [79]), so its impact on population growth can be large. Furthermore, extinction of a given population may occur because of an unfortunate series of environments, even when its long-term growth rate is positive, such that ER would be expected on average [78]. In practice,
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trait



(b) adaptation without change in plasticity



Current quantitative genetic predictions for ER with evolving phenotypic plasticity are based on models that assume constant genetic (co)variances of reaction norm parameters, but this assumption may be violated under strong stress, or when mutations affecting population growth are rare or recombine little. Understanding reaction norm evolution requires knowing more about the mutational input, and in particular whether genes affecting plasticity differ from those affecting the trait in a reference environment, which has important evolutionary consequences [80]. Besides, if phenotypic plasticity evolved during the rescue, did it imply mutations of large effects, or was ER instead caused by the cumulative effect of multiple small mutations (as addressed theoretically for non-plastic traits by Gomulkiewicz [81])?



(i) Experiment 1 Measure the mutational variance of reaction norm parameters, by placing genotypes that differ by a controlled number of mutations over a range of environments. This can be done for single mutants in bacteria and viruses [82]. For multicellular eucaryotes, the most common approach is to use the so-called ‘mutation accumulation lines’, where spontaneous mutations are preserved by maintaining a low effective population size that reduces the efficiency of natural selection (reviewed in [83]).
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(d) Are there demographic constraints on the evolution of phenotypic plasticity?
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Recently, Gomulkiewicz & Houle [88] emphasized that, by allowing only certain populations to persist conditional on their evolutionary dynamics, ER operates a filter on evolutionary trajectories and on their determinants (i.e. genetic (co)variance of adaptive traits), thus constraining evolution. Here, an important question is whether purely demographic properties of a population (initial population size N0, or intrinsic growth rate when well-adapted rmax) affect whether, and to what extent, the evolution of plasticity contributes to adaptation and ER.



–1.0



population size



(c) 10 000 1000 100 400



800 1200 time (generations)



Figure 3. Plasticity, predictability and evolutionary rescue in a fluctuating environment. Evolutionary rescue following an abrupt change in environmental predictability is illustrated. (a) Relative plasticity, that is, the mean reaction norm slope scaled to the slope of changes in the optimum phenotype with the environment (environmental sensitivity of selection). The temporal autocorrelation of the environment during the time lag between development and selection on the plastic trait is also represented (dashed line). (b) The reaction norm elevation, i.e. its intercept in a reference environment. (c) Represents population size, under density-independent population growth. Autocorrelation of environmental fluctuations drops from 0.8 to 0.2 at generation 100 (a), with no change in the average environment. This less predictable environment causes the high level of plasticity that was previously optimal to become detrimental, and the population starts declining (b). In this example, evolutionary rescue is afforded by the evolution of a decreased level of plasticity that matches the current environmental predictability (a), with little change in reaction norm elevation (b). Quantitative genetic simulations were used as in figure 1, but with fluctuations in the optimum, with variance 1.5 and autocorrelation as given above. All genetic parameters are as in figure 1a.



(ii) Experiment 2 Measure the heritable component of the reaction norm for genotypes sampled at several time points along the trajectory of ER. This allows investigating whether reaction norms changed gradually or suddenly, and which aspect ( plasticity or intercept in a reference environment) changed at different time points. This is easier for microbes, because they allow



(i) Experiment Compare reaction norms of populations that were genetically rescued to those that were not, under a given level of environmental stress (same selective pressure), but with different rmax, or starting from different N0. For microbes, rmax can be set by changing the dilution rate (more frequent or stronger bottlenecks for batch culture, or faster dilution in a chemostat), causing higher mortality independently of the environmental challenge.



(e) How do costs of phenotypic plasticity affect the outcome of the rescue? Where costs of plasticity have been measured, they were generally weak [39], but even small costs can make the difference between survival and extinction in a changed environment [13,14]. Theory predicts that ER is mostly due to the evolution of plasticity if the environmental change is large enough that plastic responses allow overcoming costs of phenotypic plasticity [13]. This can be tested empirically.



(i) Experiment Costs of plasticity are measured by regressing the residual of the relationship between phenotype and fitness (in one or multiple environments) against plasticity, in a multiple regression framework [37,38]. By measuring these costs in a collection of genotypes before exposing them to various levels of environmental stress, one may predict to what extent plasticity is expected to contribute to ER. This can
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resurrecting frozen samples for replicate lines that went extinct in the experiments, or that were eventually rescued. Both these experiments can be combined with the sequencing of whole genomes [84], or the genotyping of numerous SNPs throughout the genome [85], to identify genes involved in the evolution of plasticity. This can allow investigating finer aspects of the genetic architecture of phenotypic plasticity. For instance, is plasticity due to the turning on/off of genes by the environment, to a more gradual regulation of gene expression, or simply to the environmental sensitivity of specific alleles [19, ch. 3]? If genes of major effect on plasticity are identified, these can then be knocked out, to directly assess the influence of phenotypic plasticity on population persistence in experiments such as those described in §5a,b. Furthermore, molecular polymorphism and divergence at loci next to these genes can be used to seek molecular signatures of natural selection [86,87].
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(f ) How does density dependence influence evolutionary rescue under abiotic stress?
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Sample different time points along the trajectory of an ER, and experimentally place each sampled population at several densities to measure their mean fitness. This would allow assessment of how much fitness is affected by competition, and to what extent density dependence is what was originally causing the population to decline.



(ii) Experiment 2 Manipulate the competition intensity during ER, independently of the environmental stress. This can be done by dynamically tuning resource availability to population density (i.e. per capita), which is straightforward using optical density in microbes. Results can be compared with those where a constant amount of food is provisioned for the whole population.



(iii) Experiment 3 Regarding Allee effects, experiment similar to the one with Mimulus guttatus described in [59] (see §4a) might be extended to examine the evolution of density-dependent plasticity of selfing in the rescued populations.
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(i) Experiment 1
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When starting from large population sizes, absolute fitness is initially reduced by a combination of two factors: the extrinsic stress that triggered the extinction risk in the first place, and density-dependent competition with conspecifics [13]. As population density decreases when the population crashes, the intensity of intraspecific competition goes down. This may slow down the decline of the population, which may even reach a new equilibrium size before it starts increasing again when evolution restores higher fitness. In this scenario, the population dynamics would have the typical U shape of ER. However, if the mutation supply is limited, the first phase of the apparent rescue (reaching r ! 0, and the minimum population size) can occur without genetic evolution, instead only resulting from density-dependence of population growth (figure 4). This can be seen as a form of ER caused in part by phenotypic plasticity, if density dependence of population growth is mediated by sensitivity to density of underlying traits affecting fitness. For instance, stem elongation in response to shading by conspecifics is a common form of density-dependent plasticity in plants, which probably underlies the effects of competition on population growth [91]. Some species instead are subject to positive density dependence at low numbers (Allee effects), where fitness declines as population size decreases. This heightens the risk of extinction by setting up a vicious positive feedback between shrinking numbers and lowered fitness. Plastic responses could play a crucial role in mitigating these Allee effects. For instance, a plant that normally outcrosses might suffer reproductive failure when numbers become low because of the scarcity of pollen. A plastic ability to self, or divert resources from flower and reproduction to vegetative growth, might help it persist.
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Figure 4. Competition and evolutionary rescue. (a) Demographic dynamics with negative density-dependence of population growth is represented, together with (b) the evolutionary dynamics of a single mutation causing evolutionary rescue. Density regulation follows the Ricker model (discrete time analogue to logistic growth [89]). Selection, in contrast, is densityindependent, such that both the environmental stress and the beneficial mutation only affect the intrinsic rate of increase r0 of the population, while the density-dependent component of population growth does not evolve (as described in [13,90]). After the onset of stress (generation 0), the population starts declining because the lowered r0 no longer allows maintenance of a large equilibrium population size. A beneficial mutant restoring higher r0 appears in one copy in generation 100, causing the population to increase back to a high equilibrium size. Note that the first phase of the apparent population recovery (until the population size stabilizes at a lower value) occurs without any genetic evolution. Parameters are, before the onset of stress: intrinsic rate of increase r0 ¼ 0.1, carrying capacity K ¼ 1000; stress-induced reduction in r0: s0 ¼ 2 0.11; selection coefficient of the rescue mutation: s ¼ 0.077.



6. Choosing the right model organism The prototype experiments described above are all somewhat idealized, and their actual implementation will depend on the specificities of the chosen model species. The choice of the appropriate model organism to experimentally study the effect of phenotypic plasticity on ER is not straightforward. In particular, there is a clear dichotomy of approaches and constraints between microbes and multicellular organisms. On the one hand, microorganisms seem quite appropriate for studying ER. Because fitness/population growth per se is generally the main trait of interest in studies with microbes, and is also used to quantify stress, they are inherently wellsuited to work on evolutionary demography. Their short generation times, large population sizes and scope for extensive replication of treatments, allow monitoring of population dynamics over many generations across a range of environments [53]. This enables the observation of rare events such as de novo mutations restoring positive growth rate. The possibility of freezing most microbes makes it possible to compete
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connect them are the adaptive landscape, depicting fitness against traits or genotypes, and the ecological niche, which in effect is the reaction norm of fitness against environments. Adaptive landscapes have been used to predict both the evolution of traits and the distribution of fitness effects of mutations across environments [100,101]. Indeed predictions for fitness evolution generally rely on adaptation models that include underlying traits, even when fitness is the only trait actually measured (e.g. for most microbes).



(a) Other topics of interest We have highlighted above some of the questions that are both biologically important and reasonably amenable to experimental investigation. We now list some other aspects that would also be worth addressing, but are either more specific or most difficult to study in the laboratory. First, the effect of random genetic drift on the evolution of plasticity has received little attention, and most theory is deterministic for its genetic aspects (even though the environment might change stochastically). Investigating the effect of genetic drift on the efficiency of selection on plasticity is particularly relevant in the context of ER, where incursions at low densities could result in several generations of mostly neutral evolution of plasticity, together with reduced variance in plasticity and the trait. This can be studied with individual-based simulations, as was done for ER without phenotypic plasticity by, e.g. Holt et al. [102], and more recently for evolving plasticity (but without demography leading to extinction) by Scheiner & Holt [35]. We have here described ER caused by evolution and plasticity of a single trait, but ER may also involve multiple genetically correlated traits (as modelled without plasticity in [88]). A more general approach would thus investigate multi-trait phenotypic plasticity, where the environmental stress may cause correlated plastic responses by many characters (plasticity integration [103,104]). Whether multi-trait plasticity facilitates or hampers ER should depend on the interaction of patterns of selection with the genetic covariances of reaction norms for multiple traits. A particularly interesting case of multi-trait plasticity is that where traits involved in adaptation to the abiotic environment are plastically correlated to traits that mediate interactions with other species (e.g. lowering of immune functions in response to abiotic stress). Plasticity of interspecific interactions could then determine the likelihood of ER in the face of abiotic environmental challenge. It would also be useful to understand if costs of phenotypic plasticity cumulatively add up among characters (such that having more traits that are plastic imposes a greater total cost), or if instead there is ‘superadditivity’, where costs of multiple trait plasticity exceed those predicted from a simple addition of costs for each trait considered singly. Some examples of ER probably involve frequencydependent selection, and genetic evolution of the environment by ‘niche-construction’ [105] or ecological facilitation [106]. This occurs when a given genotype, while increasing in frequency under selection, progressively makes the environment more suitable for others, thus alleviating the stress and stopping the population decline. For instance, some mutant genotype may release molecules that make nutrients available to others, e.g. invertases hydrolysing glucose in the outer
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7. Perspectives and conclusions
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evolved strains against their ancestor, and transformation with fluorescent markers allows fine measurement of the dynamics of selection [92]. Various techniques are also available to magnify mutagenesis (site-directed mutagenesis or random mutations via error-prone polymerases, transposition, chemicals, UV, etc.), facilitating analysis of the role of mutational variance in ER. Finally, their relatively small genomes, and the development of new sequencing technologies, enable whole genome sequencing for a decent price, allowing identification and tracking of adaptive mutations [84]. On the other hand, understanding how plasticity might contribute to the persistence of multicellular eucaryotes is a theme of potentially great importance in conservation [14], while the numbers and geographical spread of microorganisms in natural systems are great enough that there is no reason to worry about extinction: there is not yet a ‘conservation microbiology’. Besides, the inheritance and phenotypic plasticity of adaptive traits is commonly measured in multicellular eucaryotes, while current analyses with microbes often are rather removed from a mechanistic understanding of the phenotypic traits that determine fitness. In particular, sexual animals and plants allow investigation of the mechanistic underpinnings of adaptation mediated by complex (integrative) traits with multiple recombining loci responding simultaneously to selection, consistent with what is observed for wild populations with conservation issues. Experimental evolution over multiple generations has been carried out with Drosophila [85], Caenorhabditis [93], mice [66] and plants [59], for instance, suggesting that insightful ER experiments could also be performed with multicellular organisms, despite their relatively longer generation time, provided that the evolutionary dynamics per generation are relatively rapid. Potential lags between an environmental cue and selection on the expressed plastic trait also may be easier to measure or manipulate in multicellular organisms than in microbes (even though such lags have already been measured precisely with the latter [72]). A caveat is that the larger body size of multicellular eucaryotes implies that fewer individuals can be reared per space unit. This necessarily limits replication, and restricts attention to events that are not too rare, turning the focus from mutational input to standing genetic variation. Despite these differences, it could be argued that the reasons why phenotypes of multicellular organisms are more studied than those of microorganisms are mostly historical. Until relatively recent technological improvements, multicellular eukaryotes were easier to manipulate and observe individually than microbes, but this is rapidly changing. One can now measure, for instance, the cell biovolume and inner pH of thousands of individual bacteria in few seconds with a flow cytometer and a GFP marker [94]. It is also possible to measure the number of proteins on the cell surface [95], or even the number of proteins [96] and mRNAs [97] inside the cytoplasm of a single bacterium. The study of microcolonies under a microscope [98] is a promising technique to follow the inheritance of traits and of their plasticity along lineages akin to pedigrees. The next challenge is to identify meaningful adaptive traits, as has been done, for instance, by Dykhuizen & Dean [99], who studied metabolic pathways in E. coli and related fitness to underlying traits (expression of lactose permease, and b-galactosidase). Ultimately, in order to reach robust conclusions, one should combine and compare results from microorganisms and multicellular eucaryotes. Two conceptual tools to
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that plastic changes tuned to environmental variation (‘responsive switching’) should evolve if the cost of sensing the environment is low, and the environment fluctuates on the time-scale of a generation, while random switching is favoured otherwise. These predictions have not yet been tested empirically, to our knowledge.



(b) Conclusion
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We have provided an overview of key issues relating phenotypic plasticity and its evolution to ER, and have illustrated how experimental evolution may be used to answer arising questions on this topic. The importance of these questions is highlighted by recent studies indicating that observed phenotypic change in the wild often includes a substantial component of phenotypic plasticity [7,8,117,118], which affects population growth [119,120], and thus potentially persistence in changed environments. The tools to investigate those questions experimentally in the laboratory are available in a variety of models organisms, with contrasted life-history and genetic properties. Of particular interest for the study of ER is the possibility of (i) storing ancestral samples, allowing comparisons with even replicate lines that went extinct; and (ii) performing many replicates using robots [54], allowing investigation of highly stochastic processes such as rare mutations, and randomly fluctuating environments.
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medium in yeast [107], or siderophores capturing iron from the host in bacteria [108]. In this case, it is the environment itself that changes (possibly in response to natural selection), rather than how phenotypes respond to it. We here mostly described temporal environmental change, but the evolution of plasticity can also be fostered by spatial variation along an environmental gradient, with shifts in the local optimum. Dispersal favours plasticity in a spatially heterogeneous environment [109], and the relative importance of plasticity and local adaptation over an environmental gradient is influenced notably by the rate of dispersal, and the steepness of the gradient [35,110]. How this process interacts with demography and a species geographical range in a temporally constant environment was recently analysed [110], but theory has not specifically investigated how the geographical range limits evolve after a sudden increase in steepness of the gradient, as can be studied empirically in an experiment similar to Bell & Gonzalez’s [57]. It would also be useful to consider the behavioural dimension of plasticity, and its interaction with ecology. Mechanisms such as habitat selection, foragers sampling, and learning about patch or prey item quality, have been the focus of a rich literature in behavioural ecology [111], and provide avenues by which many animals can potentially persist in novel environments [112]. Experimental evolution of learning has been performed in the laboratory [113]. Therefore, experimental tests of the contribution of phenotypic plasticity to ER should also involve studies of behaviour and learning. Finally, it would be worth investigating experimentally how phenotypic plasticity may evolve from simpler forms of phenotypic switches independently of the environment, such as slow growing ‘persister’ phenotypes in E. coli [114,115]. Kussell & Leibler [116] have shown theoretically



Downloaded from rstb.royalsocietypublishing.org on December 6, 2012



59.



60.



61.



62.



63.



64.



65.



66.



67.



68.



69.



70.



71.



72.



73.



resistance under dynamically sustained drug selection. Nat. Genet. 44, 101 –105. (doi:10.1038/ ng.1034) Roels SA, Kelly JK. 2011 Rapid evolution caused by pollinator loss in Mimulus guttatus. Evolution 65, 2541–2552. (doi:10.1111/j.1558-5646.2011. 01326.x) Scheiner S. 2002 Selection experiments and the study of phenotypic plasticity. J. Evol. Biol. 15, 889–898. (doi:10.1046/j.1420-9101.2002.00468.x) Garland Jr T, Kelly SA. 2006 Phenotypic plasticity and experimental evolution. J. Exp. Biol. 209, 2344– 2361. (doi:10.1242/jeb.02244) Scheiner S, Lyman R. 1991 The genetics of phenotypic plasticity. II. Response to selection. J. Evol. Biol. 4, 23 –50. (doi:10.1046/j.1420-9101. 1991.4010023.x) Reboud X, Bell G. 1997 Experimental evolution in Chlamydomonas. III. Evolution of specialist and generalist types in environments that vary in space and time. Heredity 78, 507–514. (doi:10.1038/hdy. 1997.79) Scheiner SM. 1998 The genetics of phenotypic plasticity. VII. Evolution in a spatially-structured environment. J. Evol. Biol. 11, 303–320. Falconer DS. 1990 Selection in different environments—effects on environmental sensitivity (reaction norm) and on mean performance. Genet. Res. 56, 57 –70. (doi:10.1017/S0016672300028883) Kelly SA, Czech PP, Wight JT, Blank KM, Garland T. 2006 Experimental evolution and phenotypic plasticity of hindlimb bones in high-activity house mice. J. Morphol. 267, 360–374. (doi:10.1002/ jmor.10407) Czesak ME, Fox CW, Wolf JB. 2006 Experimental evolution of phenotypic plasticity: how predictive are cross-environment genetic correlations? Am. Nat. 168, 323–335. (doi:10.1086/506919) Bennett AF, Lenski RE. 2007 An experimental test of evolutionary trade-offs during temperature adaptation. Proc. Natl Acad. Sci. USA 104, 8649– 8654. (doi:10.1073/pnas.0702117104) Hughes BS, Cullum AJ, Bennett AF. 2007 Evolutionary adaptation to environmental pH in experimental lineages of Escherichia coli. Evolution 61, 1725–1734. (doi:10.1111/j.1558-5646.2007. 00139.x) Nussey DH, Postma E, Gienapp P, Visser ME. 2005 Selection on heritable phenotypic plasticity in a wild bird population. Science 310, 304–306. (doi:10.1126/science.1117004) Visser ME. 2008 Keeping up with a warming world; assessing the rate of adaptation to climate change. Proc. R. Soc. B 275, 649–659. (doi:10.1098/rspb. 2007.0997) Mitchell A, Pilpel Y. 2011 A mathematical model for adaptive prediction of environmental changes by microorganisms. Proc. Natl Acad. Sci. USA 108, 7271– 7276. (doi:10.1073/pnas.1019754108) Hammill E, Rogers A, Beckerman A. 2008 Costs, benefits and the evolution of inducible defences: a case study with Daphnia pulex. J. Evol. Biol. 21, 705–715. (doi:10.1111/j.1420-9101.2008.01520.x)



11



Phil Trans R Soc B 368: 20120089



40. Auld JR, Agrawal AA, Relyea RA. 2010 Re-evaluating the costs and limits of adaptive phenotypic plasticity. Proc. R. Soc. B 277, 503. (doi:10.1098/ rspb.2009.1355) 41. Falconer D. 1952 The problem of environment and selection. Am. Nat. 86, 293–298. (doi:10.1086/281736) 42. Via S, Lande R. 1985 Genotype-environment interaction and the evolution of phenotypic plasticity. Evolution 39, 505–522. (doi:10.2307/2408649) 43. Gomulkiewicz R, Kirkpatrick M. 1992 Quantitative genetics and the evolution of reaction norms. Evolution 46, 390 –411. (doi:10.2307/2409860) 44. de Jong G. 1995 Phenotypic plasticity as a product of selection in a variable environment. Am. Nat. 145, 493. (doi:10.1086/285752) 45. Huey R, Hertz P. 1984 Is a jack-of-all-temperatures a master of none? Evolution 38, 441–444. (doi:10. 2307/2408502) 46. Gilchrist GW. 1996 A quantitative genetic analysis of thermal sensitivity in the locomotor performance curve of Aphidius ervi. Evolution 50, 1560–1572. (doi:10.2307/2410892) 47. Izem R, Kingsolver JG. 2005 Variation in continuous reaction norms: quantifying directions of biological interest. Am. Nat. 166, 277–289. (doi:10.1086/431314) 48. Knies JL, Kingsolver JG, Burch CL. 2009 Hotter is better and broader: thermal sensitivity of fitness in a population of bacteriophages. Am. Nat. 173, 419 –430. (doi:10.1086/597224) 49. Crow JF, Kimura M. 1970 An introduction to population genetics theory. New York, NY: Harper & Row. 50. Holt RD. 1990 The microevolutionary consequences of climate change. Trends Ecol. Evol. 5, 311 –315. (doi:10.1016/0169-5347(90)90088-U) 51. Paenke I, Sendhoff B, Kawecki TJ. 2007 Influence of plasticity and learning on evolution under directional selection. Am. Nat. 170, E47–E58. (doi:10.1086/518952) 52. Buckling A, Craig Maclean R, Brockhurst MA, Colegrave N. 2009 The Beagle in a bottle. Nature 457, 824 –829. (doi:10.1038/nature07892) 53. Elena SF, Lenski RE. 2003 Evolution experiments with microorganisms: the dynamics and genetic bases of adaptation. Nat. Rev. Genet. 4, 457– 469. (doi:10.1038/nrg1088) 54. Bell G, Gonzalez A. 2009 Evolutionary rescue can prevent extinction following environmental change. Ecol. Lett. 12, 942–948. (doi:10.1111/j.1461-0248. 2009.01350.x) 55. Orr HA, Unckless RL. 2008 Population extinction and the genetics of adaptation. Am. Nat. 172, 160 –169. (doi:10.1086/589460) 56. Martin G, Aguile´e R, Ramsayer J, Kaltz O, Ronce O. 2012 The probability of evolutionary rescue: towards a quantitative comparison between theory and evolution experiments. Phil. Trans. R. Soc. B 368, 20120088. (doi:10.1098/rstb.2012.0088) 57. Bell G, Gonzalez A. 2011 Adaptation and evolutionary rescue in metapopulations experiencing environmental deterioration. Science 332, 1327–1330. (doi:10.1126/science.1203105) 58. Toprak E, Veres A, Michel JB, Chait R, Hartl DL, Kishony R. 2011 Evolutionary paths to antibiotic



rstb.royalsocietypublishing.org



22. Lande R. 1982 A quantitative genetic theory of life-history evolution. Ecology 63, 607– 615. (doi:10.2307/1936778) 23. van Tienderen P. 2000 Elasticities and the link between demographic and evolutionary dynamics. Ecology 81, 666–679. (doi:10.1890/00129658(2000)081[0666:EATLBD]2.0.CO;2) 24. Barfield M, Holt RD, Gomulkiewicz R. 2011 Evolution in stage-structured populations. Am. Nat. 177, 397–409. (doi:10.1086/658903). 25. Roff D. 2002 Life history evolution. Sunderland, MA: Sinauer Associates. 26. Gilchrist GW. 1995 Specialists and generalists in changing environments. I. Fitness landscapes of thermal sensitivity. Am. Nat. 146, 252– 270. (doi:10.1086/285797) 27. Lynch M, Gabriel W. 1987 Environmental tolerance. Am. Nat. 129, 283– 303. (doi:10.1086/284635) 28. Holt RD. 2009 Bringing the Hutchinsonian niche into the 21st century: ecological and evolutionary perspectives. Proc. Natl Acad. Sci. USA 106, 19 659–19 665. (doi:10.1073/pnas.0905137106). 29. Gavrilets S, Scheiner SM. 1993 The genetics of phenotypic plasticity. V. Evolution of reaction norm shape. J. Evol. Biol. 6, 31 –48. (doi:10.1046/ j.1420-9101.1993.6010031.x) 30. de Jong G. 1999 Unpredictable selection in a structured population leads to local genetic differentiation in evolved reaction norms. J. Evol. Biol. 12, 839–851. (doi:10.1046/j.1420-9101. 1999.00118.x) 31. Lande R. 2009 Adaptation to an extraordinary environment by evolution of phenotypic plasticity and genetic assimilation. J. Evol. Biol. 22, 1435–1446. (doi:10.1111/J.1420-9101.2009.01754.X). 32. Levins R. 1963 Theory of fitness in a heterogeneous environment. II. Developmental flexibility and niche selection. Am. Nat. 97, 75–90. (doi:10.1086/282258) 33. Moran NA. 1992 The evolutionary maintenance of alternative phenotypes. Am. Nat. 139, 971–989. (doi:10.1086/285369) 34. Tufto J. 2000 The evolution of plasticity and nonplastic spatial and temporal adaptations in the presence of imperfect environmental cues. Am. Nat. 156, 121–130. (doi:10.1086/303381) 35. Scheiner SM, Holt RD. 2012 The genetics of phenotypic plasticity. X. Variation versus uncertainty. Ecol. Evol. 2, 751–767. (doi:10.1002/ece3.217) 36. Ghalambor C, McKay J, Carroll S, Reznick D. 2007 Adaptive versus non-adaptive phenotypic plasticity and the potential for contemporary adaptation in new environments. Funct. Ecol. 21, 394–407. (doi:10.1111/j.1365-2435.2007.01283.x) 37. Dewitt TJ, Sih A, Wilson DS. 1998 Costs and limits of phenotypic plasticity. Trends Ecol. Evol. 13, 77 –81. (doi:10.1016/S0169-5347(97)01274-3) 38. Van Tienderen P. 1991 Evolution of generalists and specialists in spatially heterogeneous environments. Evolution 45, 1317–1331. (doi:10.2307/2409882) 39. Van Buskirk J, Steiner UK. 2009 The fitness costs of developmental canalization and plasticity. J. Evol. Biol. 22, 852–860. (doi:10.1111/j.1420-9101.2009. 01685.x)



Downloaded from rstb.royalsocietypublishing.org on December 6, 2012



92.



93.



94.



96.



97.



98.



99.



100.



101.



102.



103.



104.



105.



106. Bruno JF, Stachowicz JJ, Bertness MD. 2003 Inclusion of facilitation into ecological theory. Trends Ecol. Evol. 18, 119–125. (doi:10.1016/S01695347(02)00045-9) 107. Gore J, Youk H, van Oudenaarden A. 2009 Snowdrift game dynamics and facultative cheating in yeast. Nature 459, 253– 256. (doi:10.1038/ nature07921). 108. Buckling A, Harrison F, Vos M, Brockhurst MA, Gardner A, West SA, Griffin A. 2007 Siderophoremediated cooperation and virulence in Pseudomonas aeruginosa. FEMS Microbiol. Ecol. 62, 135–141. (doi:10.1111/j.1574-6941.2007.00388.x) 109. Sultan S, Spencer H. 2002 Metapopulation structure favors plasticity over local adaptation. Am. Nat. 160, 271–283. (doi:10.1086/341015) 110. Chevin LM, Lande R. 2011 Adaptation to marginal habitats by evolution of increased phenotypic plasticity. J. Evol. Biol. 24, 1462–1476. (doi:10. 1111/j.1420-9101.2011.02279.x) 111. Stephens DW. 2007 Models of information use. In Foraging: behavior and ecology (eds DW Stephens, JS Brown, RC Ydenberg), pp. 31 –60. Chicago, IL: University of Chicago Press. 112. Sutter M, Kawecki TJ. 2009 Influence of learning on range expansion and adaptation to novel habitats. J. Evol. Biol. 22, 2201–2214. (doi:10.1111/j.14209101.2009.01836.x) 113. Mery F, Kawecki TJ. 2004 The effect of learning on experimental evolution of resource preference in Drosophila melanogaster. Evolution 58, 757 –767. 114. Balaban NQ, Merrin J, Chait R, Kowalik L, Leibler S. 2004 Bacterial persistence as a phenotypic switch. Science 305, 1622– 1625. (doi:10.1126/science. 1099390 115. Masel J, King OD, Maughan H. 2007 The loss of adaptive plasticity during long periods of environmental stasis. Am. Nat. 169, 38 –46. (doi:10.1086/510212) 116. Kussell E, Leibler S. 2005 Phenotypic diversity, population growth, and information in fluctuating environments. Science 309, 2075 –2078. (doi:10. 1126/science.1114383) 117. Hendry AP, Farrugia TJ, Kinnison MT. 2008 Human influences on rates of phenotypic change in wild animal populations. Mol. Ecol. 17, 20 –29. (doi:10. 1111/J.1365-294x.2007.03428.X) 118. Teplitsky C, Mills JA, Alho JS, Yarrall JW, Merila J. 2008 Bergmann’s rule and climate change revisited: disentangling environmental and genetic responses in a wild bird population. Proc. Natl Acad. Sci. USA 105, 13 492 –13 496. (doi:10.1073/pnas. 0800999105) 119. Ozgul A, Childs DZ, Oli MK, Armitage KB, Blumstein DT, Olson LE, Tuljapurkar S, Coulson T. 2010 Coupled dynamics of body mass and population growth in response to environmental change. Nature 466, U482–U485. (doi:10.1038/nature09210) 120. Ozgul A, Tuljapurkar S, Benton TG, Pemberton JM, Clutton-Brock TH, Coulson T. 2009 The dynamics of phenotypic change and the shrinking sheep of St. Kilda. Science 325, 464 –467. (doi:10.1126/ science.1173668)



12



Phil Trans R Soc B 368: 20120089



95.



on manipulated stem length in Impatiens capensis. Am. Nat. 147, 445 –465. (doi:10.1086/285860) Gallet R, Cooper TF, Elena SF, Lenormand T. 2012 Measuring selection coefficients below 10 – 3: method, questions and prospects. Genetics 190, 175 –186. (doi:10.1534/genetics.111.133454) Estes S, Lynch M. 2003 Rapid fitness recovery in mutationally degraded lines of Caenorhabditis elegans. Evolution 57, 1022–1030. Olsen KN, Budde BB, Siegumfeldt H, Rechinger KB, Jakobsen M, Ingmer H. 2002 Noninvasive measurement of bacterial intracellular pH on a single cell level with green fluorescent protein and fluorescence ratio imaging microscopy. Appl. Environ. Microbiol. 68, 4145–4147. (doi:10.1128/ AEM.68.8.4145-4147.2002) Wollscheid B, Bausch-Fluck D, Henderson C, O’Brien R, Bibel M, Schiess R, Aebersold R, Watts JD. 2009 Mass spectrometric identification and relative quantification of N-linked cell surface glycoproteins. Nat. Biotechnol. 27, 378–386. (doi:10.1038/ nbt.1532) Huang B, Wu H, Bhaya D, Grossman A, Granier S, Kobilka BK, Zare RN. 2007 Counting low copy number proteins in a single cell. Science 315, 81 –84. (doi:10.1126/science.1133992) Taniguchi Y, Choi PJ, Li G-W, Chen H, Babu M, Hearn J, Emili A, Xie XS. 2010 Quantifying E. coli proteome and transcriptome with single molecule sensitivity in single cells. Science 329, 533–538. (doi:10.1126/science.1188308) Stewart EJ, Madden R, Paul G, Taddei F. 2005 Aging and death in an organism that reproduces by morphologically symmetric division. PLoS Biol. 3, 295 –300. (doi:10.1371/journal.pbio.0030295) Dykhuizen DE, Dean AM. 1990 Enzyme activity and fitness: evolution in solution. Trends Ecol. Evol. 5, 257 –262. (doi:10.1016/0169-5347(90)90067-N) Lande R. 1979 Quantitative genetic analysis of multivariate evolution, applied to brain:body size allometry. Evolution 33, 402–416. (doi:10.2307/ 2407630) Martin G, Lenormand T. 2006 A general multivariate extension of Fisher’s geometrical model and the distribution of mutation fitness effects across species. Evolution 60, 893–907. Holt RD, Barfield M, Gomulkiewicz R. 2005 Theories of niche conservatism and evolution: could exotic species be potential tests? In Species invasions: insights into ecology, evolution, and biogeography (eds D Sax, J Stachowicz, SD Gaines), pp. 259–290. Sunderland, MA: Sinauer Associates. Parsons KJ, Robinson BW. 2006 Replicated evolution of integrated plastic responses during early adaptive divergence. Evolution 60, 801 –813. Tonsor SJ, Scheiner SM. 2007 Plastic trait integration across a CO2 gradient in Arabidopsis thaliana. Am. Nat. 169, E119 –E140. (doi:10.1086/513493) Laland KN, Odling-Smee FJ, Feldman MW. 1999 Evolutionary consequences of niche construction and their implications for ecology. Proc. Natl Acad. Sci. USA 96, 10 242 –10 247. (doi:10.1073/pnas.96. 18.10242)



rstb.royalsocietypublishing.org



74. Mitchell A, Romano GH, Groisman B, Yona A, Dekel E, Kupiec M, Dahan O, Pilpel Y. 2009 Adaptive prediction of environmental changes by microorganisms. Nature 460, 220– 224. (doi:10.1038/nature08112) 75. Tagkopoulos I, Liu YC, Tavazoie S. 2008 Predictive behavior within microbial genetic networks. Science 320, 1313–1317. (doi:10.1126/science.1154456) 76. Vasseur DA, Yodzis P. 2004 The color of environmental noise. Ecology 85, 1146 –1152. (doi:10.1890/02-3122) 77. Scheiner SM, Yampolsky LY. 1998 The evolution of Daphnia pulex in a temporally varying environment. Genet. Res. 72, 25 –37. (doi:10.1017/ S0016672398003322) 78. Lande R, Engen S, Saether B. 2003 Stochastic population dynamics in ecology and conservation: an introduction. Oxford, UK: Oxford University Press. 79. Lenormand T, Roze D, Rousset F. 2009 Stochasticity in evolution. Trends Ecol. Evol. 24, 157–165. (doi:10.1016/j.tree.2008.09.014) 80. de Jong G, Gavrilets S. 2000 Maintenance of genetic variation in phenotypic plasticity: the role of environmental variation. Genet. Res. 76, 295–304. (doi:10.1017/S0016672300004729) 81. Gomulkiewicz R, Holt RD, Barfield M, Nuismer SL. 2010 Genetics, adaptation, and invasion in harsh environments. Evol. Appl. 3, 97 –108. (doi:10.1111/ J.1752-4571.2009.00117.X) 82. Remold SK, Lenski RE. 2004 Pervasive joint influence of epistasis and plasticity on mutational effects in Escherichia coli. Nat. Genet. 36, 423–426. (doi:10.1038/Ng1324) 83. Bataillon T. 2000 Estimation of spontaneous genome-wide mutation rate parameters: whither beneficial mutations? Heredity 84, 497 –501. (doi:10.1046/j.1365-2540.2000.00727.x) 84. Barrick JE, Yu DS, Yoon SH, Jeong H, Oh TK, Schneider D, Lenski RE, Kim JF. 2009 Genome evolution and adaptation in a long-term experiment with Escherichia coli. Nature 461, 1243– 1247. (doi:10.1038/nature08480). 85. Burke MK, Dunham JP, Shahrestani P, Thornton KR, Rose MR, Long AD. 2010 Genome-wide analysis of a long-term evolution experiment with Drosophila. Nature 467, 587 –590. (doi:10.1038/ nature09352) 86. Nielsen R. 2005 Molecular signatures of natural selection. Annu. Rev. Genet. 39, 197– 218. (doi:10. 1146/annurev.genet.39.073003.112420) 87. Pavlidis P, Hutter S, Stephan W. 2008 A population genomic approach to map recent positive selection in model species. Mol. Ecol. 17, 3585 –3598. 88. Gomulkiewicz R, Houle D. 2009 Demographic and genetic constraints on evolution. Am. Nat. 174, E218 –E229. (doi:10.1086/645086). 89. Kot M. 2001 Elements of mathematical ecology. Cambridge, UK: Cambridge University Press. 90. Chevin LM. 2011 On measuring selection in experimental evolution. Biol. Lett. 7, 210–213. (doi:10.1098/rsbl.2010.0580) 91. Dudley SA, Schmitt J. 1996 Testing the adaptive plasticity hypothesis: density-dependent selection



Quorum Sensing and Density-Dependent Dispersal in an Aquatic Model System Simon Fellous1,2*, Alison Duncan1, Aure´lie Coulon3, Oliver Kaltz1 1 Institut des Sciences de l’Evolution UMR 5554, Universite´ Montpellier 2– CNRS, Montpellier, France, 2 Centre de Biologie pour la Gestion des Populations, INRA, Montferrier sur Lez, France, 3 Conservation des Espe`ces, Restauration et Suivi des Populations UMR 7204, Muse´um National d’Histoire Naturelle, Brunoy, France



Abstract Many organisms use cues to decide whether to disperse or not, especially those related to the composition of their environment. Dispersal hence sometimes depends on population density, which can be important for the dynamics and evolution of sub-divided populations. But very little is known about the factors that organisms use to inform their dispersal decision. We investigated the cues underlying density-dependent dispersal in inter-connected microcosms of the freshwater protozoan Paramecium caudatum. In two experiments, we manipulated (i) the number of cells per microcosm and (ii) the origin of their culture medium (supernatant from high- or low-density populations). We found a negative relationship between population density and rates of dispersal, suggesting the use of physical cues. There was no significant effect of culture medium origin on dispersal and thus no support for chemical cues usage. These results suggest that the perception of density – and as a result, the decision to disperse – in this organism can be based on physical factors. This type of quorum sensing may be an adaptation optimizing small scale monitoring of the environment and swarm formation in open water. Citation: Fellous S, Duncan A, Coulon A, Kaltz O (2012) Quorum Sensing and Density-Dependent Dispersal in an Aquatic Model System. PLoS ONE 7(11): e48436. doi:10.1371/journal.pone.0048436 Editor: Gabriele Sorci, CNRS, Universite´ de Bourgogne, France Received July 16, 2012; Accepted September 25, 2012; Published November 7, 2012 Copyright: ! 2012 Fellous et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. Funding: This study was financed by the French Agence Nationale de la Recherche (ANR-09-BLAN-0099, S.F and A.B.D.; ANR-09-PEXT-011, S.F; ANR-10-BLAN1715-02, S.F.). The funder had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript. Competing Interests: The authors have declared that no competing interests exist. * E-mail: [email protected]



Introduction



density show a correlation without investigating the causal mechanisms (but see e.g. [9]). Consequently it is unclear whether the correlation is due to another external factor acting simultaneously on population density and dispersal behavior. Here we use microcosms of the aquatic protozoan Paramecium caudatum to investigate the factors driving the dispersal behavior of this organism. We recently observed negative density-dependent dispersal in an experiment with the ciliate P. caudatum: clonal populations with higher densities had the lowest levels of dispersal between experimental microcosms [10]. However, in this study population densities were not experimentally manipulated, but were emerging properties of the populations, which also varied in genotype, infection status and microenvironment. Low dispersal of high density populations may thus have been triggered by another, unidentified factor. The present study aimed at (i) experimentally testing whether population density really governs dispersal of P. caudatum and (ii) investigating possible cues by which this ciliate perceives population density (i.e. quorum sensing) and decides to disperse. We manipulated population density or culture medium in two microcosm experiments and tested whether density-dependent dispersal was triggered by chemical or physical cues. Ciliates in general, and Paramecium in particular, are known to respond to both types of cues by changes in swimming behaviour [11,12] and therefore possibly dispersal. In fact, Hauzy et al. (2007) have demonstrated the use of chemical factors as cues for dispersal in two ciliates. Not only did Dileptus predators disperse less at high



Dispersal influences the population dynamics and genetic distribution of organisms within spatially structured populations. In animal systems, dispersal is often the result of a choice by the organism to either stay in its current patch or to move to another patch where it might reproduce [1]. Numerous biotic and abiotic factors are known to influence the different aspects of dispersal behavior (propensity to disperse, dispersal direction, distance and trajectory, destination). Environmental quality, hormonal status, parasitic state and genetic properties are but a few examples [2]. Demographical states such as population density can also influence this behaviour. Positive density-dependence in dispersal (where emigration propensity increases with increasing population density) has been shown in a variety of taxa [3,4]. It can be explained by the increased competition for resources and abiotic stress associated with higher densities [3,5]. These negative effects associated with high density are intuitively logical and therefore theoretical models commonly assume positive density-dependent dispersal [5]. Modeling the evolution of density-dependent dispersal shows that depending on environmental conditions the strength of the positive relationship (i.e. the slope) between density and dispersal can greatly vary [6,7]. However, high conspecific density can also be advantageous, e.g., for social foraging, assessment of resource availability, or the avoidance of an Allee effect. Consequently, dispersal may become negatively linked to population density, as has been observed in several cases [3,5,8]. Because of the challenges associated with manipulating population size in free-living organisms, most studies linking dispersal to PLOS ONE | www.plosone.org
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densities of their Tetrahymena prey, but they also responded to filtered prey medium, indicating a chemical cue [4]. Ogata et al (2008) report reduced swimming speed in aggregated clusters of P. multinucleatum, suggesting a link between density and dispersal [11]. Paramecia may use molecules released by conspecifics to estimate population density and to inform their dispersal decisions. To test for this possibility, we measured dispersal rates of P. caudatum populations exposed to medium from high- or low-density cultures. Alternatively, direct physical contact may serve as a cue for population density. Physical contact with objects causes membrane depolarization and a subsequent movement response by the Paramecium (attraction, avoidance; [12]). Changes in direction and speed of swimming can also be seen when individual paramecia bump into each other in laboratory assemblages [13]. Thus variation in population density may translate into variation in cell encounter rate and thereby influence swimming behaviour and dispersal propensity. We tested this hypothesis by manipulating the density of P. caudatum populations, while keeping their medium unchanged.



3. Experiment 1 In experiment 1, we manipulated the medium in which the cells were assayed, but not the population density. The rationale of this treatment was to test for chemical cues in the medium related to population density. To this end, we assayed dispersal of paramecia exposed to donor medium from populations with either higher or lower density; paramecia were also exposed to their own medium. We used paramecia from the 6 clones described above, with natural densities ranging from 76 to 585 cells per ml; each clone was represented by two replicate cultures of very similar densities. After centrifugation, different combinations of pellets (containing the paramecia) and donor medium (i.e., supernatant) were established. Thus replicate populations of each clone were tested in their own medium type (replicated twice) and in the medium from 2–3 other ‘donor’ clones (each replicated once), giving a total of 26 replicates. After 3 h, we estimated dispersal rate from counts of the number of dispersers in the lateral tubes and the number of paramecia remaining in the central tube.



4. Experiment 2 In experiment 2, we manipulated population density, but kept the paramecia in their own medium. By adding together appropriate amounts of paramecia from centrifuged pellets and supernatant, we adjusted population density to three levels: 250, 750 or 1500 individuals per tube (i.e. 77, 230 and 460 cells per ml). Paramecia from two independent replicate populations were tested for each of three clones (Cra, K8 and Gro¨). The two lower densities were established for all replicate populations; the highest density could only be established for the two replicate populations of the K8 clone (this clone had the highest natural density with c. 400 individuals per ml; clone Cra and Gro¨ harbored 80 and 170 individuals per ml respectively). This gave a total of 14 independent assays (n = 3 clones62 tubes of origin62 or 3 treatments).



Materials and Methods 1. Biological System The protozoan P. caudatum inhabits stagnant freshwater bodies of the Northern Hemisphere [12]. The same mitochondrial haplotypes can be found thousands of kilometres apart, but also coexist in the same pond [14]. Our laboratory cultures are maintained at 23uC, in a medium prepared from dried organic lettuce supplemented with the food bacterium Serratia marcescens. We used 6 genetically distinct clones originating from Poland ¨ R) and Italy (CRA), Japan (K8), Germany (TUB, M3 and GO (VEN). Populations of each of these clones were cultured in 50 ml plastic tubes. Large portions of their media were regularly changed in the weeks prior to the experiment so that all populations were in similar demographic states at the beginning of the experiment (i.e. regularly dividing and with densities close to carrying capacity). Density at carrying capacity differed among clones (range: c. 70– 600 cells per ml).



5. Statistical Analyses We used general linear models for data analysis. The response variable was the proportion of paramecia that dispersed within a given experimental apparatus (its distribution complied with linear model assumptions). In experiment 1, the statistical model contained two continuous explanatory variables: the natural density of the recipient population and the density of the population from which the donor medium was taken. We further added clone identity of the recipient population and clone identity of the donor population to the model. Clone identity was treated as a fixed factor since the clones were deliberately chosen for their different natural densities. Because density and clone were partly confounded, they were each tested sequentially (type 1 tests): the p-values that we report for each of these two terms are those when they are entered into the model first. A power analysis was also carried out on the effect of density in the donor population. For analysis of experiment 2, we fitted clone identity, replicate population (nested within clone) and experimentally manipulated population density to the model. After fitting all relevant terms (including 2-way interactions) we progressively removed the non-significant ones (backward model selection). The results presented in Table 1 are terms from final models when significant, as well as tests of the factors of interest (when added one by one to the final model). Analyses were carried with the JMP 8 statistical package.



2. General Experimental Set-up We assayed the dispersal behaviour of P. caudatum using a device for ciliate dispersal studies established by [15] and also used by Fellous et al. (2011) (see for similar devices: [4,16]). Briefly, we used mazes made of three 5-ml plastic tubes, connected by 5 cmlong rubber tubing (diameter 3 mm). Connections between these tubes can be closed with clamps (Fig. S1). In each experimental unit, a known number of P. caudatum cells and 3.25 mL of medium were placed in the central tube, while fresh medium was added to the two lateral tubes, (each tube containing 3.25 ml of liquid during the assay). After paramecium introduction, the clamps were removed, allowing the paramecia to move freely between tubes. After 3 h, the number of paramecia in the two lateral tubes (dispersers) were counted. For this short dispersal period, total population size remains constant [10] and therefore mortality and growth are unlikely to affect dispersal. Treatment order was randomized and tube identity unknown to the experimenter. Manipulation of population densities and medium was done by centrifuging populations for 10 minutes at 2600 g and separating the supernatant from the paramecium-containing pellet. We then mixed supernatant and pellets in different ratios to create our experimental treatments.
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Table 1. Statistical analysis of the proportion of paramecium cells dispersing in experiments 1 and 2.



Factor Experiment 1: Manipulation of culture medium



Experiment 2: Manipulation of population density



F



d.f.



P



Clone identity



2.98



5, 17



0.041



Log (population density in the experimental apparatus)1



.29



1, 17



0.023



Log (population density previously contained by the donor medium)



0.29



1, 21



0.60



1



Clone identity of the donor medium population



1.67



5, 17



0.19



Donor and assayed paramecia are from the same or a different clone.



0.01



1, 21



0.92



Clone



14.1



2, 7



0.003



Log (experimental population density)



12.6



1, 7



0.009



Tube of origin [nested in Clone]



5.99



3, 7



0.024



The values provided for significant terms are those in the final model; for the others, the values are those when added one by one to the final model. 1 because clone and initial density are partly confounded, these two terms were not significant when added simultaneously to the model (SAS-type 3 fitting), but each was significant when added first in sequential (type 1) fitting procedure. doi:10.1371/journal.pone.0048436.t001



Results



2. Experiment 2: Test of Physical Interactions The proportion of dispersing cells decreased when population density increased (Fig. 3, Table 1), again demonstrating negative density-dependent dispersal. At the lowest density (250 paramecia per population), nearly 60% of cells had dispersed after 3 hours, while only 40% dispersed from populations set to 750 individuals; at a density of 1500 individuals (K8 clone only), dispersal dropped to 18%. Paramecium clone identity was a significant determinant of dispersal (Fig. 3, Table 1).



1. Experiment 1: Test for Chemical Signaling The proportion of dispersing cells decreased with increasing population density (Table 1, Fig. 1), thus exhibiting negative density-dependent dispersal. However, differences in population density were partly confounded with Paramecium clone identity: sequential (type 1) test confirmed the significant effects of clone identity and population density in the experimental apparatus (Table 1). Dispersal was not significantly affected by the donor medium, in which the cells were assayed: neither the density of the donor population, nor donor clone identity was significant (Table 1; Fig. 2). There also was no significant effect of testing paramecia in a medium that had previously contained their clone or a different one (Table 1). A power analysis on donor medium density revealed a 0.136 probability of mistakenly concluding an absence of effect of this factor.



Discussion In our experiments, dispersal of the ciliate Paramecium caudatum was negatively linked to population density. An artificial increase in the number of cells in the medium led to reduced dispersal, while manipulating the cells’ medium had no significant effect on their dispersal behaviour. These results do not support the idea that dispersal is triggered by density-related concentrations of chemical cues in the environment. Instead, the results are consistent with the hypothesis that the paramecia use physical



Figure 1. Relationship between population density and the proportion of dispersing cells in experiment 1. As in Fellous et al. (2011) we find a significant negative correlation between the natural concentration of paramecium cells and dispersal. Each point represents an independent replicate. doi:10.1371/journal.pone.0048436.g001
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Figure 2. Relationship between the donor population density (i.e. density of the population previously contained by the culture medium) and the proportion of dispersing cells (experiment 1). In this experiment, we manipulated the nature of the medium but not the cell concentration. Populations were exposed to medium from donor populations of higher or lower density. The non-significant relationship does not support the chemical mediation hypothesis. Each point represents an independent replicate. doi:10.1371/journal.pone.0048436.g002



density populations) may exist. At least in the laboratory, it is sometimes observed that populations comprising a few individuals are more likely to go extinct or show lower growth than larger populations. The mechanism for this apparent Allee effect is unknown. Alternatively, lacking a complex neural system, paramecia may use population density as an indicator of environmental quality. The presence of many conspecifics may indicate good patch quality, e.g. high food supply or absence of predators. This may act as an incentive to remain in dense aggregations, thereby causing a negative relationship between density and dispersal. This form of quorum sensing may efficiently integrate and summarise information collected by many individuals [18]. Indeed, ‘‘informed dispersal’’ has been demonstrated in common lizards [18], whereby they learn about the density of surrounding populations through some (unknown) traits of immigrants; they use this piece



interactions for quorum sensing and thus inform their dispersal decision. Our finding of negative density-dependent dispersal corroborates results from a recent study by Fellous et al (2011). This tendency to remain grouped when at high density is also consistent with certain quasi-social features of this organism. It is well known that paramecia aggregate and show coordinated unidirectional swimming behaviour in the laboratory [11]. Similarly, in its natural habitat, stagnant water bodies, P. caudatum has a very heterogeneous, patchy spatial distribution [17]. Thus, negative density-dependent dispersal, as we report here, could be one mechanism to reinforce aggregation and swarming. Evolutionary theory suggests a number of possible causes of negative density-dependent dispersal. Some of them are based on kinship, avoidance of Allee effects or optimal habitat exploitation [3]. In P. caudatum, Allee effects (i.e., the reduced growth of low



Figure 3. Relationship between experimental population density and the proportion of dispersing cells (experiment 2). We manipulated paramecium cell density, but not their medium. The significant relationship between cell density and dispersal supports the hypothesis that paramecium use physical interactions as cues regarding population density. Symbols indicate means and error bars represent standard errors. doi:10.1371/journal.pone.0048436.g003
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of social information in their decision to disperse [19,20]. Recent theory however shows that informed dispersal may not always be optimal, in particular when the environment is unpredictable and the acquisition of information costly [21]. In the case of clonal organisms, such as P. caudatum, a bet-edging strategy may emerge with a fraction of the population dispersing. Environmental assessment mechanisms, and their inherent costs, would thus be key to the evolution of context-dependent dispersal. Presumably, lizards have better cognitive abilities than paramecia. However, even a unicellular ciliate may be capable of collecting and treating this type of information. We had two a priori hypotheses regarding the nature of the cue used by P. caudatum for quorum sensing – namely the sensing of excreted molecules and the use of physical information. Our experimental manipulation of culture medium provided no evidence for chemical cues, but Paramecium dispersal seemed to respond to the physical presence of conspecifics. The nature of this physical factor remains unidentified. Other ciliate species detect the presence of predator by direct membrane contact or use the hydrodynamic disturbances induced by cilia motion [22,23]. Direct contact between individual Paramecium cells can change swimming speed and direction [13], and the frequency of these contacts likely correlates with population density. We thus hypothesise that P. caudatum reduces its dispersal according to how often it encounters direct physical contact with a conspecific. This hypothesis is also consistent with a negative correlation between Paramecium density and individual swimming speed observed by [11], although these authors assume this effect to be mediated by chemical attraction. We are nonetheless cautious about this hypothesis, as other mechanisms could be involved. First, the power analysis revealed a 0.13 probability that paramecia used chemical cues even though the test was not significant at the a = 0.05 level. Indeed, the relationship between density in the donor medium and dispersal is negative, as expected under the chemical signaling hypothesis. Second, we cannot rule out the action of short-lived chemical factors, which may degrade too rapidly to induce an effect in our second experiment (but see second to last paragraph for a discussion of Paramecium use of chemicals in water). Third, it is also possible that other types of physical factors are involved. For example, Fels (2008) proposed that emission of low intensity light (i.e., biophotons) may regulate population growth in Paramecium [24]. Finally, when centrifuging the paramecia for the density manipulation experiment, we may not only have concentrated the paramecia, but also the food bacteria present in the culture. Therefore, treatments with higher paramecium densities could also have contained more bacteria, possibly inciting Paramecium to stay where food is abundant. However, in an additional experiment, naturally high paramecia densities were not associated



with high bacterial numbers (unlike low dispersal levels) allowing us to rule out this possibility (see Fig. S2 and Text S1). The best cue for monitoring population status will depend on the environment in which an organism lives. It was recently shown that the worm Caenorhabditis elegans exhibits positive densitydependent dispersal and uses odors to decide whether to disperse or not [25]. These worms live in the soil, an environment with a strong spatial structure [26] restricting molecule diffusion. By contrast, paramecia live in open water-bodies in which emitted molecules can easily be diluted and carry information on long distances. Using chemical cues to monitor population density may therefore be difficult, in particular at a small spatial scale. Hence the use of physical factors such as encounter rates may be a more reliable alternative and permit swarm formation. Our results demonstrate the causative influence of crowding on dispersal. This observation contrasts with the majority of studies where population density and dispersal propensity are correlated without excluding the possibility that other extrinsic factors influence both parameters [2,10]. Density-dependent dispersal is generally assumed to be positive, but negative relationships such as we show here may be frequent and have important consequences for meta- and sub-population dynamics [3]. Finally, our experiments shed light on the mechanisms behind P. caudatum’s negative density-dependence dispersal and discuss how the specific environmental cues employed are linked to an organism’s lifestyle and habitat.
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20 Abstract: Adapting to specific hosts often involves trade-offs that limit performance on other hosts. These constraints may either lead to narrow host-ranges (i.e. specialists, able to exploit only one host type) or wide host-ranges with low performance on each 25



host (i.e. generalists). Here we combined lab experiments on field populations with experimental evolution to investigate the impact of adaptation to the host on host-range evolution and associated performance over this range. We used the two-spotted spider mite, Tetranychus urticae, a model organism for specialisation evolution studies. Field mite populations were sampled on 3 host plant species: tomato, citrus tree and Nerium



30



oleander. Testing these populations in the lab revealed that tomato populations of mites could exploit tomato only, citrus populations could exploit citrus and tomato while Nerium populations could exploit all three hosts. Besides, the wider niche ranges of citrus and Nerium populations came at the cost of low performance on their non-native hosts. Experimental lines selected to live on the same 3 hosts species exhibited similar



35



patterns of host-range and relative performance. This hence suggests that adaptation to a new host species may lead to wider host-ranges but at the expense of decreased performance on other hosts. We conclude that experimental evolution may reliably inform on evolution in the field.
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1. Introduction Specialisation and therefore local adaptation rely on the existence of 45



performance trade-offs between different environments (Roff, 1992, Agrawal et al., 2010, Stearns, 1992). That is, organisms adapting to a first environment, here defined as any biotic or abiotic factor playing on fitness, are expected to experience performance losses in other environments. Performance trade-offs may lead to the emergence of specialist organisms that thrive in some environments but not in others, though this



50



depends on numerous factors such as trade-off shape, details of the life-cycle and the possibility of habitat choice (for a review see Ravigné et al., 2009). Generalists, by opposition to specialists, are able to exploit several different environments (i.e. they have a wide niche). However, it is usually with a cost of lower performance than corresponding specialists in each of the single environments. This establishes a



55



relationship between niche-breadth and performance: wide niches associate with overall lower performance across the different individual environments and narrow niches with high performance in few environments. In the case of organisms that consume other species (e.g. parasites and herbivores) niche breadth largely equates host-range, the diversity of hosts that can be successfully exploited (Straub et al., 2011).



60



The parasitology literature provides an interesting framework for host-range evolution: two types of patterns are usually described, the gene-for-gene model and the matching-allele model (Fig. S1) (Agrawal & Lively, 2002). In gene-for-gene systems, parasites acquire the ability to infect new host genotypes without losing previous infectious ability, though this may come at a cost of reduced general performance



65



(e.g.Thompson & Burdon, 1992). In matching-allele systems, acquiring the ability to infect a new host necessarily implies losing ability to infect other hosts (e.g.
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Decaestecker et al., 2007). This framework is well established in parasite species that infect only one host species, but the picture is less clear in the case of parasites and herbivores able to infect multiple host species (Rigaud et al., 2010). In particular, few 70



studies have whether organisms with multiple hosts adapt to host species or to individual host genotypes and how this impacts their host range (but see Sicard et al., 2007). Here we present the results of two experiments investigating host-range, and associated performance, of an herbivorous arthropod with a parasitic life-style, which is reported to attack more than a thousand plant species.
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Even though trade-offs are thought to strongly constrain evolution, their mere existence has seldom been demonstrated (Agrawal et al., 2010). Experimental evolution, the study of evolution in experimental conditions, has nonetheless provided key information on the process of specialisation. In particular, landmark studies using the spider mite Tetranychus urticae have shown the expected performance trade-off where



80



adaptation to one host plant species can lead to decreased performance on other host plants (e.g. Agrawal et al., 2002, Fry, 1990, Gould, 1979). However, more recent investigations have revealed the complexity of evolutionary trajectories and that tradeoffs may not suffice to explain them entirely. Indeed, selecting spider mite populations to feed on tomato plants has the consequence of increasing their performance on green-
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pepper as well (Magalhaes et al., 2009). A similar trend has been revealed in a few other systems, mostly with microorganisms (e.g. Turner et al., 2010, Bedhomme et al., 2012). These observations show that adaptation to one host species can facilitate exploitation of other unrelated hosts and therefore broaden host-range. However, most data on the effect of adaptation to specific hosts on host-range
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derives from lab studies, not field populations. The extent to which experimental
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evolution can reliably inform on processes happening in the wild remains unclear (Jessup et al., 2004, Huey & Rosenzweig, 2009). Indeed, many evolutionary aspects differ between wild and captive populations: e.g. population size, flux of genetic diversity, hard or soft-selection, nature, intensity and periodicity of selective pressures (Huey & 95



Rosenzweig, 2009). But there are surprisingly few study specifically comparing lab and field evolution. Here we use a combination field population assays and experimental evolution to unravel constraints relating to host-range evolution. In particular we were interesting in testing whether adaptation to different hosts lead to different host-range breadths and if
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this came at a cost, as expected under the generalist/specialist framework. We first investigated the host range of nine spider mite populations recently founded from individuals collected in the field on three host plant species, tomato, citrus tree and rosebay (referred to as Nerium below). Even though this mite species is a standard model for specialisation studies (e.g. Agrawal et al., 2002, Fry, 1990, Gould, 1979), host-range and
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patterns of local adaptation in the field have never been investigated. We also tested whether pest specialisation occurs at the scale of the host plant species or genotype. Indeed, previous reports on other herbivorous arthropods have shown that pests specialise to host genotypes and even, sometimes, to individual hosts (e.g. Karban, 1989, Mopper et al., 2000). We therefore assayed the performance of the nine mite
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populations on different cultivars (i.e. genotype) from the same three host species on which they had been sampled in the field. Our results revealed striking patterns of specialisation whereby specialisation to one host species was sometimes associated with elevated performance on another host species, but reciprocal performance patterns were not always observed (i.e. asymmetric effects of specialisation on host
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115



range). Evolved lines showed host ranges and performance variation in line with that of field populations indicating pleiotropy is at play both in the field and in the lab.



2. Materials and methods a. Biological system 120



The two-spotted spider mite, T. urticae, is a cosmopolitan and highly polyphagous mite found on more than a thousand plant species (Migeon & Dorkeld, 2006-2011). This mite feeds by piercing leaf parenchyma cells with its stylet and sucking out the cell contents (Tomczyk & Kropczynska, 1985). It has an arrhenotokous reproductive system: diploid females produce haploid males with unfertilized eggs (Helle & Bolland, 1967). A



125



life cycle can be completed in as little as 10 days on suitable hosts and at optimal temperature (c. >23°C). After mated-females colonize new host plants, mites undergo several reproductive cycles until reaching carrying capacity or plant death. Mites use several dispersal means to fully exploit individual host plants and for long-range dispersal. Local dispersal results from crawling, while long-distance dispersal occurs



130



through ballooning and phoresy (Kennedy & Smitley, 1985). In our experiments, mites collected in the field were kept in a controlledtemperature chamber at 23°C with 16h of light per day.



b. First experiment: field populations 135



Spider mite populations and plant cultivars
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In autumn 2011 we sampled spider mites in several localities around the Mediterranean basin, in Southern France, Eastern Spain and Crete (Greece). Mites were collected from three host plant species: tomato, Solanum lycopersicum, rose-bay, Nerium olander, and citrus trees, Citrus aurantium; hereafter respectively tomato, Nerium and 140



citrus. It was not possible to identify the plant cultivar on which the mites were collected. Lab-colonies were founded with 5-30 females collected in the field. These were reared on detached leaves of their original plant species for 1 or 2 generations, during which they experienced demographic bottlenecks (i.e. population size temporarily inferior to 10 individuals), before being all transferred to lima bean leaves,



145



Phaseolus vulgaris cv Contender. It is easy to culture T. urticae on this plant as it is readily accepted and consumed by mites from various origins. Mite populations were kept on this common environment until the experiment was set up in January 2012, that is for c.6 generations. For clarity, mites collected on tomato, Nerium and citrus are further referred to



150



as tomato, Nerium and citrus populations, Note that because mite populations were briefly kept on leaves from their host species of origin, before being transferred to bean, some adaptation might have occurred in the lab. Our material is therefore not perfectly adequate to study whether field populations do or do not specialise to their host plant (i.e. whether there is local
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adaptation to the host plant species). It is nonetheless possible to study other aspects of specialisation such as associated host-range and the occurrence of host-genotype level interactions. For the experiment on field mite populations, we used three populations collected on tomato, two of which came from Southern France near Perpignan 7
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160



(populations tomato 1 and 3) and one from Crete (population Tomato 2). Four mite populations were collected on Nerium, one of which came from Eastern Spain (population Nerium 1), one from Southern France near Montpellier (population Nerium 2), one came from Crete (population Nerium 3) and one from Southern France near Perpignan (population Nerium 4). The two mite populations collected on citrus came



165



from Spain, one from the region near Alcañar (population citrus 1) and the other near Valencia (population citrus 2). In total we assayed seven host cultivars (3 tomato, 3 Nerium and 1 citrus) with various phenotypes, chosen without any a-priori knowledge about their resistance to mites (details in Text S1). Protocol



170



Following a full-factorial design, the 9 mite populations were tested on each of the 7 plant types described above, hence 9 x 7= 63 treatments (each replicated 8 times). Two weeks prior to the onset of the experiment, we prepared 2 cohorts per mite population by having c. 100 females laying eggs on bean leaves for 2 days. Each cohort was used to seed half of the replicates of a given mite population (replicates 1 to 4, or 5
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to 8). The experiment was divided into 8 blocks, each containing the 63 treatments. The general set-up for this experiment was to assay mite performance in simple, well-controlled environments comprising detached leaves. These leaves were placed on cotton-wool beds, saturated with water for plant hydration, in 9x13 cm plastic boxes with netted holes in the lid. On the first day of the experiment (i.e. day of inoculation),
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we placed 5 mated females and 1 male on each leaf (1-3 days old mites). These individuals were removed 3 days later; we counted the number of live offspring 14 postinoculation.
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c. Experimental evolution Base population and selection procedures 185



Selection lines all derived from a genetically diverse population. This population was created by interbreeding three populations founded from individuals collected on either tomato, Nerium, and citrus tree (see supplementary materials for details). These 3 field populations were randomly chosen from those used in the assay described above, they correspond to the populations tomato 3, Nerium 4 and citrus 2. While creating the



190



ancestral, polymorphic population we took care of homogenizing the 3 genetic backgrounds in similar proportions (see Text S2 for details on the methods) in order to favor their recombination and ensure none of them were under-represented at the beginning of the selection stage. We started from 4 independent selection lines per plant species (i.e. 12 lines in
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total), each founded with 20 mated adult females. Each line was placed in a standard plastic box (see description above) on a couple of leaves of either tomato (Heinz cultivar), citrus (Citrus x aurantium) or Nerium (Caro cultivar). Leaves were changed approximately once a week. Important mortality occurred in several lines during the first generations of selection, in some cases, that is when line performance was not yet



200



sufficient to maintain the population on the selection plant, we added small fragments of bean leaf as easy-to-consume food. After c. 3 generations, we had to pool some of these lines to avoid their extinction. At the end of the selection stage we had one citrusselected line (a mix of the 4 initial lines), 2 Nerium-selected lines (each resulting from the mixing of 2 lines) and the 4 tomato-selected lines. Selection lines were kept for 4
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months (c. 4-8 generations) on their selection plant before a subset of individuals were transferred back to bean leaves in preparation for phenotyping. 9
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Phenotyping of evolved lines In order to avoid parental effects (Magalhães et al., 2011) all mites used in selection line performance assays on the 3 different host-plants were kept on bean for 3 210



generations. The phenotyping protocol was similar to the one described above for fieldpopulations. However for these assays we placed 4 females on each leaf, we had 12 replicates per treatment organized across 4 blocks and the number of live offspring was counted after 16 days.



215



d. Statistical analyses To analyze the performance of wild populations, we used the total number of live individuals 14 days post inoculation as a proxy of Malthusian fitness. The model contained the following factors: mite plant of origin, mite population nested within plant of origin, mite cohort nested within mite population, assayed plant species and assayed
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plant cultivar nested in plant species. We also included the 2-way interactions between the plant of origin and the assay plant species and between the mite population and the plant cultivar. These correspond to two distinct hypotheses: specialisation takes place at either the scale of the host species or of the host genotype. The response variable was log transformed (x+1). We used a generalized linear model with a Poisson distribution
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and the log link because we analyzed count data that comprised zeros (i.e. the cases where mite survival or fecundity was nil). The factors mite populations and plant cultivars were treated as fixed factors because they did not represent purely random samplings of wild occurrences; analyses where these two factors were treated as random produced identical results. To complement this first analysis, we used 2
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additional models restricted to: (1) tests of mites from tomato on tomato leaves and (2) mites from Nerium on Nerium leaves. This second set of models aims at replicating classical genotype*genotype studies (Lambrechts et al., 2005, Luijckx et al., 2011, de Roode & Altizer, 2009) where all mite populations originate from the host species on which they are tested. Significant interactions would suggest mite specialisation to host



235



plant genotype. Here, data distribution allowed the use of linear models with normal distributions. For the selection lines, our analysis aimed at testing whether they exhibited similar adaptation patterns as field populations. Therefore, we carried out 3 distinct analyses for performance recorded on tomato, citrus and Nerium. This had the



240



additional advantage of producing normal data distributions thus allowing the use of standard linear models with normal distributions. The variable was the number of offspring after 16 days (log-transformed x+1). Initial models contained the plant species on which each line had been selected, the identity of the selection line nested in the plant species and the identity of the mite cohort nested in the selection line.



245



We used pairwise Student’s t-tests and contrasts to decipher the significant differences among treatments. All analyses were carried out with the JMP statistical software version 9.0.2.



3. Results 250



a.



Wild populations



The combined effects of the plant species of origin and the assay plant species significantly influenced the number of live individuals present 14 days after inoculation 11
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(Table 1). Tomato populations were only able to develop on tomato. Citrus populations were able to develop on citrus and tomato leaves, although their performance on tomato 255



was slightly inferior to the one of the three tomato populations (contrasts: χ2= 4.10, d.f.= 1, p= 0.043). Nerium populations were the only ones able to develop on Nerium leaves, in addition to surviving on the two other plant species. Their numbers on tomato were nonetheless much lower than those of mites from tomato and citrus (Fig. 1), and performance on citrus leaves was lower than that of mites from citrus (Fig. 1). There



260



was substantial genetic variation among the populations collected on the same host plant species. This was particularly visible in the populations from Nerium: populations 1 and 2 had much greater fitness on most hosts than populations 3 and 4. There was however no evidence for genotype-by-genotype interactions at the within-host species level (Table 1), as reflected by the parallel reaction norms for mite



265



populations across the different hosts (Fig. 1). Accordingly, analyses restricted to mites from tomato on tomato cultivars and mites from Nerium on Nerium cultivars (dashed box in Fig. 1) did not find specific interactions between mite and plant genotypes within a given host species (Tomato: F4,63= 0.27, p= 0.90 ; Nerium: F6,82= 0.47, p= 0.83). A surprising pattern emerged for Nerium-originating mites assayed on citrus



270



leaves (Fig. 1b). Overall, mites from citrus had superior performance on citrus leaves. But the Nerium 1 population stepped out: it performed significantly better than the other three populations from Nerium (contrasts: χ2= 29.2, d.f.= 1, p< 0.0001) and was statistically undistinguishable from the two citrus populations (contrasts: χ2= 0.08, d.f.= 1, p= 0.78).
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b. Selection lines When tested on tomato leaves, differences among selection lines were significantly explained by the species of host they were selected on (Fig 2a, Table 2a). Lines selected on tomato and citrus performed significantly better than the Nerium280



selected lines (contrasts: F1,43= 65.3, p< 0.0001). Further analyses involving the ancestral population (kept on bean during the selection stages) revealed it was significantly superior to the Nerium lines (contrasts: F1,49= 17.3, p< 0.0001). The difference between the ancestral population and the tomato lines was marginally non-significant (contrasts: F1,49= 3.39, p= 0.072), unlike that with the citrus line (contrasts: F1,49= 1.23, p= 0.27).



285



On citrus, there were significant differences between the selection lines but no significant effect of the selection plant (Fig2b, Table 2b). However, as expected the tomato lines tended to perform worse than the Nerium lines (contrasts: F1,53= 3.76, p= 0.058), though this might be mostly due to the behaviour of line 4. Analyses involving the ancestral population revealed no significant difference with the selection lines
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(contrasts: all p> 0.1). For unknown reasons all selection lines tested on Nerium failed to reproduce. This is probably is due to uncontrolled factors related to the Nerium plants as the Nerium population (population 4) that we included in the experiment as a positive control failed as well. A further attempt at replicating this assay also failed, At this stage,



295



that is weeks after the end of the selection experiment, we were not able to maintain any mite population on Nerium plants anymore. We are thus unable to analyse the relative performance of the Nerium selection lines as for other host plants. We are nonetheless confident that Nerium-selected lines adapted to this host because we witnessed
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improved performance (i.e. greater population densities) during the selection 300



experiment.
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4.Discussion Our first experiment on mite host-range breadth for populations collected in the field revealed three striking patterns. First, populations collected on citrus-tree and 305



Nerium were able to survive on plant species other than that of their host of origin, namely tomato and citrus, respectively. This was however not the case of the populations from tomato that could only survive on their host of origin. The breadth of mites’ host-range thus depended on the plant they had adapted to. Second, even if citrus and Nerium populations were able to develop on different hosts than their host-of-



310



origin, this seemed to come at a cost. Indeed, Nerium populations performed significantly lower than tomato populations when tested on tomato leaves and than citrus populations when tested on citrus leaves. To a lesser extent, citrus populations showed inferior performance on tomato than tomato populations. Third, we found no support for specialisation of the mites to different genotypes of the same host species as



315



indicated by the non-significant interactions between mite populations and plant cultivars. Several of these patterns were also observed following selection in our experimental evolution study. As expected, on tomato leaves we observed good performance of the citrus-selected line and a poor performance of the Nerium-selected lines. The patterns were less clear on citrus leaves but confirmed that adaptation to



320



Nerium leads to better performance on citrus than adaptation to tomato.



Evolution of host-range and associated costs Our results support the idea that T. urticae mites can expand their host range, but with a cost of lower overall performance (i.e. generalism). In other words, host-range



15



Journal of Evolutionary Biology



325



evolution in this system may resemble that of a gene-for-gene model (see introduction and Fig. S1b for details on this model), and be constrained by a trade-off between hostrange breadth and host-use efficiency (Straub et al., 2011). The Nerium populations best illustrate this idea as they were able to feed on all 3 hosts but always produced few offspring. Two distinct mechanisms can lead to the evolutionary emergence of



330



populations with different niche-breadths. Adaptation to life on certain hosts could have the pleiotropic effect of pre-adapting mites to life on other host species. Alternatively, mite populations may frequently experience variable host plants which would select for wide host-ranges. We discuss these two possibilities below. Specialisation theory classically assumes that the same genes simultaneously
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affect fitness in several environments (i.e. pleiotropy) (Devictor et al., 2010, Ravigné et al., 2009). Different populations may have different niche breadths if their host plants impose selection on different genes, or different alleles of the same genes, that control different aspects of mite physiology. In other words, some host plants may select for broad detoxification mechanisms or general resistance to plant toxins, whereas other



340



plants might select for more specific pathways that permit dealing with specific compounds. In that case, the ability of Nerium populations to exploit all 3 plants species would reflect general resistance to plant defences selected by the nature of the toxic compounds produced by Nerium plants (Suzuki et al., 2011). Besides, costs of having a wide niche may emerge if general resistance mechanisms were more costly to operate



345



than specific ones. This would explain the generally poor performance of Nerium populations and lines on tomato. Conversely, the superior performance of mites from tomato on tomato suggests that these mites are the best able to feed on this resource. Thus some plants (e.g. tomato) may select for more specialised and less costly resistance than others (e.g. Nerium). This is congruent with what is known on the nature of plant 16
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defences to arthropods: even if most species use several pathways to resist parasite attack, many are conserved over broad taxonomic ranges (Howe & Jander, 2008), hence permitting the evolution of broad-spectrum mechanisms of plant attack. Alternatively, gene flow between mite populations living on different hosts could produce populations with different niche breadths (Ruiz-Gonzalez et al., 2012, Salathé &



355



Schmid-Hempel, 2011). Indeed, mites alternating between two host species should maintain the ability to feed on both. In other words, they would be under selection to be generalists (as opposed to specialists). For example, the high performance of citruscollected populations on tomato leaves could be a consequence of citrus populations finding refuge on tomato plants at some point in their cycle, before recolonizing citrus



360



trees. This is thought to be the case with another multi-host, herbivore arthropod, the aphid Aphis gossypii (Carletto et al., 2009). All aphid populations are able to develop on hibiscus plants and population genetics suggests this plant is a reservoir where aphids hide when their other host species are not available. Demography, landscape structure, meta-population dynamics and trait genetic architecture can thus all play a role in the



365



evolution of host-range and the formation of specialisation patterns. Disentangling the respective role of pleiotropy and alternation between host types is challenging but comparing field populations to selection lines derived in the lab may shed light on this question. In contrast to the field populations, we know that our selection lines did not alternate between host species. Since the citrus selection line



370



performed similarly to the tomato selection lines - like the field citrus populations did adaptation to citrus apparently pre-adapts to growth on tomato. The behaviour of the Nerium selection lines on tomato and citrus is also comparable to that of the field Nerium populations: they had low performance on tomato and intermediate
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performance on citrus. Even the performance of the tomato selection lines tended to 375



resemble that of tomato field populations, as shown by their low performance on citrus leaves (note this result is a tendency). Host-range and associated costs in field populations and selection lines were generally consistent, suggesting that the properties of the field populations might not be due to selection on different hosts, but instead determined by genetic pleiotropy. It remains however unknown whether loci with



380



pleiotropic effects are composed of single or multiple genes (Houle, 1991). Indeed, distinct genes involved in adaptation to different hosts may be physically close in the genome, but behave as a single gene in short evolutionary terms because they recombine rarely. This is not an unlikely scenario since our selection lines derived from a single polymorphic population created by thoroughly inter-breeding wild populations



385



adapted to tomato, citrus and Nerium. More generally, the recent sequencing of T. urticae’s genome revealed numerous gene duplications and gene families, indicating that genes involved in adaptation to different environments may be physically-linked paralogues (Grbic et al., 2011). Future genomic and genetic analyses would be necessary to identify the genes involved in adaptation to different host-plants.
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Other studies using the mite-plant system collectively support the hypothesis that adaptation to some plants may permit life on other plants. It had already been reported that some mite populations are more generalist than others (Agrawal et al., 2002, Gould, 1979). In a study comparing 2 lab populations of T. urticae, one selected to feed on bean and the other on tomato, Agrawal et al. (2002) found that mites from



395



tomato were equally fecund on tomato and bean whereas mites from bean had reduced fecundity on tomato (Agrawal et al., 2002). Because these were lab-selected populations, it is unlikely that the tomato-selected population maintained its performance on bean as a result of a history of alternation between the two hosts. Another earlier study 18
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compared two lab-selected populations of T. urticae, one selected on bean and the other 400



on both bean and cucumber (Gould, 1979). Adaptation to cucumber improved performance on two other hosts, tobacco and potato, but came at the cost of decreased performance on bean. Other experimental evolution studies showed that T. urticae adaptation to a host-species could imply decreased performance on some and increased performance on other hosts (Fry, 1990, Magalhães et al., 2007). All these studies support



405



the pleiotropy hypothesis that mites sometimes use the same physiological pathways to overcome the defences of different host plants. Our work is the first to assay the host range of field populations, in addition to that of selection lines. Therefore we show that patterns of specialisation and generalism found in the laboratory can reliably inform on processes occurring in the field.



410 On the scale of specialisation and coevolution The absence of evidence for host genotype level specialisation (Table 1, Fig 1) contrasts with previous reports on the scale of specialisation in other herbivores and plant parasites (e.g. Karban, 1989, Mopper et al., 2000). A previous study on the scale of 415



specialisation with the fungal multi-host plant parasite, Colletotrichum lindemuthianum that causes bean anthracnose, described a subtle situation. Testing parasite lines from 2 host species, the authors found host species level specialisation for all populations but host genotype level specialisation, and local adaptation, for populations from one of the two hosts only (Sicard et al., 2007). Unlike Sicard et al (2009) we could not investigate T.



420



urticae local adaptation to their sympatric hosts as we did not use the original plants from which our 9 populations were sampled. However the lack of significant interaction
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between mite populations and plant cultivars suggests little potential for local adaptation (Kawecki & Ebert, 2004). Coevolution between multi-hosts parasites and herbivores with their multiple 425



hosts remains largely unexplored. With only 3 hosts species considered, our study does not permit concluding on whether coevolution in this system occurs at the scale of the host genotype or species (Frank, 1993). We nonetheless expect little potential for hostgenotype level coevolution given the non-significant interactions between mite population and host cultivar. At the host-species level the patterns of compatibility



430



between mite populations and hosts matches that of a gene-for-gene matrix (compare Fig. S2 to Fig. S1b). This type of matrix is usually associated with arms-race type coevolution (Agrawal & Lively, 2002 , Thompson & Burdon, 1992).



Population dynamics and evolutionary consequences 435



Differences in niche breadth among populations suggest the possibility of asymmetric flux of individuals and genes between populations of mites that infect different host species. Indeed, if mites from, say, tomato cannot live on citrus trees while mites from citrus thrive on tomato, tomato populations cannot contribute demographically to citrus populations (i.e. no colonisation nor immigration) while citrus
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populations can send migrants to colonise tomato fields. Our data thus suggest the possibility of a complex network of partially nested sub-populations of herbivores where demographic connections relate to the mite’s ability to attack the different host species. Variations in host-range breadth indicate that some hosts may act as reservoirs sending parasites or herbivores to other hosts that would only play the role of recipients
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but not reservoirs. Predicting infection outbreaks due to parasite or herbivore dispersal from reservoirs to recipient hosts hence necessitates investigating whether specialisation does occur and, as we show here, how it affects host-range. Several population genetics studies have looked at T. urticae gene flow among populations infecting different host species. A comparison of Nerium-collected mites



450



from Southern Europe (the same region as in the present study) with samples from other host species revealed significant genetic differentiation of mite populations from Nerium and little gene flow among these and populations on different host plants (Navajas et al., 2000). This is in agreement with our finding that Nerium plants can only be colonised by Nerium populations (at least among mites from the 3 host species we



455



studied). Similarly, another study, which did not contain mites from Nerium, found a significant clustering of mites collected on citrus trees (Tsagkarakou et al., 1998). The asymmetric fluxes of individuals between host types suggested by our results raise conceptual and technical issues for population geneticists. Studying population structure in multi-host herbivores and more widely parasites, may indeed necessitate



460



particular analytical frameworks able to deal with complex sub-population structuring and asymmetric gene flow between sub-populations.



Conclusions We combined an assay of field populations with experimental evolution to 465



investigate host-range evolution in an arthropod herbivore. The similarity of the results from these two approaches confirms experimental evolution may reliably be used to study evolutionary processes happening in nature. Our field populations revealed that
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host-range breadth depended on the host of origin and that a wide host-range associated with lower universal performance (Fig. 1). Comparing these results to those 470



from our experimental evolution study allowed us to conclude that adaptation to a host plant can, in some cases, lead to pre-adaption to life on other plant species through pleiotropy. However, adaptation to a second plant species does not always allow life on the original one (e.g. compare performance of tomato populations on citrus leaves to performance of citrus populations on tomato leaves, Fig. 1). We found no evidence of



475



mite specialisation at the host genotype level. Since host-range breadth determines parasite, or herbivore, fluxes between types of hosts, our results suggest the possibility of asymmetric fluxes of mites between different host species. Some host species may thus act as reservoir, sending individuals to other host species in which local mite populations tend to be more static due to a more narrow host range. Predicting



480



transmission between host types may therefore necessitate knowing parasite hostrange on the surrounding host species in order to identify possible new sources of infection.
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Table 1: field populations. Statistical analyses for the number of live individuals 14 days after inoculation using a generalized linear model and the Poisson distribution.



Trait



Factors



D.F.



χ2



p value



Number of live



Mites’ plant of origin



2



58.5



< 0.0001



individuals after 14 days



Assayed plant species



2



446



< 0.0001



(log transformed +1)



Plant of origin * Assayed



4



649



< 0.0001



6



74.9



< 0.0001



4



23.0



0.0001



24



19.8



0.71



plant species Mite population [Mite’s plant of origin] Mite cohort [Mite population] Assayed plant cultivar [Assay plant species] Mite population [Plant of origin] * Assayed plant cultivar [Assay plant species]
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Table 2: experimental selection lines. Statistical analyses for the number of live individuals 16 days after inoculation using a general linear model.



D.F.



χ2



p value



2



39.8



< 0.0001



4



2.89



0.033



Mite cohort [Selection line]



23



1.53



0.11



Error



43



Tests on citrus:



Species of the selection



2



1.95



0.15



Number of alive



plant



individuals after 16 days



Selection line [Species of



4



4.19



0.005



(log transformed +1)



the selection plant] Mite cohort [Selection line]



23



0.91



0.58



Error



53



Trait and assayed plant



Factors



Tests on tomato:



Species of the selection



Number of live



plant



individuals after 16 days



Selection line [Species of



(log transformed +1)



the selection plant]
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620 Figure 1: proxy of parasite Malthusian fitness on 7 hosts, number of live individuals 14 days post-inoculation. Dashed boxes highlight combinations of parasites populations tested on different cultivars of their original host species. Symbols indicate means and vertical bars standard-errors. 625 Figure 2: performance of the selection lines (i.e. experimental evolution of specialisation to the host) on (a) tomato leaves and (b) citrus leaves. Note that selection lines are on the X-axis unlike in figure 1 where it indicates the assayed plants. Symbols indicate means and vertical bars standard-errors. 630
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Dear Dr Hoelzel, We  hope  that  you  will  consider  our  manuscript  “Impact of quarrying on genetic diversity: an approach across landscapes and over time”  for  publication  as  a  research  article  in   Conservation Genetics. In this paper, we assess the impact of land use, with a special emphasis on quarrying, on the genetic diversity of two amphibians with contrasted ecological constraints. Based on an ambitious sampling scheme and diachronic analyses, we show a clear positive effect of quarries on genetic diversity in Bufo calamita, an indicator species for pioneer ecosystems. Whereas our results show that quarries do not impact Bufo bufo genetic diversity. Despite the large amount of studies on the impact of anthropogenic land conversion on genetic diversity, only a few have tried to assess at the same time positive and negative impacts on ecosystems using several and contrasted focal species. Moreover, studies are usually landscape-dependent (i.e. based on a single study site), and rarely include landscape history. Here we propose an approach to compare the impact of quarrying (or other types of land use) through multiple landscapes, time points and species. Additionally to methodological improvements, we show for the first time the genetic conservation value of quarries for pioneer species and highlight possible species-specific delays between landscape changes and their effects on populations. This study provides new tools and perspectives for conservation and mitigation issues. The manuscript is completely original and is not under consideration elsewhere. Best regards, Théo Flavenot, Simon Fellous, Jawad Abdelkrim, Michel Baguette, Aurélie Coulon.
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33



ABTRACT



34



Land conversion is one of the major global changes that threaten long-term viability of populations. As many



35



industrial activities, quarrying highly modifies land cover, destroying previous habitats but also creating new



36



conditions suspected to support functioning and connectivity of pioneer species. Using a multi-landscape and -



37



temporal approach, we assessed the impact of quarrying on the genetic diversity of two amphibians with



38



contrasted ecological constraints: the common toad (Bufo bufo) and the natterjack toad (Bufo calamita),



39



favouring respectively vegetated and pioneer environments. The study was conducted in six areas exhibiting



40



various landscapes, of ca. 250 km2 each. Mixed effect models were used to determine which landscape features



41



affect the genetic diversity of the two species. These analyses were performed at three time intervals (1940s,



42



1970s and 2000s). Genetic diversity of B. bufo was found to increase with semi-wooded and herbaceous areas



43



surface, and decrease with surface of roads and urbanized areas. Genetic diversity of B. calamita increased with



44



bare ground and quarries surface, and decreased with densely wooded areas surface. We found no effect of



45



quarrying on B. bufo, unlike for B. calamita which genetic diversity was favoured by quarrying at all three time-



46



scales tested. Despite having similar generation times, B. bufo’s   diversity   was   best   explained   by 1940’s  



47



landscape and that of B. calamita by  2000’s  landscape.  This  study  enlightens  the  genetic  conservation  value  of  



48



active and rehabilitated quarries for pioneer species and the possible delays between landscape changes and their



49



effects on the populations of some, but not all, species.



50
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51
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53



Introduction



54



Genetic diversity is one of the fundamental levels of biodiversity. It influences a number of ecological processes



55



(Hugues et al. 2008) and provides the raw material that allows species to adapt to changing environmental



56



conditions (Frankham et al. 2010). Genetic diversity is therefore especially important in the context of adaptation



57



to global changes. Besides mutational processes, genetic diversity depends mainly on population size and gene



58



flow (Leimu et al. 2006): decrease in population size results in lower genetic diversity through enhanced genetic



59



drift, whereas incoming gene flow is a source of genetic variability. Genetic diversity thus encapsulates both



60



population demography and landscape connectivity, the main processes by which anthropogenic land conversion



61



may affect population functioning and viability.



62



Anthropogenic land cover conversion is currently acknowledged as one of the major drivers of genetic erosion



63



worldwide. Through habitat loss and fragmentation, land conversion reduces overall habitat availability and



64



favours the isolation of suitable patches (Wilcox and Murphy 1985; Hanski 1999; Fahrig 2003). This leads to



65



decreased environment quality and loss of landscape connectivity (i.e. the degree to which a landscape facilitates



66



or impedes movements among resource patches; Taylor et al. 1993). In Europe, intensive anthropogenic land



67



conversion is mainly driven by urbanization, development of transportation infrastructures, intensive farming



68



and logging (Martino and Fritz 2008). While the impact on genetic diversity of many of those activities has been



69



extendedly studied (e.g. urbanization: Blanchong et al. 2013; infrastructure transportation: Epps et al. 2005;



70



forestry: Dixo et al. 2009) others remain unknown, as is the case for quarrying activities.



71



Quarrying, the industrial extraction of mineral materials used in construction, impacts small surfaces at the



72



regional scale (e.g. less than 1% of French national territory, Barnaud and Le Bloch 1998), but high activity



73



concentration can result in severe modifications of land cover at the local scale (e.g. valleys). Extracting activity



74



results in the replacement of the original ecosystems by bare soil, with increased dust, noise and traffic, and may



75



by this way degrade the local environment (Clements et al. 2006; Berhe 2007; Lameed and Ayodele 2010).



76



Resulting topsoil is generally thin, nutrient-poor and compacted: successional processes cannot proceed and are



77



stuck at early stages of colonization. Interestingly, though, these profound alterations result in the creation of



78



xeric and pioneer habitats. Artificial walls, bottom, barren terraces, installation plants and stocks have been



79



observed to attract specialist species in every taxa: invertebrates (Brandle et al. 2000; Benes et al. 2003),



80



amphibians (Rannap et al. 2007), birds (Kovacs 2001; Voetzel et al. 2008) and flora (Novak and Konvicka



81



2006). In addition, operating gravel-pits often generate mosaics of waterbodies that spread on dozens of



82



kilometres and have been observed to play as refuge for threatened freshwater fauna and flora (Santoul et al.



83



2000, 2009). Also, after exploitation, portions of quarrying sites are rehabilitated (for environmental, visual and



84



safety reasons) into a large panel of ecosystems including heathlands, wetlands or forests (Schulz and Wiegleb



85



2000; Bzdon 2008; Tropek and Konvicka 2008). This diversity of specific ecosystems gives quarries a high



86



potential for biodiversity conservation. Nonetheless, the effects of quarries on genetic diversity have not been



87



investigated yet and remain unclear: on one hand quarrying could be detrimental to species sensitive to industrial



88



impact by increasing the fragmentation of their habitat, while, on the other hand, it could benefit pioneer species



89



through creation of new habitat and enhanced connectivity. In this study, we assessed the effects of quarries on



3



90



genetic diversity, relatively to the effects of other landscape features, in two amphibian species with contrasted



91



ecology.



92



Whereas land conversion potentially threatens every taxa, amphibians constitute undoubtedly one of the most



93



impacted ones (Cushman 2006; Hof et al. 2011). This sensitivity is mainly due to poor dispersal capacity (Sinsch



94



1990; Smith and Green 2005), specific habitat requirements (Karraker and Gibbs 2009), and complex life cycle



95



involving spatially distinct breeding and foraging habitats (Pope et al. 2000). Our two study species are the



96



natterjack toad (Bufo calamita), a specialist of pioneer habitats, and (2) the common toad (Bufo bufo), which



97



favours densely vegetated environments. To provide a complete diagnostic of the effect of particular landscape



98



elements on population functioning, it is highly recommended to use comparative approaches involving species



99



with distinct biological requirements, multiple landscapes and taking land use history into account (Holzhauer et



100



al. 2006; Zellmer and Knowles 2009; Golberg and Waits 2010). We hence conducted our study in six distinct



101



sites in France, characterized by contrasted landscapes in terms of land use and quarrying activity. We also used



102



several temporal representations of the landscape (i.e. mid 1940s, 1970s and 2000s), to account for potential



103



delays in the effects of landscape changes and their effects on genetic diversity. We predicted quarries to have a



104



negative impact on the genetic diversity of the species favouring forests (B. bufo), and a positive effect on the



105



pioneer natterjack toad (B. calamita).



106
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107



Material and methods



108



STUDY SPECIES



109



The common toad (B. bufo) is a widespread anuran in Europe. It can be observed in a large panel of terrestrial



110



habitats such as hedgerows, pastures or suburban gardens, but shows preference for forests, both for home-



111



ranging and for dispersal (Denton 1991; Denton and Beebee 1994; Hartel et al. 2008; Janin et al. 2009). High



112



mortality has been observed in open and sandy areas such as those encountered in active quarries (Denton and



113



Beebee 1991, Denton and Beebee 1994), illustrating its vulnerability to arid and poorly-vegetated habitats



114



(Romero and Real 1996). Breeding is more conditioned by landscape quality than pond quality and configuration



115



(Scribner et al. 2001; Hartel et al, 2008). If dispersal distances have been recorded up to 3 km (Smith and Green



116



2005), migration distances usually fall within 50–1600 m (Glandt 1986; Sinsch 1988). Adults exhibit high site



117



fidelity (79-96 % of adults return to the pond they used the previous year; Reading et al. 1991), suggesting that



118



dispersal events are mainly due to juveniles (up to 20% of the toadlets disperse away from their native pond,



119



Schlupp and Podloucky 1994; Cooke and Oldham 1995). Generation time is around 3 years (Halley et al. 1996).



120



The natterjack toad (B. calamita) is an endemic species of central and Western Europe that shows strong



121



specialisation to poorly-vegetated habitats such as coastal meadows, dunes or heathlands. Breeding occurs in



122



shallow ephemeral ponds with low nutrient levels (Denton 1991; Beebee 1983; Romero and Real 1996). Sandy



123



soils are preferred because of the possibility to dig burrows, which decreases the risk of desiccation (Denton and



124



Beebee 1994). This species also exhibits high fidelity to breeding areas (Sinsch 1992, 1997; Denton and Beebee



125



1993), and most dispersal events seem to be performed by juveniles (Sinsch 1997). Higher movement speed and



126



distance by toadlets have been observed on open habitat (Stevens et al. 2004), where perception and hunting are



127



more efficient than in densely-vegetated conditions (Denton and Beebee 1994). However, forests seem to be



128



preferentially used by toadlets for dispersal (Stevens et al. 2006). The range of dispersal distances is a bit larger



129



than that of B. bufo, as maximum distances of up to 4 km were most often recorded (Smith and Green 2005) and



130



occasionally up to 12 km (Sinsch et al. 2012). Generation time is thought to be around 3 years (Rowe et al.



131



2000). The overall decline of natterjack populations across Europe is largely due to the dramatic loss of breeding



132



habitat, which forces this species to colonize substitution environments such as quarries, construction sites or



133



port areas (Eggert and Miaud 2004; Stevens et al. 2006; Rannap et al. 2007).



134



STUDY SITES



135



The study was carried out in 6 sites located in northern France and showing contrasted landscapes and quarry



136



densities (Fig. 1 and Online Resource 1). All sites have rural landscapes with relatively low human densities.



137



They also exhibit similar overall flat topography, with low average elevations (ca. 10-140m). The northernmost



138



sites – Anneville (A), Poses-Bouafles (P) and Guernes (G) – are spread across the Seine river valley, where



139



balanced proportions of forests and farmland characterize the landscape. The Seine has a channelized riverbed.



140



The site of Larchant (L) is located in the southern limit of the wide forested continuum of Fontainebleau and the



141



beginning of the open-field plateau of the Beauce. In the very center of the Beauce, Voves (V) shows a



142



homogeneous open-field landscape. The southernmost site Bonnee (B) is located in the Loire valley,
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143



characterised by balanced proportions of forests, farmlands but also semi natural heathlands on the banks (a



144



result of non-channelized riverbeds).



145



SAMPLING



146



Fertilized eggs and larvae were sampled during the springs of 2011 and 2012. To minimize sib-effect, eggs were



147



collected from distinct clutches, and when possible larvae were sampled in separate ponds: females of both



148



species generally lay one single undivided clutch every year (Denton and Beebee 1996; Hitchings and Beebee



149



1998) that is fertilized by one single male (Banks et al. 1994; Hitchings and Beebee 1998). Once collected,



150



clutch fragments were reared in the laboratory at 20°C until tadpoles were larger than 1 cm. Individuals were



151



euthanized and stored in 70 % ethanol at room temperature.



152



GENETIC DATA COLLECTION



153



DNA was extracted from tissue samples using the NucleoSpin® 96 Tissue Kit (Macherey-Nagel) following an



154



automated processing on a robotic platform epMotion 5075 (Eppendorf). Fifteen species-specific microsatellite



155



markers were tested for B. bufo (Brede et al. 2001) and eighteen for B. calamita (Rowe et al. 1997; Rowe et al.



156



2001; Rogell et al. 2005). Five PCR procedures were required (see details in Online Resource 2). After extensive



157



tests with different PCR protocols, eleven markers were eventually retained for B. bufo and thirteen for B.



158



calamita (Online Resources 2). The samples were genotyped using an ABI PRISM 3130 automated sequencer



159



(Applied Biosystems). Allele sizes were screened relative to standard marker LIZ 500 (Applied Biosystems)



160



using GeneMapper v4.0 (Applied Biosystems).



161



Genetic data quality was controlled following Carlsson et al. (2004). Each run of 96 PCRs included eight



162



positive controls with known genotypes to control for potential contamination and electrophoresis conditions.



163



Genotypes were checked for high null allele frequencies, stuttering and large allelic dropout with MICRO-



164



CHECKER v2.23 (Van Oosterhout et al. 2004). The first check showed strong evidence for null alleles at four



165



loci for B. bufo (Bufo_15, Bufo_39, Bufo_62, Bufo_65) concerning four of our sites and two loci for B. calamita



166



(Cala_12, Cala_3a) for all sites. After re-amplification of all homozygotes, only loci Bufo_15 for B. bufo and



167



Cala_12 and Cala_3a for B. calamita showed evidence for null alleles in more than two sites. These loci were



168



removed from the analyses. Linkage disequilibrium between all pairs of loci was tested using GENEPOP v4.2



169



(Raymond and Rousset 1995; Rousset 2008). Markov chain parameters included a dememorization step of



170



10000 iterations followed by 1000 batches of 10000 iterations each. We accounted for multiple comparisons by



171



calculating the P values adjusted for FDR (False Discovery Rate) with the R function fdrtool for R v2.13 (R



172



Core Development Team 2013).



173



Because full siblings could remain in the samples despite our cautious sampling procedure, we used COLONY



174



v2.0 (Wang 2004) within each sampled pond to completely avoid sib-effect. Following Wang (2004)’s



175



recommendations, each analysis was performed three times using the same information, with different seed



176



numbers in order to avoid convergence problems commonly observed with maximum-likelihood estimation. We



177



obtained identical family structures in all cases.



178



STANDARD POPULATION GENETIC ANALYSES
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179



Mean numbers of alleles per locus (Na), numbers of effective alleles (Ne), allele frequencies, observed (Ho) and



180



expected (He) heterozygosities were calculated using GENALEX v6.5 (Peakall and Smouse 2005). Deviations



181



from Hardy-Weinberg equilibrium were evaluated using GENEPOP v4.2 (Rousset 2008). Significance levels



182



were calculated with the Markov chain method, with 10000 dememorization steps, and 100 batches with 5000



183



iterations per batch. FIS, global FST, and their statistical significance (Weir and Cockerham 1984) were calculated



184



in FSTAT v2.9 (Goudet 1995).



185



ANALYSIS OF THE GENETIC STRUCTURE OF THE TWO SPECIES



186



We first assessed the genetic structure of our dataset, in order to verify the relevance of performing the genetic



187



diversity analyses at the scale of each site. We carried out Bayesian clustering analyses implemented in



188



STRUCTURE v2.3 (Pritchard et al. 2000). Because the assignment of individuals has been shown to be sensitive



189



to small sample sizes (Evanno et al. 2005), ponds with less than 10 individuals were not included in those



190



analyses. For each data set, we performed 10 replicate runs with a burn-in of 150000 Markov chain Monte Carlo



191



(MCMC) iterations followed by 106 iterations for values of K ranging from 1 to 10. We used the admixture



192



model with correlated allele frequencies and the locprior option (Hubisz et al. 2009). This model uses the



193



sampling location information to constrain the prior distribution for each assignment of individuals. The locprior



194



option tends to outperform classical models when the actual structure is weak, and shows robustness to



195



misdetection of wrong structures correlated with sampling locations (Hubisz et al. 2009 ; Hoffman et al. 2011;



196



Moura et al. 2012). The most likely values of K were determined using the Evanno et al. (2005) method



197



implemented in the program STRUCTURE HARVESTER (Earl and vonHoldt 2012). We used CLUMPP v1.1



198



(Jakobsson and Rosenberg 2007) to find optimal alignments of our 10 replicate cluster analyses. DISTRUCT



199



v1.1 (Rosenberg 2004) was finally used for cluster visualization. Cluster outputs were compared for validation



200



with results obtained with GENELAND v4.0 (Guillot et al. 2012) and FLOCK v2.0 (Duchesne and Turgeon



201



2012). Detailed procedures for those two programs are described in Online Resource 3.



202



EFFECT OF LANDSCAPE COMPOSITION ON GENETIC DIVERSITY



203



We investigated which landscape features – with a special emphasis on quarries - affect the genetic diversity of



204



the two study species. Genetic diversity was assessed through the allelic richness within each pond. It was



205



estimated with the ARES package (Van loon 2007) implemented in R v2.6 (R Core Team 2013). ARES



206



counteracts the bias due to the strong dependence between genetic diversity and sample size by estimating allelic



207



richness from accumulation curves. The curves estimate the expected number of unique alleles in a population



208



for a given sample of individuals with 95% confidence bounds. This method would be more powerful than the



209



intensively used rarefaction approach because it uses all valuable information from the original genetic data set.



210



The number of bootstrap runs performed to calculate confidence bounds was set to 200. The accumulation



211



curves were calculated for a maximum number of individuals of 100. After visual inspection of the graphs,



212



sample size was set to n=15 for B. bufo and n=6 for B. calamita, which allowed us to extrapolate estimates



213



before the curve asymptotes as recommended by Colwell et al. (2004).



214



In order to assess the spatial scale at which landscape effects on genetic diversity had to be investigated, spatial



215



autocorrelation analyses were performed. Such analyses assess the degree of genetic similarity among



216



individuals separated by varying geographic distances. Significant autocorrelation at a distance class means that
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217



individuals separated by distances included in that class are more genetically similar than expected by chance.



218



Visual inspection of correlograms (graphs of autocorrelation coefficients for the different distance classes) hence



219



allows the detection of the spatial scale at which gene flow occurs, and hence the most appropriate scale for the



220



analysis of small-scale landscape effects on genetic structure. These analyses were performed with GENALEX



221



v6.5 (Peakall and Smouse 2005) with 1 km distance classes (the finest scale with sufficient sample size). Tests



222



for statistical significance were performed using 1000 random permutations and bootstrap estimates.



223



Next, we estimated the surface of 18 different classes of land cover within 2km buffers around each pond (the



224



buffer size was based on the results of the autocorrelation analysis, see Results) (Table 1). Those classes



225



represented the major natural and anthropogenic features composing the study landscapes, and especially



226



quarries. We estimated the total surface of quarries as well as of the different types of elements within their



227



perimeter of activities (different types of working, peripheral and rehabilitated areas). To account for potential



228



delays in landscape changes and their effects on genetics, we estimated landscape composition around the ponds



229



at three distinct time intervals separated by ca. 10 generations for both species: mid 1940s (1946-1949), 1970s



230



(1969 to 1974) and 2000s (2003-2013) (the years varied slightly among sites depending on land cover data



231



availability, see Online Resource 1). To estimate their area within the buffers around ponds, landscape features



232



were digitized by visual analysis based on black and white aerial photographs ranging from 1:25000 to 1:30000



233



scale and a resolution of 40 cm for the first two time points (IGN, BD Prises de vues aériennes ©), and real-



234



colour geographically corrected aerial photographs at a 1:5000 scale and a resolution of 50 cm for the most



235



recent one (IGN, BD Ortho ©). Opposite riverfronts were not included for sites in the Loire and Seine valleys



236



since large rivers can be considered as a complete barrier to toad movements (Janin et al. 2009).



237



Linear mixed effect models were used to quantify the contribution of quarrying and of the rest of the surrounding



238



landscape on genetic diversity of both B. bufo and B. calamita. Mixed effect models allow dealing with nested



239



and pseudo-replicated data such as those from sample sites exhibiting spatial autocorrelation. In our case, allelic



240



richness in ponds from the same site are expected to be closer to each other than they are with ponds from other



241



sites (i.e. spatial pseudo-replication). Instead of building separately one model for each site, mixed effects



242



models allow working on the whole data set and include this spatial autocorrelation. We treated the surfaces of



243



the 18 land cover classes as fixed factors and the sampling location as a random factor. Following Zuur et al.



244



(2009), we used top-down model selection with Maximum Likelihood based AIC model comparison and



245



Restricted Maximum Likelihood model validation. Log transformation and square-root transformation of the



246



explanatory factors were used when necessary. Final validation was based on visual observation of the model



247



residuals. All models were fitted using the nlme package (Pinheiro and Bates 2000) implemented in R v15.3.0 (R



248



Core Team 2013).
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249



Results



250



In total, 1083 B. bufo and 957 B. calamita were sampled. Due to the lack of breeding ponds, the V area was not



251



successfully sampled for B. bufo nor the G and L areas for B. calamita. COLONY analyses resulted in the



252



removal of 101 sibs for B. bufo and 222 sibs for B. calamita. Our final data set was hence made of the genotypes



253



of 982 B. bufo individuals and 735 B. calamita individuals, distributed in respectively 51 and 39 ponds, with



254



sample sizes ranging from 5 to 41 individuals per pond, and averaging 19 individuals per pond for both B. bufo



255



and B. calamita (Online Resource 4). Within sites, distances between nearest neighbour ponds ranged from 0.3



256



km to 5.2 km for B. bufo, and from 0.5 km to 8.4 km for B. calamita; the maximum distance between ponds



257



from the same site was 41.6 km for B. bufo and 43.4 km for B. calamita.



258



STANDARD POPULATION GENETICS ANALYSES



259



The mean number of alleles per locus across sample sites ranged respectively from 13.4 to 18.2 for B. bufo and



260



from 5.9 to 8.9 for B. calamita (Table 2). No pair of loci showed significant linkage disequilibrium after



261



correction of P values for multiple comparisons (all P > 0.05, results not shown). Significant deviations from



262



Hardy-Weinberg equilibrium were found for one to six loci in each area, and overall loci in each area, except in



263



A for B. bufo (results not shown). This disequilibrium is most likely due to Walhund effects due to substructure



264



in the dataset (as shown below) and moderate frequencies of null alleles which remained for two loci in two



265



areas  (Bbufμ39  and  Bbufμ65  in  A  and  B, frequencies 8.7). The final model for the 2000s landscapes only



289



included wetland surfaces, a factor that was not significant in the 1940s and 1970s models.



290



For B. calamita, the 2000s landscape best explained its current genetic diversity. The final model included three



291



landscape features: the surface of densely wooded areas, negatively correlated with allelic richness, and the



292



surfaces of bare ground and of quarries, positively correlated with allelic richness (Table 3 and Fig. 4). Bare



293



ground was marginally non-significant in the 2000’s  model, though. The models for 1940s and 1970s included



294



the same variables, except for the surface of dense woodlands, which was not kept in the 1970s model.



295



For both species and for each tree time points, graphs depicting the significant relationships between land cover



296



and genetic diversity are presented in Online Resource 6.
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299



Discussion



300



Genetic diversity mostly depends on effective population size and incoming gene flow (Frankham et al. 2010).



301



Focusing on genetic diversity hence allows a good diagnostic of environmental quality (through its effects on



302



population sizes) and landscape connectivity (through its effects on gene flow).



303



DIFFERENT LANDSCAPE FEATURES AFFECT B. BUFO AND B. CALAMITA



304



Our results matched well the known habitat preferences of B. bufo. In this species, population connectivity is



305



usually thought to be positively affected by forest cover and herbaceous land and negatively affected by



306



mineralized areas. Indeed, the first two elements have been recognized as the species habitats for home-ranging



307



and dispersal (Denton 1991; Denton and Beebee 1994; Scribner et al 2001; Hartel et al. 2008; Janin et al. 2009),



308



whereas high proportions of artificial land have been known to act as a barrier to its movements (Hitchings and



309



Beebee 1998). In our analyses, a positive influence of densely and semi wooded areas was found in the 1940s



310



and 1970s models, respectively. A negative influence of mineralized areas was detected through the effect of



311



roads in the 1940s model and the effect of urbanization in the 1970s model. In addition to resistance to



312



movements of the mineralized surfaces, roads and urban areas support car traffic that could cause dramatic B.



313



bufo mortality during dispersal and seasonal migration (Beebee 2013). Although roads with low traffic are



314



excellent hunting places, with warmer temperatures at night than in the surroundings, only their negative effect



315



predominated in our analyses.



316



While wetlands have been observed to sometimes enhance the connectivity among B. bufo populations (Piha et



317



al. 2007), the statistical signal of that landscape element in the 2000s models is probably an artefact rather than a



318



truly influential factor. In particular for the site L, the two ponds L3 and L21 are suspected to have an



319



overproportional effect in the models because their high genetic diversity values stand out from the others



320



(Online Resource 6). The leverage calculation for both ponds confirmed the suspected artifactual influence (i.e.



321



for i = 1, n populations, hi> 4/n). This would explain why wetlands appeared as significant when they were the



322



only factor in the model, as was the case for the 2000s models (wetlands were also significant if they were the



323



only factor in the 1940s and 1970s model (1940s: p=0.0166, AIC = 299.86; 1970s: p=0.0039, AIC = 297.14) but



324



were not   retained   in   the   final   1970’s   model). To our surprise, quarrying areas had no significant influence on



325



genetic diversity, despite the fact that they account for both high vehicle traffic and surfaces of bare ground. This



326



result is further discussed two paragraphs below.



327



Our results also matched our expectations based on the biology of B. calamita: genetic diversity was negatively



328



affected by densely wooded areas, and positively affected by the bare grounds and quarries. It is interesting to



329



note that, unlike for B. bufo, the same landscape variables excepted for dense woodlands were retained in the



330



final  models  of  the  1940’s,  1970’s  and  2000’s.  This  could  be  due  to  the  fact  that  those  landscape  elements  were



331



spatially correlated over time. Bare ground soil was especially large and influential in the B site (Fig. 4), where



332



alluvial deposits of the Loire river create large sandy habitats restricted to the same river loops. Similarly,



333



quarrying has spread around historic sites and was restricted to sand and gravel placers.



334



Our study sheds light on the influence of quarries on fragmentation and biodiversity maintenance. Quarries had



335



no deleterious effects on B. bufo genetic diversity. This may be because (1) the quarrying area was relatively
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336



small in the 1940s and 1970s (i.e. mean quarrying area within 2km buffers < 5 ha in the 1940s and < 65 ha in the



337



1970s), and as a result the land conversion impact of quarrying may have been too limited to be detected at these



338



time points. Alternatively, (2) quarries may have provided suitable habitats, favouring both demographic and



339



gene flow processes, that would have compensated the potential negative effects quarries bare soil on B. bufo of.



340



Indeed, in 1940s and 1970s the amount of open and mineralized areas, which are unsuitable for B. bufo,



341



represented less than 51 % of the total quarry areas, while the rest consisted of a mosaic of habitats suitable for



342



home-ranging and dispersal (e.g. wetlands, grassland, shrubby and dense woodlands). Besides, quarries also



343



provide breeding habitat in rehabilitated and active extractive lakes when close to a forested corridor with



344



vegetated banks. 65 % of our sampled ponds were located in rehabilitated extractive lakes, which represents 28



345



% of the total quarry area in 1970s.



346



In the case of B. calamita, quarries were positively correlated with genetic diversity in all models. This supports



347



our hypothesis that quarries can constitute pioneer environments that favour B. calamita, in particular through



348



enhanced home-ranging and breeding (Kovacs 2001; Voetzel et al. 2008). Unfortunately, we were unable to



349



identify the type of within-quarry habitat that enhances B. calamita genetic diversity. This may be due to the



350



quick turnover of land use inside quarries. Indeed, in our sites the combined processes of extraction and



351



rehabilitation often caused more than 10 ha/year of land use transfer, which accounts for 10% to 100% or more



352



of the original quarry. Consequently, the three time points we used did not allow capturing the dynamics of land



353



use change, and therefore identify all effects associated with landscape composition within quarries.



354



TEMPORAL SCALE OF LANDSCAPE EFFECTS ON GENETIC DIVERSITY



355



The time scale at which landscape composition affects species genetic composition is an important question in



356



landscape genetic studies. Our analyses showed that the 1940s landscape best explained B. bufo genetic diversity



357



whereas the 2000s one was the most predictive for B. calamita. Because we carefully chose two target species



358



with similar generation times, that discrepancy suggests distinct sensitiveness to landscape changes according to



359



species-specific habitat preferences. For B. bufo, our results suggest that landscape changed faster than genetic



360



composition between the last two time points (i.e. 1970s-2000s). Indeed, land conversion rates were highest



361



during this period. For example, herbaceous areas near the ponds reduced by 21 % (i.e. 85 ha) between the 1970s



362



and the 2000s while they only increased by 7% (i.e. 8 ha) between the two prior time points. Urban areas



363



increased in similar rates for both time intervals, i.e. by 49% (i.e. 37 ha) between the 1970s and the 2000s and by



364



44 % (i.e. 20 ha) between the 1940s to the 1970s, but newly urbanized surfaces were doubled between the last



365



two time points.



366



Breeding and dispersal of our second focal species, B. calamita, are mainly conditioned by the availability of



367



pioneer habitats. In our sites, the total surface of bare soil has increased by 192 % since the 1940s. Quarries



368



account in average for 60 % of the total amount of bare soil in 1970s and 2000s, and up to 83 % in particular



369



sampling areas (i.e. P). This overrepresentation of quarries in terms of pioneer habitats makes B. calamita gene



370



flow strongly dependent on quarrying activities. The 2000s time scale accounted for the largest amount of



371



quarrying, and hence explained best B. calamita genetic diversity. Again, these conclusions underline the



372



importance of time scale in landscape genetic studies, as highlighted by several authors before (e.g. Orsini et al.



373



2008; Epps et al. 2013).
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374



QUARRIES CAN COUNTERACT NATURAL HABITAT LOSSES FOR PIONEER SPECIES



375



We showed here that quarrying can favour the genetic diversity of a pioneer species, B. calamita, and therefore



376



increase the viability of its populations. This underlines the substitution role of quarries as home-ranging,



377



breeding and dispersal habitat for this species. This role may become essential in areas where natural habitats



378



have largely been replaced, such as valleys with channelized riverbeds and intensive anthropogenic land use.



379



That may for example be the case in the Seine basin: quarries support 71 % of existing breeding sites of B.



380



calamita while natural habitat only accounts for 11%. Our results further support the idea that quarries may also



381



be beneficial in less disturbed sites such as the site B from the Loire basin (Fig. 4). Hence, quarries do not only



382



represent   a   “second-choice” for B. calamita but may also play a role when natural habitat is available.



383



Interestingly, breeding of B. calamita in quarries mainly occurs in active zones despite additional mortality of



384



juveniles and adults due to truck movement, stock transfer, dust emission and aggregate extraction. Actually,



385



active sites represented 70 % of the ponds in which we were able to collect B. calamita. They thus support large



386



populations that participate to gene flow. The extreme conditions encountered in operating quarries may



387



drastically reduce competition and predation risks. In particular, they would be sufficient to stop colonization by



388



competitors such as B. bufo (Denton and Beebee 1994). But extractive activity could generate strong selection



389



pressures on B. calamita that would necessitate its adaptation. The positive effect of quarrying on B. calamita



390



genetic diversity may facilitate such adaptation, mitigating demographic decline. Large genetic diversity would



391



favour evolutionary rescue and thus population survival (Gonzalez et al. 2012).



392



Similar to B. calamita, numerous endangered species have been observed to seek refuge in active quarries (e.g.



393



plants: Lythrum thymifolium; invertebrates: Oxygastra curtisii; birds: Burhinus oedicnemus; reptiles: Lacerta



394



lepida or amphibians: Bombina variegate (Voetzel et al. 2008)). These are generally ruderal species occurring in



395



early successional stages, and competitively weak species living in nutrient-poor habitats. Quarries, by providing



396



good-quality habitat and, sometimes, favouring genetic diversity and adaptation, may play a role in helping



397



species deal with global change. However, conservation strategies also have to focus on other groups of species



398



likely to be negatively impacted by quarrying. Our results based on B. bufo genetic diversity suggest that this



399



impact could be mitigated if habitats of different nature were maintained at intermediate proportions. This



400



paradox advocates for further research to understand the consequences of quarrying effects on community



401



composition, dynamics and evolution.
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403



Conclusion



404



Our study showed that landscape composition affected genetic diversity in B. bufo and B. calamita. Landscape



405



change seemed to operate at different time scales on these species, confirming that the reconstruction of



406



landscape history is essential before any inference. Our results suggest new insights on genetic conservation and



407



long-term management of quarries. (1) Since B. bufo did not seem to suffer from quarry surfaces, we suspect that



408



within-quarries habitat diversity is sufficient to mitigate potential negative effects of bare soil and disturbance



409



within quarries. (2) The positive effect of quarries on B. calamita genetic diversity may contribute to B. calamita



410



adaptation to anthropogenic stresses linked to operations in active sites. (3) Long-term conservation strategies of



411



endangered pioneer species should take into account the positive influence of this industrial activity, for example



412



when deciding the type of rehabilitation to be applied to quarry areas after exploitation.
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616



Table 1 Land cover classes used in this study. Class



Description



Landscape outside quarries Bare ground



Natural non-vegetated areas and dirt tracks



Herbaceous



Meadows, heaths and lawns



Farmland



Ploughed land and market gardening areas



Railroad



Railroads



Roads



Mineralized roads



Urban



Densely urbanized and residential areas, landfills and working areas



Wetlands



Marshlands, streams, lakes and pond systems



Woodland - dense



Densely forested areas



Woodland - medium



Shrubby areas, semi-wooded moors, forested parks and orchards



Landscape within quarries Quarry



Total area modified by quarrying



Bare ground



Non-vegetated working and rehabilitated areas, extractive zones, treatment plants, aggregate stocks and tracks



Herbaceous



Spontaneous and rehabilitated herbaceous areas including meadows, heaths and lawns



Farmland



Rehabilitated ploughed lands and market gardening area



Railroad



Rehabilitated railroads



Roads



Rehabilitated mineralized roads



Urban



Rehabilitated densely urbanized and residential areas, landfills and working areas



Wetlands



Rehabilitated marshlands, streams, lakes and pond systems, extractive lakes and tailing ponds



Woodland



Spontaneous and rehabilitated densely forested areas, shrubby area,s semiwooded moors, forested parks and orchards



617 618
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619 620 621 622



Table 2 Summary statistics of genetic diversity within sample sites. N is the sample size, Na the mean average number of alleles, Ne the average effective number of alleles, Ho the observed heterozygosity, He the expected heterozygosity, FIS the inbreeding coefficient and associated significance of Hardy-Weinberg deviation (*: P 
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