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Abstract— EGEE, along with its sister project LCG, manages the world’s largest Grid production infrastructure which is spreading nowadays over 260 sites in more than 40 countries. Just as building such a system requires novel approaches; its management also requires innovation. From an operational point of view, the first challenge we face is to provide scalable procedures and tools able to monitor the ever expanding infrastructure and the constant evolution of the needs. The second is to ensure that all these tools strongly interact with one another, even though their development is spread out worldwide. Consequently, our goal is to provide a homogeneous way to access tools and analyze data for daily operational needs. To implement this concept into LCG/EGEE infrastructure management tools, IN2P3 Computing Centre proposed a web portal, named "CIC Operations Portal", conceived and built as an integration platform for existing features and new requirements. Firstly, we describe the initial needs that led us to the present architecture of this portal. We then emphasize a specific feature for the operations efficiency which is the web interface dedicated to EGEE overall daily monitoring. We also deal with the High Availability mechanism put in place by INFN-CNAF to address failover and replication issues. We finally present how the CIC portal has become one of the essential EGEE and LCG core services.



I. INTRODUCTION A. General Scope The need of a management and operations tool for EGEE and WLCG (Worldwide LCG) led three years ago to the creation of the CIC Operations Portal [1], later referred to as “the CIC Portal”. Its main focus was to provide an entry point to all EGEE actors for their operational needs. Indeed, it enables now the monitoring and the daily operations of the grid resources and services through a set of synoptic views. The diversity and the distribution of tools and people involved implied that the portal had to be an integration platform allowing not only strong interaction among existing tools with similar scope but also filling up gaps wherever some functionalities were lacking. The largest challenge to



cope with turned out to be the size of the production infrastructure to manage and operate. B. An Important Need for Daily Operations When EGEE started in April 2004, the infrastructure was managed centrally from the Operations Centre at CERN. While this worked quite well, troubleshooting of such a large network was a hardship, and the expertise was concentrated in one place. To lessen the work load and to make sure experience with Grid operations was more evenly spread out, EGEE came up with a scheme where federations of countries shared the load. Dubbed CIC-On-Duty (COD), this new system began in October 2004 [2]. In this system, responsibility for managing the infrastructure is passing around the globe on a weekly basis. Splitting this management responsibility reduced the workload. However, requirements on synchronization of tools and communication needs soared along with the complexity of the work. It then appeared necessary to have all the tools available through a single interface enabling a strong interactive use of these tools. The conception of this interface turned out to materialize a communication platform between operators. At the same time comparable needs were expressed by people and bodies managing Virtual Organizations (VO), Regional Operations Centers (ROC) or Resources Centers. IN2P3 Computing Centre induced the implementation of such an integration platform, and a first prototype came out in November 2004. The CIC portal was born. II. RELATED WORKS We made the choice of a web portal to implement this integration platform since web technologies present nowadays the double advantage of being powerful and widely accessible, thus making the tool both efficient and user friendly. Moreover, such a technological choice seems to meet an agreement among Grid communities, regarding the number of portals dedicated to operate, interface or use a Grid.



Some similarities can be observed with existing efforts, the closest to the CIC portal being the TeraGrid User Portal [3] which provides a range of grid services to TeraGrid Users. Other grid portals include the Legion Grid Portal [4]. To some extent, even if the underlying framework is different, we can observe similar choices in architecture. Indeed, the model chosen by the CIC portal derives from the Model-view-controller pattern [5] on which the TeraGrid User Portal is based. Also, we have to deal with the same issues encountered by the TeraGrid Portal developers, namely data sources heterogeneity, security, and portal and DB load. Even though the range of services provided is different, general aims are heading in the same direction such as providing a single interface to different tools and systems as well as secured authentication, dealing with geographically distributed data sources and tools, interfacing existing tools, and providing logging and statistics, just to mention a few of them. How we address these concerns is described later on. However, many discrepancies can also be observed between these projects. The most important probably concerns the targeted users: Whereas TeraGrid User Portal and Legion Grid Portal mainly focus on grid users, the CIC portal provides a range of services for grid operators: we address issues dealing with daily operations rather than grid usage, interfacing the tools allowing to manage the Grid rather than the Grid itself. Another difference resides in the chosen underlying framework to build the portal itself. Many of the existing grid portals are based on frameworks or toolkits such as the Gridsphere Framework [6] or Gridsite [7]. However, as the CIC portal doesn't deal with Grid submission facilities, the use of such frameworks didn’t turn out to be the most adequate. Our choices regarding site architecture are described in section IV of this paper. III. CIC PORTAL: AN INTEGRATION PLATFORM A. The “Actor’s View” Principle The CIC portal is based on the “actor’s view” principle: each EGEE actor has an access to information from an operational point of view according to its role in the project such as grid operator who daily monitors the status of resources and grid services, regular grid user and VO, site or ROC managers. This implies that all actors have access to the same basic information, presented however in the most useful way for them, as their needs are different. The information on display is retrieved from several different distributed sources – databases, Grid Information System, Web Services, etc. – and gathered onto the portal. These mainly come from: • static information about sites, • static information about VOs, • dynamic information about resources or services and their respective allocation, as well as • dynamic information about the resources and services current status.



Criss-crossing this information enables us to display high level views where static and dynamic data yield representative views of the EGEE grid. B. Integration and Procedures Complementary to this informative goal, the portal also aims to enhance communication between different actors by establishing appropriate channels, and putting in place procedures to address the interaction needs. It thus offers an implementation of official procedures such as weekly activity reporting for sites or registration of new Virtual Organizations to the project for a VO Manager. Consequently, a set of tools and web forms is available as front-end to complex workflows involving different EGEE actors, as summarized on Fig.1.



Fig.1 The integration platform concept



C. Adaptability and scalability A consequence to its integration role is that the portal needs to stick to the evolution of the tools it interfaces. Moreover, it was designed in a way that neither the growth of the infrastructure to manage, nor the multiplication of the needs and procedures overload or disrupt established mechanisms. First, it implies that the integration of the tools be in close interaction with their developers and administrators. Also, the global architecture of the portal has to adapt constantly, then stressing the urge for reusable components in order to achieve minimal maintenance overhead. IV. SITE ARCHITECTURE As shown above, the range of tools proposed in the CIC portal increases day after day, introducing more and more complexity in related development and maintenance. To face this constant evolution, the global architecture of the portal is based on the modular structure shown on Fig.2: web interface, database and data processing system (Lavoisier [8]) have been clearly separated in different modules, enabling code factorization and reusability as well as readiness in portal deployment for all failover concerns (see section VI).
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Fig.2 CIC portal global architecture



To strengthen this model, we have also introduced an error tracking system relevant to this distributed architecture. We will describe below this specific error tracking system along with the Web Portal and the Lavoisier modules. A. Web Portal Component This component, mainly written in PHP, represents the user interface. It is based on a View-Controller pattern. All the user requests are filtered out and checked by the main controller. Whenever authorization is needed, authentication is done using X509 certificate. Accepted requests are then forwarded to the sub-controller in charge of loading the requested page. In addition, the main controller uses abstraction layers to transparently connect to third-party applications like databases or web services. Connections are shared by all the subcontrollers thanks to inheritance mechanisms. This approach improves the structuring of the source code, leading to a high rate of reusability. Moreover, all the Operating System dependent implementations have been removed in order to ease up configuration and deployment. B. Lavoisier component “Lavoisier” [8] has been developed in order to reduce the complexity induced by the various technologies, protocols and data formats used by its data sources. It is an extensible service for providing a unified view of data collected from multiple heterogeneous data sources. It enables to easily and efficiently execute cross data sources queries, independently of the technologies used. Data views are represented as XML documents [9] and the query language is XSL.[10] The design of Lavoisier enables a clear separation in three roles: the data consumer role, the service administrator role and the adapter developer role. The main data consumer is the CIC portal; it consumes the data either through standard WS-Resource Properties [11] operations or by submitting XSL style sheets that will be processed by Lavoisier on the managed data views. The service administrator is responsible for configuring each data view. He must configure the adapter, which will generate the XML data view from the legacy data source. He may also configure a data cache management policy, in order to optimize Lavoisier according to the characteristics and the usage profile of both the data source (e.g. amount of data



transferred to build the view, update frequency, latency) and the generated data view (e.g. amount of data, time to live of the content, tolerable latency). Data cache management policy configuration includes: • the cache type (in-memory DOM tree or on-disk XML file/files tree), • a set of rules for triggering cache updates, depending on time-based events, notification events, data view read or write access, cache expiration, cache dependencies, etc. • a set of rules for cache updates retry in case of failure, depending on the type of the exception encountered, as well as synchronization of the new cache content display for inter-dependant data views, in order to ensure data view consistency. The configuration is re-loadable on the fly. Consequently, only reconfigured data views and their dependencies are suspended during the configuration reload. This enables the service administrator to add, remove or reconfigure data views with minimal service interruption. Moreover, in most cases, configuration changes will have no impact on both the code of the data consuming applications and of the adapters.



Fig.3 Configuration example of Lavoisier Service



The adapter developer adds to Lavoisier the support of new data sources technologies by implementing a set of required and optional interfaces. Some reusable adapters are provided to access data using various technologies, such as RDBMS, LDAP, Web Services, XML command line output stream, local and remote flat, XML or HTML files, etc. Other reusable adapters take an existing data view and transform it to another data view, using technologies such as XSL, XQuery, SAXbased XML filtering. Introspection adapters expose data about data views configuration and current cache state. Fig.3 illustrates a very simple example of Lavoisier configuration with four data views. Data views obtained from flat file and RDBMS data sources are cached respectively in memory and on disk, while the data view obtained from the Web Service data source is regenerated each time it is accessed. The fourth data view is generated from the RDBMS data view, and refreshing of its in-memory cache is triggered



when the cache of the RDBMS data view is refreshed. These two data views can be configured to exposed their new cache simultaneously if consistency is required. Lavoisier has proven effective in increasing maintainability of the CIC portal, by making its code independent from the technologies used by data sources and from data cache management policy. Its design and interfaces made easier writing reusable code, and good performances are easily obtained by tuning the cache mechanisms in an absolutely transparent way for the portal code. C. Error tracking system To ease error management, we have put in place an error tracking system in order to manage all errors in a centralized way. This is based on apache logging APIs: loj4j, log4php. Thanks to these APIs, logs can be redirected to multiple destinations (file, email, database, etc.). We have configured the logging APIs to locally save logs in a rotating file and insert them into a database as shown on Fig.4.



Fig.4 Error tracking Overview



When a problem is recorded in the database it is automatically analyzed by a process identifying the person(s) to contact and the associated action(s). This mechanism is based on a data source containing all known problems and a list of responsible persons for each one. In addition, it may contain some help documents which may be associated to a problem so that people in charge can quickly understand and react. Such documents are generally written by the developers and are automatically attached to the email sent to the concerned people. V. THE COD DASHBOARD: ONE INTERFACE FOR OPERATIONS. One example of this collaborative integration work is the COD Dashboard, a web based overview of the state of the infrastructure, now used by all the teams in their daily work through their shift. This specifically developed tool aggregates results from different monitoring tools and triggers alarms in a synoptic dashboard from which the teams have a global view of problematic grid resources or grid core services. It also enables to check the administrative status versus the dynamic status of the sites. Together with web-service access to the global ticketing system, the COD dashboard brings up also to



the attention of the COD unattended problems at Resource Centres. One and none of the least of the characteristics of this tool, is that it eases up the daily work of troubleshooting at production sites through both the use of a broadcast tool for communication between all the actors in the project and the implementation of some consistently and regularly updated operational procedure to ensure, as much as can be envisioned, a "transversally-uniform" working manner. Building such an integration tool means defining and putting in place different interfaces to the source of grid core services, such as the global grid ticketing system, the monitoring framework, or the central database containing information about sites and services. As an example, we will now present two of the implemented interfaces: the interface with EGEE central ticketing system (Global Grid User Support, GGUS [12], [13]), and the interface with EGEE monitoring framework (Service Availability Monitor, SAM [15]). A. Interface with GGUS Ticketing System The GGUS system, or Global Grid User Support, is the official User Support system within EGEE and WLCG. The core mechanism consists in a ticketing system based on Remedy [14] and hosted at Forschungzentrum Karlruhe (FZK), Germany. GGUS teams are distributed support groups dealing with the different kinds of problems. The whole GGUS system is presented in[13]. As mentioned above, the CIC Operations Portal is used for daily operations support. COD operators have to monitor grid resources using available monitoring tools and track problems using GGUS. To share the effort in the set-up of this functionality and to provide a single entry point for operators, the front-end and back-end have been decoupled: with the core mechanism hosted by GGUS, and the user interface hosted on the CIC portal. The back-end consists of a dedicated database in the GGUS Remedy system called “CIC_Helpdesk”: the central Helpdesk could not directly be used because of specific format of operations tickets (special fields for site concerned, for impacted node, and different escalation steps). When assigned to a given Responsible Unit, the CIC_Helpdesk ticket is duplicated in the central Helpdesk where it is treated as all other tickets. Any change on one of the two tickets triggers the same modification on the other to ensure synchronization (see Fig.5). The interface appears in the COD dashboard: tickets are listed, created, modified and escalated from web pages, where this information is coupled with monitoring results. This interface, mainly written in PHP, communicates with the back-end via SOAP web services which allow performing all operations on tickets as illustrated on Fig.5. Direct actions such as ticket creation or update are performed using SOAP messages encapsulated with the nuSOAP toolkit, while tickets list is built using Lavoisier. A data view is built grouping information from GGUS and from SAM (see next section).
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Fig.5 SAM and GGUS Interfaces to the COD Dashboard



B. Interface with SAM Framework SAM, or Service Availability Monitor, is a framework providing sensors, metrics and alarms for services in EGEEWLCG infrastructure[15]. SAM is developed at CERN, Switzerland. SAM back-end is described in [15] and consists, for what concerns our purpose in an Oracle Database where test results are published. Sensor tests are regularly submitted and each failure triggers the creation of an alarm entry in the Database, giving details about sensor, test, node, date of failure and so on. These alarms are used by COD operators as starting point to detect and report problems. Consequently, the list of new alarms must clearly appear on the COD dashboard, and an interface is needed to link each alarm to the test information on one side, and to the ticket creation process on the other side. When created in SAM DB, a new alarm is shown on the COD dashboard along with all the useful information enabling operators to provide a diagnosis and to act accordingly: either reporting and tracking the problem, or setting off the alarm if the failure appears to be temporary. Alarms handling includes the notion of alarm status: alarms can be masked one by another, or designed as "assigned" if they are already taken into account. The interface communicates with SAM back-end using a XSQL-based service, as shown on Fig.5. Direct actions on alarms are performed directly querying the service. Lists of alarms are built using Lavoisier. C. General Workflow Accessing these various tools from a single entry point is a valuable gain for operators. Since its creation, the COD dashboard has become the central tool for COD daily work, and is fully part of the EGEE Operational Procedure[17], providing COD operators with an entry point to: • detect problems through the COD dashboard, browsing alarms triggered by SAM, • create a ticket in GGUS for a given problem, link this ticket to the corresponding SAM alarm, and notify



responsible people using preformatted e-mails, addresses being retrieved from the Grid Operations Centre database (GOC database, Rutherford Appleton Laboratory, UK [16]) and • browse, modify, and escalate tickets from the COD dashboard directly. VI. FAILOVER A. Overview Continuous expansion of portal use, current features and stored information raised the need for higher availability not only for the portal itself but also for the main associated systems involved in EGEE operations. Moreover, the number of the operations teams in EGEE using the COD dashboard has increased up to ten now, covering five time zones and generating constant daily access from geographicallydistributed locations. Planned or unexpected service outages could break the continuity of this activity, thus the CIC portal was added early on to the list of applications that the failover [18] activity of the project had to take care of. The main event that sped up the development of this failover solution was one service interruption for maintenance at the IN2P3 Lyon Computing Centre, planned for late 2006. We built up a portal replica and performed a switchover, thus reducing eventually this service interruption from several days, as originally planned, to a few hours. Increasing the availability of the whole system, we are now able to provide the basis for a reliable service in the future. B. The Approach The geographical failover approach we are following in EGEE operations is marked out by two keywords: replication and DNS. By replication, we mean the idea to provide several instances of the same service. A replicated instance might be in the same place of the master one or in a remote location. To minimize the probability that the same problem that affects the master instance could damage also its replica, we have designed our architecture in order to always have a replica in another national research centre, which is even, in our case, in



another country. The gain in having independent physical locations is that problems like an electrical power outage or a network interruption will not have any impact on the replica instance. In this way, we can rely on a pool of replicated instances, which are also distributed. The other part of the work has been done due to DNS features. The existing service names are mapped under the DNS domain names of the institutes that are hosting them. We have registered a new internet domain name, independent from the sites which are hosting the current services, named gridops.org. There are several benefits that came out of this approach: • map the real service names under more uniform and easy names: cic.gridops.org; • easily remap official services pointing the DNS CNAME records to a replicated instance, • quickly provide a new working service to the users, taking the advantages of DNS records with reasonably fast TTLs, • automatically trigger the switch, exploiting the nsupdate feature available with the BIND DNS server. The only pre-requisite is that we request new server certificates with the additional service names to the involved Certification Authorities (where the service requires some SSL feature, like in the CIC portal case). This approach was deployed since December 2006 as follows: the official CIC portal service is reachable by the cic.gridops.org name, while a secondary service is available under cic2.gridops.org. By default, the official name is mapped to instance at Lyon, and the second name points to the replica installed at INFN-CNAF computing centre. During a switchover procedure, a switch from the primary name is triggered onto the DNS to point to the backup instance. After the official service is restored, a reverse operation brings the mapping back onto the first one. The current state of CIC portal failover procedures still requires a sequence of manual operations, mainly focused on database synchronization. The following sections illustrate the details on how the portal components have been replicated at INFN-CNAF, and on their involvement in the switchover phase. In Chapter VII, we describe the improvements that will enable us to provide failover procedures more complete and easier to handle, with reduced service disruptions to the user. C. The Web Interface Apache httpd server and PHP5 have been built and configured taking all the requirements from the original installation. Basic requirements have been gathered by the replication team through the phpinfo() function output purposely provided on the portal and in addition through direct information from the development team. Optional packages, such as Oracle instantclient, libxml, an RSS client, jpgraph and the GD graphic libraries, have been installed from rpm packages or tar files, or built from sources depending on availability. New X509 server certificates have been requested to the two involved CAs, with the special option of the “certificate subject alternative names”, which enables them to be used for



SSL/https connections on service names cic.gridops.org and cic2.gridops.org -actual local service names being optional. Upon this basic service layer, the portal PHP code has been deployed. The code resides on a CVS repository, and is constantly downloaded to keep the replica up-to-date, with a daily cron job. The files that need local parameter customization are downloaded as templates, then properly parsed and filled by the update script. Only a production version of the portal code is downloaded on the replica, while all the development related activity is kept separately on the master site only. D. Lavoisier Lavoisier installation [19] requires Java, Apache ANT and the Globus Toolkit 4 Java WebServices core. On the top of this, we have deployed a similar Lavoisier parallel instance following the official instructions, and configured it with: • the general parameters identical to the primary one; • a INFN-CNAF e-mail address for local error reporting; • all the same data sources of the primary, that are being refreshed with the same data and frequency, thus resulting perfectly interchangeable. Even though our general idea is to make a global switchover of all the portal service components, the standalone nature of this service helped us when we needed to do some brief intervention on the primary portal. In routing the requests from the primary portal onto the secondary instance of Lavoisier, we had briefly achieved a partial switchover. E. SAM admin This recent feature, originally stand-alone, then added to the portal, is a collection of PHP scripts to submit, retrieve and publish SAM [15] tests on demand by site administrators. The main scripts get installed on the replica together with the portal PHP code from the CVS repository. Exactly as on the portal, some customization is done with local parameters. One of these parameters points to the machine which hosts the LCG/gLite [20] User Interface, the external service requirement of SAM admin. This User Interface must be constantly administered to keep the Grid middleware, the CA certificates and the SAM client software up-to-date and working properly. A local installation of Apache2, under unprivileged user rights, provides an interface used by the main portal to access the SAM admin submission machine. This installation is devoted to the internal use only of the portal framework. Consequently connection rights are granted to the portal machine only. This can still be considered as a stand-alone tool, because of its independence from the DB and Lavoisier. Both instances are indeed currently up, working and used. F. Oracle DB backend Last but not least, the replication of the DB layer represented the most complex part. The backend is based on Oracle, which provided us the steeper learning curve, especially concerning its High Availability features. The need to build up some production-quality replica in a reasonable amount of time led us to start with an intermediate goal: a



manually exported/imported replication of the DB contents. Up to the amount of data of the portal DB is still within the range of tens of MegaBytes, this kind of dump transfer is always possible. Our data transfer has a low-impact for the network because the two computer centres (CC-IN2P3 and CNAF) are connected by 10 Gbits international network channel (to GEANT). The exported data has been transferred via http and verified by file integrity checker tools, before being applied on the destination instance. We have established a complete procedure which involved at least 2 persons (one DBA administrator and a responsible for IN2P3-CC or CNAF). This backend needs currently a service interruption duration which is about 2 hours. This procedure certifies the wholesome data integrity and the coherence between the 2 sites but still needs a short interruption of service (announced at least one week in advance). Consequently, we are currently working on a better synchronization mechanism between the two databases as exposed in the following section. VII.



FUTURE WORK



A. Portal enhancements Current work on the CIC portal can be divided in three groups: • Improvements on existing features and interfaces, • Development of new features, • Interfacing or Integration of existing external tools. Improvements on existing features are an ever ongoing task, for the needs are evolving fast. The most striking example is the constant evolution of the COD dashboard as it has to adapt to new requirements expressed in official operational procedures, and also to stay technically synchronized with a set of interfaced tools. A great improvement can also be done on the global interface of the portal in enhancing views customization according to sessions and profiles. This feature is a logical extension to the actor’s view principle presented above: each user potentially needs to have different views, not only according to his role in the project, but also according to his own interests in specific pieces of information. We will definitely make a step forward when we enable users to transform the CIC portal into “their customized portal”. The development of new features is also a great part of our work. Namely, the ongoing development of an assessment tool, enabling to access information about resources in production and providing a way to resources providers to officially announce what they are willing to offer. With a combination of user interfaces, static and dynamic data sources, this tool should allow relevant comparisons between resources currently in production and the ones that were pledged by Resource Centres. Thus, this will improve the monitoring at the project level. This feature is to be developed in collaboration with CYFRONET, Krakow, Poland. At last, as other partners of the project already propose a great range of tools of different purposes, an important part of the ongoing work is to interact as much as possible with the relevant developers, so that these tools can be interfaced if the



need be. For instance, the integration of the “SAM admin’s page” described earlier has paved the way to the further integration of other tools. Latest ongoing integration work concerns the progressive integration of the “YAIM VO configurator”[21]. This tool enables VO managers to define a set of parameters used by sites administrators to write configuration files according to the VOs they support. The integration of these tools will enable VO managers to use the same interface they already use on the portal to store the characteristics of their VOs. We will also reduce the risk of data inconsistency with one and only data storage schema for this information. B. Oracle DB To guarantee an extremely quick disaster recovery mechanism while minimizing downtime and data loss, an important step will be full automation of the database replication. An automatic data synchronization mechanism will allow us to face unplanned failover. To put this concept in concrete form, we are investigating three main techniques offered by Oracle database management system: the first one is called materialized view or snapshot, the second one is known as streams, the last one is Data Guard software. A materialized view is a complete or partial copy (replica) of a target table from a single point in time. It can be called in manually or automatically; when that happens, a snapshot of the DB is delivered to one or more replicas. The materialized view approach seems to be the fastest solution to develop, but the replicated DB will never be perfectly synchronized. If something is wrong between two snapshots, all the performed modifications will be lost. Besides, materialized view can only replicate data (not procedures, indexes, etc) and the replication is always one-way. Oracle Streams represent a complex system of propagation and management of data transactions. It is driven by events, like triggers. Main problems are the tuning and the administration of these events as well as the management of the correct cause-effect criteria. Nevertheless, for a 2-way or a n-way replication, streams are the only valuable solution because they avoid incidental conflicts that the materialized approach cannot solve. Oracle Data Guard is another possibility to face planned or unplanned outage. This automated software solution for disaster recovery requires one or more stand-by instances that will be synchronized with the master DB. The transactional synchronization with the master DB is achieved through the archived redo logs which contain all the operations executed on the primary DB. Finally, the modus operandi for applying the redo logs is a tuneable process according to either security, performance or availability. For the time being, CNAF effort is focussing on the local replica of the database environment. This is of primary importance to analyze all the Oracle features for high availability, Dataguard in the first instance. The three distinct modes of Data Guard data protection (Protection, Availability and Performance) are under analysis. We are simulating failovers and switchovers to have expertise on this.



As all methods have pros and cons, a deep investigation is under way in order to answer the specific questions: "How upto-date does the copy of the data need to be? How expensive is it to keep it updated?" VIII. CONCLUSIONS The CIC portal use has tremendously grown since the first release. From an average of 200 daily connections during the first six months, it levels up to 900 at the time of writing. We have to mention that the CIC portal elaboration is also playing a major role in the evolution of the working habits. As an example, users, administrators and managers are now used to communicate through a project-wide tool dubbed “broadcast tool” to interoperate on a daily basis, and sites do now report to coordination bodies on a weekly basis through homogeneous forms and well established procedures. Furthermore, the transversal access we provide to several sources of information is bound to enable relevant datamining at all levels of the management. The range of tools it gathers considerably eases up the daily work of different project bodies, such as COD operators. Moreover, scheme and tools enhancements have proven worthwhile as far as sites reliability is concerned. Indeed, the number of bugs which the CODs have to deal with daily has remained roughly constant - approximately 30% of all tickets opened in the global bug tracking system at the project level. At the same time, the model is proving scalable as the number of sites the CODs manage is more than 4 times than what it was two years ago. High Availability of the CIC portal is ever improving thanks to great achievements and ongoing work on failover issues as well as enhancements on each of the components involved. Finally, we underline that the development of new features is permanent and that this combination of strategy in collaborative development ensures, as time goes by, a higher and higher service level to the benefit of all actors of the EGEE and WLCG Grid projects. REFERENCES [1] [2]
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