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a b s t r a c t Short term memory is famously limited in capacity to Miller’s (1956) magic number 7 ± 2— or, in many more recent studies, about 4 ± 1 ‘‘chunks’’ of information. But the deﬁnition of ‘‘chunk’’ in this context has never been clear, referring only to a set of items that are treated collectively as a single unit. We propose a new more quantitatively precise conception of chunk derived from the notion of Kolmogorov complexity and compressibility: a chunk is a unit in a maximally compressed code. We present a series of experiments in which we manipulated the compressibility of stimulus sequences by introducing sequential patterns of variable length. Our subjects’ measured digit span (raw short term memory capacity) consistently depended on the length of the pattern after compression, that is, the number of distinct sequences it contained. The true limit appears to be about 3 or 4 distinct chunks, consistent with many modern studies, but also equivalent to about 7 uncompressed items of typical compressibility, consistent with Miller’s famous magical number. Ó 2011 Elsevier B.V. All rights reserved.



1. Introduction In a famous paper, Miller (1956) proposed that the capacity of short-term memory (STM) is limited to a ‘‘magical number’’ of about seven (plus or minus two) items.1 This limit is usually expressed in terms of ‘‘chunks’’ (Anderson, Bothell, Lebiere, & Matessa, 1998; Gobet et al., 2001; Simon, 1974; Tulving & Patkau, 1962), meaning groups of items that have been collected together and treated as a single unit, in part to accommodate the observation that apparent span may be increased if items can be readily grouped together into larger units. For example, amid a sequence of letters the familiar string USA or the repeating pattern BBB might each serve as a single chunk, rather than as three separate items each. An extreme example of chunking is the subject S.F. discussed in Ericsson, Chase, and Faloon (1980), who despite ⇑ Corresponding author. E-mail address: [email protected] (F. Mathy). According to the Science Citation Index (Kintsch & Caciopo, 1994) this paper is the most frequently cited article in the history of Psychological Review. 1
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average intelligence was able to increase his apparent digit span to almost 80 digits by devising a rapid recoding system based on running times, which allowed him to group long sequences of digits into single chunks. The capacity limit is traditionally attributed to forgetting by rapid time-based decay (Baddeley, 1986; Barouillet, Bernardin, & Camos, 2004; Barouillet, Bernardin, Portrat, Vergauwe, & Camos, 2007; Burgess & Hitch, 1999; Henson, 1998; Jonides et al., 2008; Nairne, 2002; Page & Norris, 1998) or mutual interference between items (Lewandowsky, Duncan, & Brown, 2004; Nairne, 1990; Oberauer & Kliegl, 2006). The span is also substantially inﬂuenced by the spoken duration of the constituent items, a result which runs against a constant chunk hypothesis and which has been interpreted in terms of a phonemically-based store of limited temporal capacity (Baddeley, Thomson, & Buchanan, 1975; Burgess & Hitch, 1999; Estes, 1973; Zhang & Simon, 1985). Though verbal STM is well known to depend on phonological encoding (Baddeley, 1986; Chen & Cowan, 2005), the sometimes dramatic inﬂuence of chunking points to abstract unitization mechanisms that are still poorly understood.
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Notwithstanding the fame of Miller’s number (Baddeley, 1994), many more recent studies have converged on a smaller estimate of STM capacity of about four items (Baddeley & Hitch, 1974; Brady, Konkle, & Alvarez, 2009; Broadbent, 1975; Chase & Simon, 1973; Estes, 1972; Gobet & Clarkson, 2004; Halford, Baker, McCredden, & Bain, 2005; Halford, Wilson, & Phillips, 1998; Luck & Vogel, 1997; Pylyshyn & Storm, 1988, 2008). The concept of working memory (Baddeley, 1986; Engle, 2002) has emerged to account for a smaller ‘‘magic number’’ that Cowan (2001) estimated to be 4 ± 1 on the basis of a wide variety of data. Broadly speaking, the discrepancy between the two capacity estimates seems to turn on whether the task setting allows chunking (Cowan, 2001). Generally, four is the capacity that has been observed when neither rehearsal nor long-term memory can be used to combine stimulus items (i.e., to chunk), while seven is the limit when chunking is unrestricted. Hence the two limits might be fully reconciled if only chunking were more completely understood. Yet half a century after Miller’s article, the deﬁnition of a chunk is still surprisingly tentative. Chunks have been deﬁned as groups of elements (Anderson & Matessa, 1997; Bower & Winzenz, 1969; Cowan, 2010; Cowan, Chen, & Rouder, 2004; Farrell, 2008; Hitch, Burgess, Towse, & Culpin, 1996; Ng & Maybery, 2002; Ryan, 1969; Wickelgren, 1964), but exactly which groups remains unclear unless they result from statistical learning (Perruchet & Pacton, 2006; Servan-Schreiber & Anderson, 1990). Cowan (2001) deﬁnes a chunk as ‘‘a collection of concepts that have strong associations to one another and much weaker associations to other chunks concurrently in use’’ and Shiffrin and Nosofsky (1994) as ‘‘a pronounceable label that may be cycled within short-term memory’’. Most attempts to deﬁne chunks are somewhat vague, ad hoc, or severely limited in scope, especially when they apply only to verbally encoded material (Shiffrin & Nosofsky, 1994; Stark & Calfee, 1970), making it difﬁcult for them to explain the existence of chunking-like processes in animal learning (Fountain &
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Benson, 2006; Terrace, 1987, 2001). The current consensus is that (1) the number seven estimates a capacity limit in which chunking has not been eliminated (2) there is a practical difﬁculty in measuring chunks and how they can be packed and unpacked into their constituents. In this paper we propose a new conception of chunk formation based on the idea of data compression. Any collection of data (such as items to be memorized) can be faithfully represented in a variety of ways, some more compact and parsimonious than others (Baum, 2004; Wolff, 2003). The size of the most compressed (lossless) representation that faithfully represents a particular sequence is a measure of its inherent randomness or complexity, sometimes called its Kolmogorov complexity (Kolmogorov, 1965; Li & Vitányi, 1997). Simpler or more regular sets can be represented more compactly by an encoding system that takes advantage of their regularities, e.g. repetitions and symmetries. As an upper bound, a maximally complex sequence of N items will require about N slots to encode it, while at the other extreme an extremely repetitive string may be compressed into a form that is much smaller than the original string. Incompressibility as a deﬁnition of subjective randomness has some empirical support (Nickerson, 2002). Kolmogorov complexity has a number of cognitive correlates (Chater & Vitányi, 2003); for example simpler categories are systematically easier to learn (Feldman, 2000; Pothos & Chater, 2002). In this paper, we ask whether complexity inﬂuences the ease with which material can be committed to short-term memory. Our hypothesis, that simpler material is more easily memorized, follows directly from the fact that—by deﬁnition—complexity determines the size of a maximally compressed representation. If so, the true limits on capacity depend on the size of this compressed code, leading to our view that a ‘‘chunk’’ is really a unit in a maximally compressed code. The following experiments test this hypothesis by systematically



Fig. 1. The number of items that can be compressed into four ‘‘chunks’’ depends on the complexity of these material. Completely incompressible (maximum Kolmogorov complexity) sequences (bottom) require one chunk per item. Sequences of moderate complexity (middle) might allow 7 items to be compressed into 4 chunks, leading to an apparent digit span of 7. Highly patterned (regular) sequences might (top) allow even larger numbers of items to be compressed into the same four slots.
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manipulating the complexity of material to be remembered. In contrast to most memory tasks where chunking is either unrestricted or deliberately suppressed, our goal is to modulate it by systematically introducing sequential patterns into the training materials. If correct, this approach entails a new understanding of the difference between the magic numbers four and seven. To preview, our conclusion is that four is the true capacity of STM in maximally compressed units; while Miller’s magic number seven refers to the length of an uncompressed sequence of ‘‘typical’’ complexity—which, for reasons discussed below, has on average compression ratio of about 7:4 (e.g., second sequence in Fig. 1). Note that our conception is not intended to replace existing processing models of forgetting and remembering in working memory (Jonides et al., 2008). Rather, our goal is to develop a mathematically motivated model of chunks, paving the way for a better quantiﬁcation of working memory capacity. Clearly, our model of chunking can and should be integrated with processing accounts, though in this paper we focus narrowly on the deﬁnition of chunk and its consequences for measured capacity.



2. Experiment 1: Sequences with variable complexity In Exp. 1, subjects were given an immediate serial list recall task in which 100 lists of digits were created by using increasing or decreasing series of digits (runs) of variable lengths and increments (step sizes). In a given list, the increments were constant within chunks, but generally varied between runs. For example, three runs (say, 1234, 864, 56), using three different increments (here 1, 2, and 1) would be concatenated to produce a single list (123486456). Fig. 2 graphically illustrates the structure of



two such lists, one more complex (more shorter runs) and one simpler (fewer longer runs). On each trial, the entire list was presented sequentially to the subject at a pace of 1 s per digit (without any indication of its division into runs). The subject was asked to immediately recall as many digits as possible in the order in which they were presented. The length of the list was random (from 3 to 10), rather than progressively increasing, to avoid confounding fatigue or learning effects with task difﬁculty effects (and to avoid other peculiar effects, see Conway et al., 2005, p. 773). We used proportion correct as our dependent measure, focusing on performance as a function of the number of runs as well as the number of raw digits. 2.1. Method 2.1.1. Participants Nine Rutgers University students and 39 Université de Franche-Comté students received course credit in exchange for their participation. 2.1.2. Stimuli The stimuli were displayed visually on a computer screen. Each digit stimulus was about 3 cm wide and 4 cm tall, presented in the middle of the screen at a pace of 1 s per item, printed in a white Arial font against a black background. In a given list of digits, each digit replaced the previous one in the same spatial location. Each stimulus (i.e., a list of digits) was composed of a maximum of 10 digits. The stimuli were composed of monotonic series of constant increments (runs). As explained above, the increments were hold constant within runs but could vary between them. Runs varied in length from 1 digit (meaning in effect no run) to 5 digits. To construct each list, the number of runs was drawn randomly from the range 1–10. For each



Fig. 2. Graphical depiction of sequence structure in two digit sequences, 12387654 (top) and 17254836 (bottom). The upper example contains two runs (123–87654), and is thus relatively compressible, corresponding mentally to two ‘‘chunks.’’ The lower example is relatively erratic, containing no apparent runs at all, and as a result is approximately incompressible, requiring approximately 8 chunks to encode the 8 digits.
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run, the ﬁrst digit, the increment (1, 2, or 3), and the sign of the increment (+ or ) were chosen randomly. If the ﬁrst digit did not allowed the series to go all the way, the run was terminated where it could end. For instance, if ‘‘3’’ was chosen as the ﬁrst digit of a chunk, and if ‘‘1’’ was chosen as the increment, the length of the chunk was limited to 3. Had the increment been ‘‘2’’, the length of the chunk would have been limited to 2, and so on. Therefore, in this experiment, the number of digits per run (mean 2.8) was generally less than the expected value of 3. At the end of the ﬁrst run, the next run was drawn, and so forth, as long as the series did not go beyond 10 digits. Using this technique, the expected value of the number of runs was 3.6, a value of particular interest given the discussion above.
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2.2. Procedure Each experimental session lasted approximately half an hour and included a maximum of 100 separate stimulus lists. Subjects were not given any special indications concerning the presence of monotonic sequences. After the presentation of the last digit of a given list, subjects could enter their response on a keyboard. The subjects were instructed to recall the digits in order. The successive digits entered by subjects were displayed in pink ink (1 cm wide and 1.5 cm tall Arial letters) and placed side by side forming a single row from the subject’s left to right. The subjects could read their response to make sure the list they entered was what they intended. Once their response conﬁrmed by a press of the space bar, they were presented with the next list.



Fig. 3. Mean proportion of sequences correctly recalled (Exp. 1) as a function of (a) the number of digits and (b) the number or runs in the stimulus sequence. Error bars indicate ±s.e.
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No feedback was given to subjects, but the subjects were debriefed and offered a chance to look at their dataﬁle by the end of the experiment. 2.3. Results All 48 subjects were included in the analysis. Seventyseven percent of the subjects completed at least 95% of the 100 trials.2 Figs. 3a and b show performance as a function of the number of digits and runs respectively. The number of digits and the number of runs are, obviously, not independent of each other, and the plots show that performance steadily deteriorates with both. The decline has a more exponential form (the functional form one would expect in this situation; see Crannell & Parrish, 1957) with runs than with digits (for digits R2 = .51, SSE = 35.64, RMSE = .277; for runs: R2 = .69 SSE = 14.22, RMSE = .198, when both are ﬁtted by an exponential decay function). The difference between the two correlations is signiﬁcant, with z = 4.2, p < .001. Mean memory span (integral under the performance curve) was about 6.4 digits or 2.8 chunks, consistent with both classical limits.3 Likewise, analysis of the rate of decline in performance shows that subjects’ performance falls below 50% at about 3 runs or 7 digits, corroborating the usual limits. Odds ratios (ratio of likelihood of recollection at n against n  1) at 7 digits and 3 runs are respectively 2.05 and 1.57. Fig. 4 shows more clearly how digits and runs contribute independently to performance. The plot shows the inﬂuence of the number of runs, broken down by the number of digits, indicating (for sequences longer than six digits) a steady decline in performance as sequences get more complex (more runs in the same number of digits). For each ﬁxed number of digits, performance tends to decline with increasing number of runs (i.e. more numerous shorter runs, making a more complex sequence). The decline is separately signiﬁcant by linear regression4 for N digits = 7, 8, 9, and 10 (details in Table 1). This conﬁrms that even when the length of the sequence is held constant, more complex or erratic sequences (more runs within the same number of digits) are harder to recall. The fact that increasing the number of runs in 5- and 6-digit sequences does not lead to worse performance might conﬁrm MacGregor’s 2 Each experimental session was limited to half an hour and included at most 100 separate stimulus lists. Certain participants did not have sufﬁcient time to ﬁnish the experiment. In the absence of cues from the screen on the number of lists already completed, the experimenter was unable to know that a participant was, for instance, one or a couple of trials short of ﬁnishing the experiment (this is the reason why sometimes, in our experiments, the total number of trials is very close to the maximum; there was no cut-off in the data). 3 Scoring is fundamental, but the choice of scoring procedures can change the estimates for a given task (St Clair-Thompson & Sykes, 2010). See Conway et al. (2005, pp. 774–775), who compare four basing scoring procedures; some examples are given by Cowan (2001, p. 100); see also Martin (1978), in the context of immediate free recall. Note that integrating under the performance curve (Brown, Neath, & Chater, 2007; Murdock, 1962) corresponds to an all-or-nothing unit scoring (Conway et al., 2005). 4 We use linear regression as a simple test for declining performance. Tests for exponential declines revealed the same pattern of signiﬁcance.



(1987) suggestion that chunking is beneﬁcial only when the number of items is above capacity. In that respect, the fact that many of our 4-, 5-, or 6-digit sequences reduced to a similar low number of chunks (for instance, respectively, four 1-digit chunks, three 1-digit chunks and one 2digit chunk, and, for instance, three 2-digit chunks) can account for why most of these short sequences do not lead to a sufﬁciently high load to degrade performance. In Fig. 4, a pure effect of digits would appear as vertical separation between the individual —horizontal— curves; a pure effect of chunks would appear as a decreasing trend within each curve, with curves overlapping. Accordingly, in addition to the decreased performance observed with runs, Fig. 4 shows a very large digits effect. However, the dependent measure used in this ﬁgure is a coarse measure of performance, scoring 0 for trials that were not recalled correctly, regardless of how closely the recalled string actually matched the stimulus. We also attempted a more accurate evaluation of performance given the number of chunks, based on the proportion of digits recalled, by giving ‘‘partial credit’’ for sequences recalled. To evaluate performance in a more graded and more informative manner, we used a sequence alignment method (Mathy & Varré, submitted for publication) in order to compute the actual number of digits that were recalled in correct order for each sequence,5 irrespective of response accuracy (a dependent measure previously used by Chen & Cowan, 2009). For example, given the sequence 12345321, a response of 1234321 would be scored as seven digits correct out of eight rather than 0 as in a conventional accuracy score.6 With this less coarse measure, we expected to obtain more overlapping curves showing that subjects had greatly beneﬁted from the reduced memory load conferred by more compressible sequences. The actual number of digits recalled in correct order plotted as a function of the number of runs, broken down by the number of digits is shown in Fig. 5. To better estimate the effect of regularity on performance, we tried to maximize the chance of having a larger coefﬁcient for runs than for digits in the



5 The nwalign function of the MATLAB Bioinformatics Toolbox used for the analysis is based on the Levenshtein distance (i.e., the minimum number of operations needed to transform one string into another, with the allowable operations being deletion, substitution, or insertion), except that nwalign allows to test different costs for the different operations (for instance, allowing to set an insertion operation as less probable than a simple deletion). This sequence alignment method is particularly useful when repetition is allowed in the stimuli. For instance, given a list 321.24.2345 (the chunks are separated by a dot symbol) and a response 3212345, the computation of the alignment ‘jjj⁄⁄jjjj’ between the two sequences clearly indicates that the 4th and 5th items are omitted in the subject’s response (the other digits are aligned). Without such a technique, it is difﬁcult to know which of the three ‘2’ digits have been recalled in correct order. Consider another hypothetical response 32123452: in that case, the last ‘2’ digit would not be considered as a digit correctly recalled in order since it cannot be aligned with a digit in the stimulus list. Given that permutation rates are low (Henson, Norris, Page, & Baddeley, 1996; Mathy & Varré, submitted for publication), we focused on a basic algorithm run with default parameters (i.e., to compute a Levenshtein distance), in view of searching for omissions, confusions, and insertions. 6 This method meshes nicely with the idea that a Kolmogorov distance can be computed between two objects (Hahn, Chater, & Richardson, 2003). The simpler the transformation distorting the stimulus to the response, the more similar they are.
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Number of Chunks Fig. 4. Mean proportion of sequences correctly recalled as a function of the number of runs per stimulus sequence, broken down by the number of digits per stimulus sequence. For sufﬁciently long runs (>6), the plot shows a substantial decreasing trend. This shows how the number of runs contributes to memory load in a way that is distinct from the contribution of the number of digits. A sequence of a given length is more difﬁcult to remember if it has more distinct runs, which increases its complexity and decreases it compressibility.



Table 1 Statistics for declines in performance as a function of runs, broken down by the number of digits (Exp. 1). N digits



r



p



N sequences



3 4 5 6 7 8 9 10



.01 .10 .03 .05 .37 .23 .14 .19



.921 .291 .791 .547 
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