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Chapter 7 Data Partitioning



7.1 Introduction In this book, data partitioning refers to procedures where some observations from the sample are removed as part of the analysis. These techniques are used for the following purposes: • To evaluate the accuracy of the model or classification scheme; • To decide what is a reasonable model for the data; • To find a smoothing parameter in density estimation; • To estimate the bias and error in parameter estimation; • And many others. We start off with an example to motivate the reader. We have a sample where we measured the average atmospheric temperature and the corresponding amount of steam used per month [Draper and Smith, 1981]. Our goal in the analysis is to model the relationship between these variables. Once we have a model, we can use it to predict how much steam is needed for a given average monthly temperature. The model can also be used to gain understanding about the structure of the relationship between the two variables. The problem then is deciding what model to use. To start off, one should always look at a scatterplot (or scatterplot matrix) of the data as discussed in Chapter 5. The scatterplot for these data is shown in Figure 7.1 and is examined in Example 7.3. We see from the plot that as the temperature increases, the amount of steam used per month decreases. It appears that using a line (i.e., a first degree polynomial) to model the relationship between the variables is not unreasonable. However, other models might provide a better fit. For example, a cubic or some higher degree polynomial might be a better model for the relationship between average temperature and steam usage. So, how can we decide which model is better? To make that decision, we need to assess the accuracy of the various models. We could then choose the
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model that has the best accuracy or lowest error. In this chapter, we use the prediction error (see Equation 7.5) to measure the accuracy. One way to assess the error would be to observe new data (average temperature and corresponding monthly steam usage) and then determine what is the predicted monthly steam usage for the new observed average temperatures. We can compare this prediction with the true steam used and calculate the error. We do this for all of the proposed models and pick the model with the smallest error. The problem with this approach is that it is sometimes impossible to obtain new data, so all we have available to evaluate our models (or our statistics) is the original data set. In this chapter, we consider two methods that allow us to use the data already in hand for the evaluation of the models. These are cross-validation and the jackknife. Cross-validation is typically used to determine the classification error rate for pattern recognition applications or the prediction error when building models. In Chapter 9, we will see two applications of cross-validation where it is used to select the best classification tree and to estimate the misclassification rate. In this chapter, we show how cross-validation can be used to assess the prediction accuracy in a regression problem. In the previous chapter, we covered the bootstrap method for estimating the bias and standard error of statistics. The jackknife procedure has a similar purpose and was developed prior to the bootstrap [Quenouille,1949]. The connection between the methods is well known and is discussed in the literature [Efron and Tibshirani, 1993; Efron, 1982; Hall, 1992]. We include the jackknife procedure here, because it is more a data partitioning method than a simulation method such as the bootstrap. We return to the bootstrap at the end of this chapter, where we present another method of constructing bootstrap confidence intervals using the jackknife. In the last section, we show how the jackknife method can be used to assess the error in our bootstrap estimates.



7.2 Cross-Validation Often, one of the jobs of a statistician or engineer is to create models using sample data, usually for the purpose of making predictions. For example, given a data set that contains the drying time and the tensile strength of batches of cement, can we model the relationship between these two variables? We would like to be able to predict the tensile strength of the cement for a given drying time that we will observe in the future. We must then decide what model best describes the relationship between the variables and estimate its accuracy. Unfortunately, in many cases the naive researcher will build a model based on the data set and then use that same data to assess the performance of the model. The problem with this is that the model is being evaluated or tested © 2002 by Chapman & Hall/CRC
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with data it has already seen. Therefore, that procedure will yield an overly optimistic (i.e., low) prediction error (see Equation 7.5). Cross-validation is a technique that can be used to address this problem by iteratively partitioning the sample into two sets of data. One is used for building the model, and the other is used to test it. We introduce cross-validation in a linear regression application, where we are interested in estimating the expected prediction error. We use linear regression to illustrate the cross-validation concept, because it is a topic that most engineers and data analysts should be familiar with. However, before we describe the details of cross-validation, we briefly review the concepts in linear regression. We will return to this topic in Chapter 10, where we discuss methods of nonlinear regression. Say we have a set of data, ( X i, Y i ) , where X i denotes a predictor variable and Y i represents the corresponding response variable. We are interested in modeling the dependency of Y on X. The easiest example of linear regression is in situations where we can fit a straight line between X and Y. In Figure 7.1, we show a scatterplot of 25 observed ( X i, Y i ) pairs [Draper and Smith, 1981]. The X variable represents the average atmospheric temperature measured in degrees Fahrenheit, and the Y variable corresponds to the pounds of steam used per month. The scatterplot indicates that a straight line is a reasonable model for the relationship between these variables. We will use these data to illustrate linear regression. The linear, first-order model is given by Y = β 0 + β1 X + ε ,



(7.1)



where β 0 and β 1 are parameters that must be estimated from the data, and ε represents the error in the measurements. It should be noted that the word linear refers to the linearity of the parameters β i . The order (or degree) of the model refers to the highest power of the predictor variable X. We know from elementary algebra that β 1 is the slope and β 0 is the y-intercept. As another example, we represent the linear, second-order model by 2



Y = β0 + β 1 X + β2 X + ε .



(7.2)



To get the model, we need to estimate the parameters β 0 and β 1 . Thus, the estimate of our model given by Equation 7.1 is Yˆ = βˆ 0 + βˆ 1 X ,



(7.3)



where Yˆ denotes the predicted value of Y for some value of X, and βˆ 0 and βˆ 1 are the estimated parameters. We do not go into the derivation of the estimators, since it can be found in most introductory statistics textbooks.
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FIGURE GURE 7.1 7.1 Scatterplot of a data set where we are interested in modeling the relationship between average temperature (the predictor variable) and the amount of steam used per month (the response variable). The scatterplot indicates that modeling the relationship with a straight line is reasonable.



Assume that we have a sample of observed predictor variables with corresponding responses. We denote these by ( X i, Y i ) , i = 1, …, n . The least squares fit is obtained by finding the values of the parameters that minimize the sum of the squared errors n



RSE =



∑ε i=1



n 2



=



∑ ( Yi – ( β0 + β 1 X i ) )



2



,



(7.4)



i=1



where RSE denotes the residual squared error. Estimates of the parameters βˆ 0 and βˆ 1 are easily obtained in MATLAB using the function polyfit, and other methods available in MATLAB will be explored in Chapter 10. We use the function polyfit in Example 7.1 to model the linear relationship between the atmospheric temperature and the amount of steam used per month (see Figure 7.1).



Example 7.1 In this example, we show how to use the MATLAB function polyfit to fit a line to the steam data. The polyfit function takes three arguments: the © 2002 by Chapman & Hall/CRC
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observed x values, the observed y values and the degree of the polynomial that we want to fit to the data. The following commands fit a polynomial of degree one to the steam data. % Loads the vectors x and y. load steam % Fit a first degree polynomial to the data. [p,s] = polyfit(x,y,1); The output argument p is a vector of coefficients of the polynomial in decreasing order. So, in this case, the first element of p is the estimated slope βˆ 1 and the second element is the estimated y-intercept βˆ 0 . The resulting model is βˆ 0 = 13.62



βˆ 1 = – 0.08 .



The predictions that would be obtained from the model (i.e., points on the line given by the estimated parameters) are shown in Figure 7.2, and we see that it seems to be a reasonable fit.
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FIGURE GURE 7.2 7.2 This figure shows a scatterplot of the steam data along with the line obtained using polyfit. The estimate of the slope is βˆ 1 = – 0.08, and the estimate of the y-intercept is βˆ 0 = 13.62 .



© 2002 by Chapman & Hall/CRC



236



Computational Statistics Handbook with MATLAB



The prediction error is defined as 2 PE = E [ ( Y – Yˆ ) ] ,



(7.5)



where the expectation is with respect to the true population. To estimate the error given by Equation 7.5, we need to test our model (obtained from polyfit) using an independent set of data that we denote by ( x i', y i' ) . This means that we would take an observed ( x i', y i' ) and obtain the estimate of yˆ i' using our model: yˆ i' = βˆ 0 + βˆ 1 x i' .



(7.6)



We then compare yˆ i' with the true value of y i' . Obtaining the outputs or yˆ i' from the model is easily done in MATLAB using the polyval function as shown in Example 7.2. Say we have m independent observations ( x i', y i' ) that we can use to test the model. We estimate the prediction error (Equation 7.5) using m



1 ˆ 2 PE = ---- ∑ ( y i' – yˆ i' ) . m



(7.7)



i=1



Equation 7.7 measures the average squared error between the predicted response obtained from the model and the true measured response. It should be noted that other measures of error can be used, such as the absolute difference between the observed and predicted responses.



Example 7.2 We now show how to estimate the prediction error using Equation 7.7. We first choose some points from the steam data set and put them aside to use as an independent test sample. The rest of the observations are then used to obtain the model. load steam % Get the set that will be used to % estimate the line. indtest = 2:2:20; % Just pick some points. xtest = x(indtest); ytest = y(indtest); % Now get the observations that will be % used to fit the model. xtrain = x; ytrain = y; % Remove the test observations.
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xtrain(indtest) = []; ytrain(indtest) = []; The next step is to fit a first degree polynomial: % Fit a first degree polynomial (the model) % to the data. [p,s] = polyfit(xtrain,ytrain,1); We can use the MATLAB function polyval to get the predictions at the x values in the testing set and compare these to the observed y values in the testing set. % Now get the predictions using the model and the % testing data that was set aside. yhat = polyval(p,xtest); % The residuals are the difference between the true % and the predicted values. r = (ytest - yhat); Finally, the estimate of the prediction error (Equation 7.7) is obtained as follows: pe = mean(r.^2); ˆ The estimated prediction error is PE = 0.91. The reader is asked to explore this further in the exercises.







What we just illustrated in Example 7.2 was a situation where we partitioned the data into one set for building the model and one for estimating the prediction error. This is perhaps not the best use of the data, because we have all of the data available for evaluating the error in the model. We could repeat the above procedure, repeatedly partitioning the data into many training and testing sets. This is the fundamental idea underlying cross-validation. The most general form of this procedure is called K-fold cross-validation. The basic concept is to split the data into K partitions of approximately equal size. One partition is reserved for testing, and the rest of the data are used for 2 fitting the model. The test set is used to calculate the squared error ( y i – yˆ i ) . Note that the prediction yˆ i is from the model obtained using the current training set (one without the i-th observation in it). This procedure is repeated until all K partitions have been used as a test set. Note that we have n squared errors because each observation will be a member of one testing set. The average of these errors is the estimated expected prediction error. In most situations, where the size of the data set is relatively small, the analyst can set K = n , so the size of the testing set is one. Since this requires fitting the model n times, this can be computationally expensive if n is large. We note, however, that there are efficient ways of doing this [Gentle 1998; Hjorth,
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1994]. We outline the steps for cross-validation below and demonstrate this approach in Example 7.3. PROCEDURE - CROSS-VALIDATION



1. Partition the data set into K partitions. For simplicity, we assume that n = r ⋅ K , so there are r observations in each set. 2. Leave out one of the partitions for testing purposes. 3. Use the remaining n – r data points for training (e.g., fit the model, build the classifier, estimate the probability density function). 4. Use the test set with the model and determine the squared error 2 between the observed and predicted response: ( y i – yˆ i ) . 5. Repeat steps 2 through 4 until all K partitions have been used as a test set. 6. Determine the average of the n errors. Note that the error mentioned in step 4 depends on the application and the goal of the analysis [Hjorth, 1994]. For example, in pattern recognition applications, this might be the cost of misclassifying a case. In the following example, we apply the cross-validation technique to help decide what type of model should be used for the steam data.



Example 7.3 In this example, we apply cross-validation to the modeling problem of Example 7.1. We fit linear, quadratic (degree 2) and cubic (degree 3) models to the data and compare their accuracy using the estimates of prediction error obtained from cross-validation. % Set up the array to store the prediction errors. n = length(x); r1 = zeros(1,n);% store error - linear fit r2 = zeros(1,n);% store error - quadratic fit r3 = zeros(1,n);% store error - cubic fit % Loop through all of the data. Remove one point at a % time as the test point. for i = 1:n xtest = x(i);% Get the test point. ytest = y(i); xtrain = x;% Get the points to build model. ytrain = y; xtrain(i) = [];% Remove test point. ytrain(i) = []; % Fit a first degree polynomial to the data. [p1,s] = polyfit(xtrain,ytrain,1);
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% Fit a quadratic to the data. [p2,s] = polyfit(xtrain,ytrain,2); % Fit a cubic to the data [p3,s] = polyfit(xtrain,ytrain,3); % Get the errors r1(i) = (ytest - polyval(p1,xtest)).^2; r2(i) = (ytest - polyval(p2,xtest)).^2; r3(i) = (ytest - polyval(p3,xtest)).^2; end We obtain the estimated prediction error of both models as follows, % Get pe1 = pe2 = pe3 =



the prediction error for each one. mean(r1); mean(r2); mean(r3);



From this, we see that the estimated prediction error for the linear model is 0.86; the corresponding error for the quadratic model is 0.88; and the error for the cubic model is 0.95. Thus, between these three models, the first-degree polynomial is the best in terms of minimum expected prediction error.







7.3 Jackknife The jackknife is a data partitioning method like cross-validation, but the goal of the jackknife is more in keeping with that of the bootstrap. The jackknife method is used to estimate the bias and the standard error of statistics. Let’s say that we have a random sample of size n, and we denote our estimator of a parameter θ as θˆ = T = t ( x 1, x 2, …, x n ) .



(7.8)



So, θˆ might be the mean, the variance, the correlation coefficient or some other statistic of interest. Recall from Chapters 3 and 6 that T is also a random variable, and it has some error associated with it. We would like to get an estimate of the bias and the standard error of the estimate T, so we can assess the accuracy of the results. When we cannot determine the bias and the standard error using analytical techniques, then methods such as the bootstrap or the jackknife may be used. The jackknife is similar to the bootstrap in that no parametric assumptions are made about the underlying population that generated the data, and the variation in the estimate is investigated by looking at the sample data.
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The jackknife method is similar to cross-validation in that we leave out one observation x i from our sample to form a jackknife sample as follows x 1, … , x i – 1 , x i + 1 , … , x n . This says that the i-th jackknife sample is the original sample with the i-th data point removed. We calculate the value of the estimate using this reduced jackknife sample to obtain the i-th jackknife replicate. This is given by T



(–i )



= t ( x 1 , … , x i – 1 , x i + 1 , …, x n ) .



This means that we leave out one point at a time and use the rest of the sample to calculate our statistic. We continue to do this for the entire sample, leaving out one observation at a time, and the end result is a sequence of n jackknife replications of the statistic. The estimate of the bias of T obtained from the jackknife technique is given by [Efron and Tibshirani, 1993] ( J) ˆ Bias Ja ck ( T ) = ( n – 1 ) ( T – T ) ,



(7.9)



where n



T



( J)



=



∑T



( – i)



⁄n.



(7.10)



i=1 ( J)



We see from Equation 7.10 that T is simply the average of the jackknife replications of T . The estimated standard error using the jackknife is defined as follows



n



2 n–1 ˆ ( – i) (J ) SEJa ck ( T ) = ------------ ∑ ( T – T ) n



1⁄2



.



(7.11)



i=1



Equation 7.11 is essentially the sample standard deviation of the jackknife replications with a factor ( n – 1 ) ⁄ n in front of the summation instead of 1 ⁄ ( n – 1 ) . Efron and Tibshirani [1993] show that this factor ensures that the ˆ Ja ck ( x ) , is an jackknife estimate of the standard error of the sample mean, SE unbiased estimate.
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PROCEDURE - JACKKNIFE



1. Leave out an observation. 2. Calculate the value of the statistic using the remaining sample ( – i) points to obtain T . 3. Repeat steps 1 and 2, leaving out one point at a time, until all n T ( –i ) are recorded. 4. Calculate the jackknife estimate of the bias of T using Equation 7.9. 5. Calculate the jackknife estimate of the standard error of T using Equation 7.11. The following two examples show how this is used to obtain jackknife estimates of the bias and standard error for an estimate of the correlation coefficient.



Example 7.4 In this example, we use a data set that has been examined in Efron and Tibshirani [1993]. Note that these data are also discussed in the exercises for Chapter 6. These data consist of measurements collected on the freshman class of 82 law schools in 1973. The average score for the entering class on a national law test (lsat) and the average undergraduate grade point average (gpa) were recorded. A random sample of size n = 15 was taken from the population. We would like to use these sample data to estimate the correlation coefficient ρ between the test scores (lsat) and the grade point average (gpa). We start off by finding the statistic of interest. % Loads up a matrix - law. load law % Estimate the desired statistic from the sample. lsat = law(:,1); gpa = law(:,2); tmp = corrcoef(gpa,lsat); % Recall from Chapter 3 that the corrcoef function % returns a matrix of correlation coefficients. We % want the one in the off-diagonal position. T = tmp(1,2); We get an estimated correlation coefficient of ρˆ = 0.78, and we would like to get an estimate of the bias and the standard error of this statistic. The following MATLAB code implements the jackknife procedure for estimating these quantities. % Set up memory for jackknife replicates. n = length(gpa); reps = zeros(1,n); for i = 1:n © 2002 by Chapman & Hall/CRC



242



Computational Statistics Handbook with MATLAB % Store as temporary vector: gpat = gpa; lsatt = lsat; % Leave i-th point out: gpat(i) = []; lsatt(i) = []; % Get correlation coefficient: % In this example, we want off-diagonal element. tmp = corrcoef(gpat,lsatt); reps(i) = tmp(1,2); end mureps = mean(reps); sehat = sqrt((n-1)/n*sum((reps-mureps).^2)); % Get the estimate of the bias: biashat = (n-1)*(mureps-T);



Our estimate of the standard error of the sample correlation coefficient is ˆ SE J ac k ( ρˆ ) = 0.14 , and our estimate of the bias is ˆ Bias Ja ck ( ρˆ ) = – 0.0065 . This data set will be explored further in the exercises.







Example 7.5 We provide a MATLAB function called csjack that implements the jackknife procedure. This will work with any MATLAB function that takes the random sample as the argument and returns a statistic. This function can be one that comes with MATLAB, such as mean or var, or it can be one written by the user. We illustrate its use with a user-written function called corr that returns the single correlation coefficient between two univariate random variables. function r = corr(data) % This function returns the single correlation % coefficient between two variables. tmp = corrcoef(data); r = tmp(1,2); The data used in this example are taken from Hand, et al. [1994]. They were originally from Anscombe [1973], where they were created to illustrate the point that even though an observed value of a statistic is the same for data sets ( ρˆ = 0.82 ) , that does not tell the entire story. He also used them to show © 2002 by Chapman & Hall/CRC
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the importance of looking at scatterplots, because it is obvious from the plots that the relationships between the variables are not similar. The scatterplots are shown in Figure 7.3. % Here is another example. % We have 4 data sets with essentially the same % correlation coefficient. % The scatterplots look very different. % When this file is loaded, you get four sets % of x and y variables. load anscombe % Do the scatterplots. subplot(2,2,1),plot(x1,y1,'k*'); subplot(2,2,2),plot(x2,y2,'k*'); subplot(2,2,3),plot(x3,y3,'k*'); subplot(2,2,4),plot(x4,y4,'k*'); We now determine the jackknife estimate of bias and standard error for ρˆ using csjack. % Note that 'corr' is something we wrote. [b1,se1,jv1] = csjack([x1,y1],'corr'); [b2,se2,jv2] = csjack([x2,y2],'corr'); [b3,se3,jv3] = csjack([x3,y3],'corr'); [b4,se4,jv4] = csjack([x4,y4],'corr'); The jackknife estimates of bias are: b1 b2 b3 b4



= -0.0052 = 0.0008 = 0.1514 = NaN



The jackknife estimates of the standard error are: se1 se2 se3 se4



= = = =



0.1054 0.1026 0.1730 NaN



Note that the jackknife procedure does not work for the fourth data set, because when we leave out the last data point, the correlation coefficient is undefined for the remaining points.







)



The jackknife method is also described in the literature using pseudo-values. The jackknife pseudo-values are given by T i = nT – ( n – 1 )T
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FIGURE GURE 7.3 7.3 This shows the scatterplots of the four data sets discussed in Example 7.5. These data were created to show the importance of looking at scatterplots [Anscombe, 1973]. All data sets have the same estimated correlation coefficient of ρˆ = 0.82 , but it is obvious that the relationship between the variables is very different.



(–i )



where T is the value of the statistic computed on the sample with the i-th data point removed. We take the average of the pseudo-values given by



J( T) =



)



n



∑ T i⁄ n,



(7.13)



i=1



and use this to get the jackknife estimate of the standard error, as follows n



)



2 1 ˆ SEJa ck P ( T ) = -------------------- ∑ ( T i – J ( T ) ) n (n – 1 )



1⁄2



.



(7.14)



i=1



PROCEDURE - PSEUDO-VALUE JACKKNIFE



1. Leave out an observation. 2. Calculate the value of the statistic using the remaining sample ( – i) points to obtain T .
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Chapter 7: Data Partitioning 3. Calculate the pseudo-value T i using Equation 7.12. )



4. Repeat steps 2 and 3 for the remaining data points, yielding n values of T i . 5. Determine the jackknife estimate of the standard error of T using Equation 7.14.



Example 7.6 We now repeat Example 7.4 using the jackknife pseudo-value approach and compare estimates of the standard error of the correlation coefficient for these data. The following MATLAB code implements the pseudo-value procedure. % Loads up a matrix. load law lsat = law(:,1); gpa = law(:,2); % Get the statistic from the original sample tmp = corrcoef(gpa,lsat); T = tmp(1,2); % Set up memory for jackknife replicates n = length(gpa); reps = zeros(1,n); for i = 1:n % store as temporary vector gpat = gpa; lsatt = lsat; % leave i-th point out gpat(i) = []; lsatt(i) = []; % get correlation coefficient tmp = corrcoef(gpat,lsatt); % In this example, is off-diagonal element. % Get the jackknife pseudo-value for the i-th point. reps(i) = n*T-(n-1)*tmp(1,2); end JT = mean(reps); sehatpv = sqrt(1/(n*(n-1))*sum((reps - JT).^2)); ˆ We obtain an estimated standard error of SE Ja ck P ( ρˆ ) = 0.14 , which is the same result we had before.







Efron and Tibshirani [1993] describe a situation where the jackknife procedure does not work and suggest that the bootstrap be used instead. These are applications where the statistic is not smooth. An example of this type of statistic is the median. Here smoothness refers to statistics where small changes



© 2002 by Chapman & Hall/CRC



246



Computational Statistics Handbook with MATLAB



in the data set produce small changes in the value of the statistic. We illustrate this situation in the next example.



Example 7.7 Researchers collected data on the weight gain of rats that were fed four different diets based on the amount of protein (high and low) and the source of the protein (beef and cereal) [Snedecor and Cochran, 1967; Hand, et al., 1994]. We will use the data collected on the rats who were fed a low protein diet of cereal. The sorted data are x = [58, 67, 74, 74, 80, 89, 95, 97, 98, 107]; The median of this data set is qˆ 0.5 = 84.5 . To see how the median changes with small changes of x, we increment the fourth observation x = 74 by one. The change in the median is zero, because it is still at qˆ 0.5 = 84.5 . In fact, the median does not change until we increment the fourth observation by 7, at which time the median becomes qˆ 0.5 = 85 . Let’s see what happens when we use the jackknife approach to get an estimate of the standard error in the median. % Set up memory for jackknife replicates. n = length(x); reps = zeros(1,n); for i = 1:n % Store as temporary vector. xt = x; % Leave i-th point out. xt(i) = []; % Get the median. reps(i) = median(xt); end mureps = mean(reps); sehat = sqrt((n-1)/n*sum((reps-mureps).^2)); The jackknife replicates are: 89



89



89



89



89



81



81



81



81



81.



ˆ These give an estimated standard error of the median of SE Ja ck ( qˆ 0.5 ) = 12 . Because the median is not a smooth statistic, we have only a few distinct values of the statistic in the jackknife replicates. To understand this further, we now estimate the standard error using the bootstrap. % Now get the estimate of standard error using % the bootstrap. [bhat,seboot,bvals]=csboot(x','median',500);
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Th i s y ie lds a n e st im a te of t h e s t a n da rd e rro r o f t h e m e di a n o f ˆ Bo ot ( qˆ ) = 7.1 . In the exercises, the reader is asked to see what happens SE 0.5 when the statistic is the mean and should find that the jackknife and bootstrap estimates of the standard error of the mean are similar.







It can be shown [Efron & Tibshirani, 1993] that the jackknife estimate of the standard error of the median does not converge to the true standard error as n → ∞ . For the data set of Example 7.7, we had only two distinct values of the median in the jackknife replicates. This gives a poor estimate of the standard error of the median. On the other hand, the bootstrap produces data sets that are not as similar to the original data, so it yields reasonable results. The delete-d jackknife [Efron and Tibshirani, 1993; Shao and Tu, 1995] deletes d observations at a time instead of only one. This method addresses the problem of inconsistency with non-smooth statistics.



7.4 Better Bootstrap Confidence Intervals In Chapter 6, we discussed three types of confidence intervals based on the bootstrap: the bootstrap standard interval, the bootstrap-t interval and the bootstrap percentile interval. Each of them is applicable under more general assumptions and is superior in some sense (e.g., coverage performance, range-preserving, etc.) to the previous one. The bootstrap confidence interval that we present in this section is an improvement on the bootstrap percentile interval. This is called the BC a interval, which stands for bias-corrected and accelerated. Recall that the upper and lower endpoints of the ( 1 – α ) ⋅ 100% bootstrap percentile confidence interval are given by *( α ⁄ 2 ) ˆ * (1 – α ⁄ 2 ) Percentile Interval: ( θˆ Lo, θˆ H i ) = ( θˆ B , θB ).



(7.15)



Say we have B = 100 bootstrap replications of our statistic, which we denote *b as θˆ , b = 1, …, 100 . To find the percentile interval, we sort the bootstrap replicates in ascending order. If we want a 90% confidence interval, then one way to obtain θˆ L o is to use the bootstrap replicate in the 5th position of the ordered list. Similarly, θˆ H i is the bootstrap replicate in the 95th position. As discussed in Chapter 6, the endpoints could also be obtained using other quantile estimates. The BC a interval adjusts the endpoints of the interval based on two parameters, aˆ and zˆ 0 . The ( 1 – α ) ⋅ 100% confidence interval using the BC a method is
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(7.16)



where (α ⁄ 2)   zˆ 0 + z - α1 = Φ  zˆ 0 + --------------------------------------( α ⁄ 2) ˆ ˆ  ) 1 – a ( z0 + z (1 – α ⁄ 2)   zˆ 0 + z - . α 2 = Φ  zˆ 0 + --------------------------------------------( 1 – α ⁄ 2 )  ) 1 – aˆ ( zˆ 0 + z



(7.17)



Let’s look a little closer at α 1 and α 2 given in Equation 7.17. Since Φ denotes the standard normal cumulative distribution function, we know that 0 ≤ α 1 ≤ 1 and 0 ≤ α 2 ≤ 1 . So we see from Equation 7.16 and 7.17 that instead of basing the endpoints of the interval on the confidence level of 1 – α , they are adjusted using information from the distribution of bootstrap replicates. We discuss, shortly, how to obtain the acceleration aˆ and the bias zˆ 0 . How(α ⁄ 2 ) ever, before we do, we want to remind the reader of the definition of z . This denotes the α ⁄ 2 -th quantile of the standard normal distribution. It is the value of z that has an area to the left of size α ⁄ 2 . As an example, for (α ⁄ 2) ( 0.05 ) = z = – 1.645 , because Φ ( – 1.645 ) = 0.05 . α ⁄ 2 = 0.05 , we have z We can see from Equation 7.17 that if aˆ and zˆ 0 are both equal to zero, then the BC a is the same as the bootstrap percentile interval. For example, (α ⁄ 2)   (α ⁄ 2 ) 0+z - = Φ(z α1 = Φ  0 + -------------------------------------) = α ⁄2, (α ⁄ 2 )  1 0 0 z – ( + )  



with a similar result for α 2 . Thus, when we do not account for the bias zˆ 0 and the acceleration aˆ , then Equation 7.16 reduces to the bootstrap percentile interval (Equation 7.15). We now turn our attention to how we determine the parameters aˆ and zˆ 0 . The bias-correction is given by zˆ 0 , and it is based on the proportion of boot*b strap replicates θˆ that are less than the statistic θˆ calculated from the original sample. It is given by ˆ * b < θˆ ) –1 # ( θ zˆ 0 = Φ  ------------------------ ,   B –1



(7.18)



where Φ denotes the inverse of the standard normal cumulative distribution function. The acceleration parameter aˆ is obtained using the jackknife procedure as follows,



© 2002 by Chapman & Hall/CRC



Chapter 7: Data Partitioning



249 3



n



 ˆ ( J) ˆ (–i )  ∑  θ – θ  i=1 aˆ = ------------------------------------------------------ , 3⁄2 n 2   6  ∑  θˆ ( J ) – θˆ ( – i )     



(7.19)



i=1



(–i )



where θˆ is the value of the statistic using the sample with the i-th data point removed (the i-th jackknife sample) and n (J ) (–i ) 1 θˆ = --- ∑ θˆ . n



(7.20)



i=1



According to Efron and Tibshirani [1993], zˆ 0 is a measure of the difference between the median of the bootstrap replicates and θˆ in normal units. If half of the bootstrap replicates are less than or equal to θˆ , then there is no median bias and zˆ 0 is zero. The parameter aˆ measures the rate acceleration of the standard error of θˆ . For more information on the theoretical justification for these corrections, see Efron and Tibshirani [1993] and Efron [1987]. PROCEDURE - BC a INTERVAL



1. Given a random sample, x = ( x 1, …, x n ) , calculate the statistic of interest θˆ . 2. Sample with replacement from the original sample to get the bootstrap sample x



*b



*b



*b



= ( x 1 , …, x n ) .



3. Calculate the same statistic as in step 1 using the sample found in step 2. This yields a bootstrap replicate θˆ * b . 4. Repeat steps 2 through 3, B times, where B ≥ 1000 . 5. Calculate the bias correction (Equation 7.18) and the acceleration factor (Equation 7.19). 6. Determine the adjustments for the interval endpoints using Equation 7.17. 7. The lower endpoint of the confidence interval is the α 1 quantile qˆ α1 of the bootstrap replicates, and the upper endpoint of the confidence interval is the α 2 quantile qˆ α2 of the bootstrap replicates.
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Example 7.8 We use an example from Efron and Tibshirani [1993] to illustrate the BC a interval. Here we have a set of measurements of 26 neurologically impaired children who took a test of spatial perception called test A. We are interested in finding a 90% confidence interval for the variance of a random score on test A. We use the following estimate for the variance n



1 2 θˆ = --- ∑ ( x i – x ) , n i=1



where x i represents one of the test scores. This is a biased estimator of the variance, and when we calculate this statistic from the sample we get a value of θˆ = 171.5 . We provide a function called csbootbca that will determine the BC a interval. Because it is somewhat lengthy, we do not include the MATLAB code here, but the reader can view it in Appendix D. However, before we can use the function csbootbca, we have to write an M-file function that will return the estimate of the second sample central moment using only the sample as an input. It should be noted that MATLAB Statistics Toolbox has a function (moment) that will return the sample central moments of any order. We do not use this with the csbootbca function, because the function specified as an input argument to csbootbca can only use the sample as an input. Note that the function mom is the same function used in Chapter 6. We can get the bootstrap BC a interval with the following command. % First load the data. load spatial % Now find the BC-a bootstrap interval. alpha = 0.10; B = 2000; % Use the function we wrote to get the % 2nd sample central moment - 'mom'. [blo,bhi,bvals,z0,ahat] = ... csbootbca(spatial','mom',B,alpha); From this function, we get a bias correction of zˆ 0 = 0.16 and an acceleration factor of aˆ = 0.061. The endpoints of the interval from csbootbca are ( 115.97, 258.54 ). In the exercises, the reader is asked to compare this to the bootstrap-t interval and the bootstrap percentile interval.
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7.5 Jackknife-After-Bootstrap In Chapter 6, we presented the bootstrap method for estimating the statistical accuracy of estimates. However, the bootstrap estimates of standard error and bias are also estimates, so they too have error associated with them. This error arises from two sources, one of which is the usual sampling variability because we are working with the sample instead of the population. The other variability comes from the fact that we are working with a finite number B of bootstrap samples. We now turn our attention to estimating this variability using the jackknifeafter-bootstrap technique. The characteristics of the problem are the same as in Chapter 6. We have a random sample x = ( x 1, …, x n ) , from which we calculate our statistic θˆ . We estimate the distribution of θˆ by creating B boot*b strap replicates θˆ . Once we have the bootstrap replicates, we estimate some feature of the distribution of θˆ by calculating the corresponding feature of the distribution of bootstrap replicates. We will denote this feature or bootstrap estimate as γˆ B . As we saw before, γˆ B could be the bootstrap estimate of the standard error, the bootstrap estimate of a quantile, the bootstrap estimate of bias or some other quantity. To obtain the jackknife-after-bootstrap estimate of the variability of γˆ B , we ( – i) leave out one data point x i at a time and calculate γˆ B using the bootstrap method on the remaining n – 1 data points. We continue in this way until we ( – i) ( –1) have the n values of γˆ B . We estimate the variance of γˆ B using the γˆ B values, as follows n 2 (–i ) n–1 ˆ var Ja ck ( γˆ B ) = ------------ ∑ ( γˆ B – γˆ B ) , n



(7.21)



i=1



where n



1 ˆ (–i ) γˆ B = --- ∑ γ B . n i=1



Note that this is just the jackknife estimate for the variance of a statistic, where the statistic that we have to calculate for each jackknife replicate is a bootstrap estimate. This can be computationally intensive, because we would need a new set of bootstrap samples when we leave out each data point x i . There is a shortˆ Ja ck ( γˆ ) where we use the original B bootstrap cut method for obtaining var B samples. There will be some bootstrap samples where the i-th data point does
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not appear. Efron and Tibshirani [1993] show that if n ≥ 10 and B ≥ 20 , then the probability is low that every bootstrap sample contains a given point x i . (–i ) We estimate the value of γˆ B by taking the bootstrap replicates for samples that do not contain the data point x i . These steps are outlined below. PROCEDURE - JACKKNIFE-AFTER-BOOTSTRAP



1. Given a random sample x = ( x 1, …, x n ) , calculate a statistic of interest θˆ . 2. Sample with replacement from the original sample to get a boot* * strap sample x *b = ( x 1, … , x n ) . 3. Using the sample obtained in step 2, calculate the same statistic *b that was determined in step one and denote by θˆ . 4. Repeat steps 2 through 3, B times to estimate the distribution of θˆ . 5. Estimate the desired feature of the distribution of θˆ (e.g., standard error, bias, etc.) by calculating the corresponding feature of the distribution of θˆ *b . Denote this bootstrap estimated feature as γˆ B . 6. Now get the error in γˆ B . For i = 1, …, n , find all samples x *b = ( x *1, … , x *n ) that do not contain the point x i . These are the ( – i) bootstrap samples that can be used to calculate γˆ B . 7. Calculate the estimate of the variance of γˆ B using Equation 7.21.



Example 7.9 In this example, we show how to implement the jackknife-after-bootstrap procedure. For simplicity, we will use the MATLAB Statistics Toolbox function called bootstrp, because it returns the indices for each bootstrap sam*b ple and the corresponding bootstrap replicate θˆ . We return now to the law data where our statistic is the sample correlation coefficient. Recall that we wanted to estimate the standard error of the correlation coefficient, so γˆ B will be the bootstrap estimate of the standard error. % Use the law data. load law lsat = law(:,1); gpa = law(:,2); % Use the example in MATLAB documentation. B = 1000; [bootstat,bootsam] = bootstrp(B,'corrcoef',lsat,gpa); The output argument bootstat contains the B bootstrap replicates of the statistic we are interested in, and the columns of bootsam contains the indices to the data points that were in each bootstrap sample. We can loop © 2002 by Chapman & Hall/CRC
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through all of the data points and find the columns of bootsam that do not contain that point. We then find the corresponding bootstrap replicates. % Find the jackknife-after-bootstrap. n = length(gpa); % Set up storage space. jreps = zeros(1,n); % Loop through all points, % Find the columns in bootsam that % do not have that point in it. for i = 1:n % Note that the columns of bootsam are % the indices to the samples. % Find all columns with the point. [I,J] = find(bootsam==i); % Find all columns without the point. jacksam = setxor(J,1:B); % Find the correlation coefficient for % each of the bootstrap samples that % do not have the point in them. bootrep = bootstat(jacksam,2); % In this case it is col 2 that we need. % Calculate the feature (gamma_b) we want. jreps(i) = std(bootrep); end % Estimate the error in gamma_b. varjack = (n-1)/n*sum((jreps-mean(jreps)).^2); % The original bootstrap estimate of error is: gamma = std(bootstat(:,2)); We see that the estimate of the standard error of the correlation coefficient for ˆ ˆ this simulation is γˆ B = SE B oo t ( ρ ) = 0.14 , and our estimated standard error in ˆ this bootstrap estimate is SE Ja ck ( γˆ B ) = 0.088 .







Efron and Tibshirani [1993] point out that the jackknife-after-bootstrap works well when the number of bootstrap replicates B is large. Otherwise, it overestimates the variance of γˆ B .



7.6 M ATLAB Code To our knowledge, MATLAB does not have M-files for either cross-validation or the jackknife. As described earlier, we provide a function (csjack) that
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will implement the jackknife procedure for estimating the bias and standard error in an estimate. We also provide a function called csjackboot that will implement the jackknife-after-bootstrap. These functions are summarized in Table 7.1. The cross-validation method is application specific, so users must write their own code for each situation. For example, we showed in this chapter how to use cross-validation to help choose a model in regression by estimating the prediction error. In Chapter 9, we illustrate two examples of cross-validation: 1) to choose the right size classification tree and 2) to assess the misclassification error. We also describe a procedure in Chapter 10 for using K-fold cross-validation to choose the right size regression tree.



TABLE 7.1 List of Functions from Chapter 7 Included in the Computational Statistics Toolbox. Purpose



MATLAB Function



Implements the jackknife and returns the jackknife estimate of standard error and bias.



csjack



Returns the bootstrap BC a confidence interval.



csbootbca



Implements the jackknife-afterbootstrap and returns the jackknife estimate of the error in the bootstrap.



csjackboot



7.7 Further Reading There are very few books available where the cross-validation technique is the main topic, although Hjorth [1994] comes the closest. In that book, he discusses the cross-validation technique and the bootstrap and describes their use in model selection. Other sources on the theory and use of cross-validation are Efron [1982, 1983, 1986] and Efron and Tibshirani [1991, 1993]. Crossvalidation is usually presented along with the corresponding applications. For example, to see how cross-validation can be used to select the smoothing parameter in probability density estimation, see Scott [1992]. Breiman, et al. [1984] and Webb [1999] describe how cross-validation is used to choose the right size classification tree. The initial jackknife method was proposed by Quenouille [1949, 1956] to estimate the bias of an estimate. This was later extended by Tukey [1958] to estimate the variance using the pseudo-value approach. Efron [1982] is an
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excellent resource that discusses the underlying theory and the connection between the jackknife, the bootstrap and cross-validation. A more recent text by Shao and Tu [1995] provides a guide to using the jackknife and other resampling plans. Many practical examples are included. They also present the theoretical properties of the jackknife and the bootstrap, examining them in an asymptotic framework. Efron and Tibshirani [1993] show the connection between the bootstrap and the jackknife through a geometrical representation. For a reference on the jackknife that is accessible to readers at the undergraduate level, we recommend Mooney and Duval [1993]. This text also gives a description of the delete-d jackknife procedure. The use of jackknife-after-bootstrap to evaluate the error in the bootstrap is discussed in Efron and Tibshirani [1993] and Efron [1992]. Applying another level of bootstrapping to estimate this error is given in Loh [1987], Tibshirani [1988], and Hall and Martin [1988]. For other references on this topic, see Chernick [1999].
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Exercises 7.1. The insulate data set [Hand, et al., 1994] contains observations corresponding to the average outside temperature in degrees Celsius and the amount of weekly gas consumption measured in 1000 cubic feet. Do a scatterplot of the data corresponding to the measurements taken before insulation was installed. What is a good model for this? Use cross-validation with K = 1 to estimate the prediction error for your model. Use cross-validation with K = 4 . Does your error change significantly? Repeat the process for the data taken after insulation was installed. 7.2. Using the same procedure as in Example 7.2, use a quadratic (degree is 2) and a cubic (degree is 3) polynomial to build the model. What is the estimated prediction error from these models? Which one seems best: linear, quadratic or cubic? 7.3. The peanuts data set [Hand, et al., 1994; Draper and Smith, 1981] contain measurements of the alfatoxin (X) and the corresponding percentage of non-contaminated peanuts in the batch (Y). Do a scatterplot of these data. What is a good model for these data? Use crossvalidation to choose the best model. 7.4. Generate n = 25 random variables from a standard normal distribution that will serve as the random sample. Determine the jackknife estimate of the standard error for x , and calculate the bootstrap estimate of the standard error. Compare these to the theoretical value of the standard error (see Chapter 3). 7.5. Using a sample size of n = 15 , generate random variables from a uniform (0,1) distribution. Determine the jackknife estimate of the standard error for x , and calculate the bootstrap estimate of the standard error for the same statistic. Let’s say we decide to use s ⁄ n as an estimate of the standard error for x . How does this compare to the other estimates? 7.6. Use Monte Carlo simulation to compare the performance of the bootstrap and the jackknife methods for estimating the standard error and bias of the sample second central moment. For every Monte Carlo trial, generate 100 standard normal random variables and calculate the bootstrap and jackknife estimates of the standard error and bias. Show the distribution of the bootstrap estimates (of bias and standard error) and the jackknife estimates (of bias and standard error) in a histogram or a box plot. Make some comparisons of the two methods. 7.7. Repeat problem 7.4 and use Monte Carlo simulation to compare the bootstrap and jackknife estimates of bias for the sample coefficient of
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skewness statistic and the sample coefficient of kurtosis (see Chapter 3). 7.8. Using the law data set in Example 7.4, find the jackknife replicates of the median. How many different values are there? What is the jackknife estimate of the standard error of the median? Use the bootstrap method to get an estimate of the standard error of the median. Compare the two estimates of the standard error of the median. 7.9. For the data in Example 7.7, use the bootstrap and the jackknife to estimate the standard error of the mean. Compare the two estimates. 7.10. Using the data in Example 7.8, find the bootstrap-t interval and the bootstrap percentile interval. Compare these to the BC a interval found in Example 7.8.
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