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Chapter 6 Monte Carlo Methods for Inferential Statistics



6.1 Introduction Methods in inferential statistics are used to draw conclusions about a population and to measure the reliability of these conclusions using information obtained from a random sample. Inferential statistics involves techniques such as estimating population parameters using point estimates, calculating confidence interval estimates for parameters, hypothesis testing, and modeling (e.g., regression and density estimation). To measure the reliability of the inferences that are made, the statistician must understand the distribution of any statistics that are used in the analysis. In situations where we use a wellunderstood statistic, such as the sample mean, this is easily done analytically. However, in many applications, we do not want to be limited to using such simple statistics or to making simplifying assumptions. The goal of this chapter is to explain how simulation or Monte Carlo methods can be used to make inferences when the traditional or analytical statistical methods fail. According to Murdoch [2000], the term Monte Carlo originally referred to simulations that involved random walks and was first used by Jon von Neumann and S. M. Ulam in the 1940’s. Today, the Monte Carlo method refers to any simulation that involves the use of random numbers. In the following sections, we show that Monte Carlo simulations (or experiments) are an easy and inexpensive way to understand the phenomena of interest [Gentle, 1998]. To conduct a simulation experiment, you need a model that represents your population or phenomena of interest and a way to generate random numbers (according to your model) using a computer. The data that are generated from your model can then be studied as if they were observations. As we will see, one can use statistics based on the simulated data (means, medians, modes, variance, skewness, etc.) to gain understanding about the population. In Section 6.2, we give a short overview of methods used in classical inferential statistics, covering such topics as hypothesis testing, power, and confidence intervals. The reader who is familiar with these may skip this section. In Section 6.3, we discuss Monte Carlo simulation methods for hypothesis testing and for evaluating the performance of the tests. The bootstrap method
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for estimating the bias and variance of estimates is presented in Section 6.4. Finally, Sections 6.5 and 6.6 conclude the chapter with information about available MATLAB code and references on Monte Carlo simulation and the bootstrap.



6.2 Classical Inferential Statistics In this section, we will cover two of the main methods in inferential statistics: hypothesis testing and calculating confidence intervals. With confidence intervals, we are interested in obtaining an interval of real numbers that we expect (with specified confidence) contains the true value of a population parameter. In hypothesis testing, our goal is to make a decision about not rejecting or rejecting some statement about the population based on data from a random sample. We give a brief summary of the concepts in classical inferential statistics, endeavoring to keep the theory to a minimum. There are many books available that contain more information on these topics. We recommend Casella and Berger [1990], Walpole and Myers [1985], Bickel and Doksum [1977], Lindgren [1993], Montgomery, Runger and Hubele [1998], and Mood, Graybill and Boes [1974].



Hypothesis Testing esting In hypothesis testing, we start with a statistical hypothesis, which is a conjecture about one or more populations. Some examples of these are: • A transportation official in the Washington, D.C. area thinks that the mean travel time to work for northern Virginia residents has increased from the average time it took in 1995. • A medical researcher would like to determine whether aspirin decreases the risk of heart attacks. • A pharmaceutical company needs to decide whether a new vaccine is superior to the one currently in use. • An engineer has to determine whether there is a difference in accuracy between two types of instruments. We generally formulate our statistical hypotheses in two parts. The first is the null hypothesis represented by H 0 , which denotes the hypothesis we would like to test. Usually, we are searching for departures from this statement. Using one of the examples given above, the engineer would have the null hypothesis that there is no difference in the accuracy between the two instruments.
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There must be an alternative hypothesis such that we would decide in favor of one or the other, and this is denoted by H 1 . If we reject H 0 , then this leads to the acceptance of H 1 . Returning to the engineering example, the alternative hypothesis might be that there is a difference in the instruments or that one is more accurate than the other. When we perform a statistical hypothesis test, we can never know with certainty what hypothesis is true. For ease of exposition, we will use the terms accept the null hypothesis and reject the null hypothesis for our decisions resulting from statistical hypothesis testing. To clarify these ideas, let’s look at the example of the transportation official who wants to determine whether the average travel time to work has increased from the time it took in 1995. The mean travel time to work for northern Virginia residents in 1995 was 45 minutes. Since he wants to determine whether the mean travel time has increased, the statistical hypotheses are given by: H0:



µ = 45 minutes



H1:



µ > 45 minutes.



The logic behind statistical hypothesis testing is summarized below, with details and definitions given after. STEPS OF HYPOTHESIS TESTING



1. Determine the null and alternative hypotheses, using mathematical expressions if applicable. Usually, this is an expression that involves a characteristic or descriptive measure of a population. 2. Take a random sample from the population of interest. 3. Calculate a statistic from the sample that provides information about the null hypothesis. We use this to make our decision. 4. If the value of the statistic is consistent with the null hypothesis, then do not reject H 0 . 5. If the value of the statistic is not consistent with the null hypothesis, then reject H 0 and accept the alternative hypothesis. The problem then becomes one of determining when a statistic is consistent with the null hypothesis. Recall from Chapter 3 that a statistic is itself a random variable and has a probability distribution associated with it. So, in order to decide whether or not an observed value of the statistic is consistent with the null hypothesis, we must know the distribution of the statistic when the null hypothesis is true. The statistic used in step 3 is called a test statistic. Let’s return to the example of the travel time to work for northern Virginia residents. To perform the analysis, the transportation official takes a random sample of 100 residents in northern Virginia and measures the time it takes © 2002 by Chapman & Hall/CRC
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them to travel to work. He uses the sample mean to help determine whether there is sufficient evidence to reject the null hypothesis and conclude that the mean travel time has increased. The sample mean that he calculates is 47.2 minutes. This is slightly higher than the mean of 45 minutes for the null hypothesis. However, the sample mean is a random variable and has some variation associated with it. If the variance of the sample mean under the null hypothesis is large, then the observed value of x = 47.2 minutes might not be inconsistent with H 0 . This is explained further in Example 6.1.



Example 6.1 We continue with the transportation example. We need to determine whether or not the value of the statistic obtained from a random sample drawn from the population is consistent with the null hypothesis. Here we have a random sample comprised of n = 100 commute times. The sample mean of these observations is x = 47.2 minutes. If the transportation official assumes that the travel times to work are normally distributed with σ = 15 minutes (one might know a reasonable value for σ based on previous experience with the population), then we know from Chapter 3 that x is approximately normally distributed with mean µ X and standard deviation σ X = σ X ⁄ n . Standardizing the observed value of the sample mean, we have x – µ0 x–µ 2.2 47.2 – 45 z o = ----------------- = --------------0 = ----------------------- = ------- = 1.47 , 1.5 σ 15 ⁄ 100 σX ⁄ n X



(6.1)



where z o is the observed value of the test statistic, and µ 0 is the mean under the null hypothesis. Thus, we have that the value of x = 47.2 minutes is 1.47 standard deviations away from the mean, if the null hypothesis is really true. (This is why we use µ 0 in Equation 6.1.) We know that approximately 95% of normally distributed random variables fall within two standard deviations either side of the mean. Thus, x = 47.2 minutes is not inconsistent with the null hypothesis.







In hypothesis testing, the rule that governs our decision might be of the form: if the observed statistic is within some region, then we reject the null hypothesis. The critical region is an interval for the test statistic over which we would reject H 0 . This is sometimes called the rejection region. The critical value is that value of the test statistic that divides the domain of the test statistic into a region where H 0 will be rejected and one where H 0 will be accepted. We need to know the distribution of the test statistic under the null hypothesis to find the critical value(s). The critical region depends on the distribution of the statistic under the null hypothesis, the alternative hypothesis, and the amount of error we are willing to tolerate. Typically, the critical regions are areas in the tails of the distribution of the test statistic when H 0 is true. It could be in the lower tail,
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the upper tail or both tails, and which one is appropriate depends on the alternative hypothesis. For example: • If a large value of the test statistic would provide evidence for the alternative hypothesis, then the critical region is in the upper tail of the distribution of the test statistic. This is sometimes referred to as an upper tail test. • If a small value of the test statistic provides evidence for the alternative hypothesis, then the critical region is in the lower tail of the distribution of the test statistic. This is sometimes referred to as a lower tail test. • If small or large values of the test statistic indicate evidence for the alternative hypothesis, then the critical region is in the lower and upper tails. This is sometimes referred to as a two-tail test. There are two types of errors that can occur when we make a decision in statistical hypothesis testing. The first is a Type I error, which arises when we reject H 0 when it is really true. The other error is called Type II error, and this happens when we fail to detect that H 0 is actually false. These errors are summarized in Table 6.1.



TABLE 6. 6. 1 Types of Error in Statistical Hypothesis Testing Type of Error



Description



Probability of Error



Type I Error



Rejecting H 0 when it is true



α



Type II Error



Not rejecting H 0 when it is false



β



Recall that we are usually searching for significant evidence that the alternative hypothesis is valid, and we do not want to change from the status quo (i.e., reject H 0 ) unless there is sufficient evidence in the data to lead us in that direction. So, when setting up a hypothesis test we ensure that the probability of wrongly rejecting H 0 is controlled. The probability of making a Type I error is denoted by α and is sometimes called the significance level of the test. The α is set by the analyst, and it represents the maximum probability o f Ty p e I e r ro r t h a t w il l b e t o l e r a t e d. Ty p i c a l v a l u e s o f α a re α = 0.01, 0.05, 0.10. The critical value is found as the quantile (under the null hypothesis) that gives a significance level of α. The specific procedure for conducting an hypothesis test using these ideas is given below. This is called the critical value approach, because the decision
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is based on whether the value of the test statistic falls in the rejection region. We will discuss an alternative method later in this section. The concepts of hypothesis testing using the critical value approach are illustrated in Example 6.2. PROCEDURE - HYPOTHESIS TESTING (CRITICAL VALUE APPROACH)



1. Determine the null and alternative hypotheses. 2. Find a test statistic T that will provide evidence that H 0 should be accepted or rejected (e.g, a large value of the test statistic indicates H 0 should be rejected). 3. Obtain a random sample from the population of interest and compute the observed value of the test statistic t o using the sample. 4. Using the sampling distribution of the test statistic under the null hypothesis and the significance level, find the critical value(s). That is, find the t such that Upper Tail Test: P H 0 ( T ≤ t ) = 1 – α Lower Tail Test: P H 0 ( T ≤ t ) = α Two-Tail Test: P H 0 ( T ≤ t 1 ) = α ⁄ 2 and P H 0 ( T ≤ t 2 ) = 1 – α ⁄ 2 , where P H 0 ( . ) denotes the probability under the null hypothesis. 5. If the value of the test statistic t o falls in the critical region, then reject the null hypothesis.



Example 6.2 Here, we illustrate the critical value approach to hypothesis testing using the transportation example. Our test statistic is given by x–µ z = --------------0 , σX and we observed a value of z o = 1.47 based on the random sample of n = 100 commute times. We want to conduct the hypothesis test at a significance level given by α = 0.05. Since our alternative hypothesis is that the commute times have increased, a large value of the test statistic provides evidence for H 1 . We can find the critical value using the MATLAB Statistics Toolbox as follows: cv = norminv(0.95,0,1);



© 2002 by Chapman & Hall/CRC



Chapter 6: Monte Carlo Methods for Inferential Statistics



197



This yields a critical value of 1.645. Thus, if z o ≥ 1.645, then we reject H 0 . Since the observed value of the test statistic is less than the critical value, we do not reject H 0 . The regions corresponding to this hypothesis test are illustrated in Figure 6.1.







0.4 0.35 0.3



Density



0.25



Non−rejection Region



Rejection Region



0.2 0.15 0.1 0.05 0 −4



−3



−2



−1



0 Z



1



2



3



4



FIGURE GURE 6.1 6.1 This shows the critical region (shaded region) for the hypothesis test of Examples 6.1 and 6.2. If the observed value of the test statistic falls in the shaded region, then we reject the null hypothesis. Note that this curve reflects the distribution for the test statistic under the null hypothesis.



The probability of making a Type II error is represented by β, and it depends on the sample size, the significance level of the test, and the alternative hypothesis. The last part is important to remember: the probability that we will not detect a departure from the null hypothesis depends on the distribution of the test statistic under the alternative hypothesis. Recall that the alternative hypothesis allows for many different possibilities, yielding many distributions under H 1 . So, we must determine the Type II error for every alternative hypothesis of interest. A more convenient measure of the performance of a hypothesis test is to determine the probability of not making a Type II error. This is called the power of a test. We can consider this to be the probability of rejecting H 0 when it is really false. Roughly speaking, one can think of the power as the
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ability of the hypothesis test to detect a false null hypothesis. The power is given by Power = 1 – β .



(6.2)



As we see in Example 6.3, the power of the test to detect departures from the null hypothesis depends on the true value of µ .



Example 6.3 Returning to the transportation example, we illustrate the concepts of Type II error and power. It is important to keep in mind that these values depend on the true mean µ, so we have to calculate the Type II error for different values of µ. First we get a vector of values for µ: % Get several values for the mean under the alternative % hypothesis. Note that we are getting some values % below the null hypothesis. mualt = 40:60; It is actually easier to understand the power when we look at a test statistic based on x rather than z o . So, we convert the critical value to its corresponding x value: % Note the critical value: cv = 1.645; % Note the standard deviation for x-bar: sig = 1.5; % It's easier to use the non-standardized version, % so convert: ct = cv*1.5 + 45; We find the area under the curve to the left of the critical value (the non rejection region) for each of these values of the true mean. That would be the probability of not rejecting the null hypothesis. % Get a vector of critical values that is % the same size as mualt. ctv = ct*ones(size(mualt)); % Now get the probabilities to the left of this value. % These are the probabilities of the Type II error. beta = normcdf(ctv,mualt,sig); Note that the variable beta contains the probability of Type II error (the area to the left of the critical value ctv under a normal curve with mean mualt and standard deviation sig) for every µ . To get the power, simply subtract all of the values for beta from one. % To get the power: 1-beta
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pow = 1 - beta; We plot the power against the true value of the population mean in Figure 6.2. Note that as µ > µ 0 , the power (or the likelihood that we can detect the alternative hypothesis) increases. plot(mualt,pow); xlabel('True Mean \mu') ylabel('Power') axis([40 60 0 1.1]) We leave it as an exercise for the reader to plot the probability of making a Type II error.
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FIGURE 6.2 GURE 6. 2 This shows the power (or probability of not making a Type II error) as a function of the true value of the population mean µ . Note that as the true mean gets larger, then the likelihood of not making a Type II error increases.



There is an alternative approach to hypothesis testing, which uses a quantity called a p-value. A p-value is defined as the probability of observing a value of the test statistic as extreme as or more extreme than the one that is observed, when the null hypothesis H 0 is true. The word extreme refers to the direction of the alternative hypothesis. For example, if a small value of the test statistic (a lower tail test) indicates evidence for the alternative hypothesis, then the p-value is calculated as
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where t o is the observed value of the test statistic T, and P H 0 ( . ) denotes the probability under the null hypothesis. The p-value is sometimes referred to as the observed significance level. In the p-value approach, a small value indicates evidence for the alternative hypothesis and would lead to rejection of H 0 . Here small refers to a p-value that is less than or equal to α . The steps for performing hypothesis testing using the p-value approach are given below and are illustrated in Example 6.4. PROCEDURE - HYPOTHESIS TESTING (P-VALUE APPROACH)



1. Determine the null and alternative hypotheses. 2. Find a test statistic T that will provide evidence about H 0 . 3. Obtain a random sample from the population of interest and compute the value of the test statistic t o from the sample. 4. Calculate the p-value: Lower Tail Test: p – value = P H 0 ( T ≤ t o ) Upper Tail Test: p – value = P H 0 ( T ≥ t o ) 5. If the p-value ≤ α , then reject the null hypothesis. For a two-tail test, the p-value is determined similarly.



Example 6.4 In this example, we repeat the hypothesis test of Example 6.2 using the pvalue approach. First we set some of the values we need: mu = 45; sig = 1.5; xbar = 47.2; % Get the observed value of test statistic. zobs = (xbar - mu)/sig; The p-value is the area under the curve greater than the value for zobs. We can find it using the following command: pval = 1-normcdf(zobs,0,1);
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We get a p-value of 0.071. If we are doing the hypothesis test at the 0.05 significance level, then we would not reject the null hypothesis. This is consistent with the results we had previously.







Note that in each approach, knowledge of the distribution of T under the null hypothesis H 0 is needed. How to tackle situations where we do not know the distribution of our statistic is the focus of the rest of the chapter.



Confidenc Confidence I nte nter vals In Chapter 3, we discussed several examples of estimators for population parameters such as the mean, the variance, moments, and others. We call these point estimates. It is unlikely that a point estimate obtained from a random sample will exactly equal the true value of the population parameter. Thus, it might be more useful to have an interval of numbers that we expect will contain the value of the parameter. This type of estimate is called an interval estimate. An understanding of confidence intervals is needed for the bootstrap methods covered in Section 6.4. Let θ represent a population parameter that we wish to estimate, and let T denote a statistic that we will use as a point estimate for θ. The observed value of the statistic is denoted as θˆ . An interval estimate for θ will be of the form θˆ L o < θ < θˆ U p ,



(6.3)



where θˆ L o and θˆ U p depend on the observed value θˆ and the distribution of the statistic T. If we know the sampling distribution of T, then we are able to determine values for θˆ L o and θˆ U p such that P ( θˆ Lo < θ < θˆ U p ) = 1 – α ,



(6.4)



where 0 < α < 1. Equation 6.4 indicates that we have a probability of 1 – α that we will select a random sample that produces an interval that contains θ. This interval (Equation 6.3) is called a ( 1 – α ) ⋅ 100% confidence interval. The philosophy underlying confidence intervals is the following. Suppose we repeatedly take samples of size n from the population and compute the random interval given by Equation 6.3. Then the relative frequency of the intervals that contain the parameter θ would approach ( 1 – α ) ⋅ 100% . It should be noted that one-sided confidence intervals can be defined similarly [Mood, Graybill and Boes, 1974]. To illustrate these concepts, we use Equation 6.4 to get a confidence interval for the population mean µ . Recall from Chapter 3 that we know the distribu(α ⁄ 2) tion for X . We define z as the z value that has an area under the standard
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normal curve of size α ⁄ 2 to the left of it. In other words, we use z denote that value such that P( Z < z Thus, the area between z Figure 6.3.
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) = α ⁄2.



and z
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is 1 – α. This is shown in
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FIGURE GURE 6.3 6.3 ( α ⁄ 2) ( 1 – α ⁄ 2) The left vertical line corresponds to z , and the right vertical line is at z . So, the non-shaded areas in the tails each have an area of α ⁄ 2 , and the shaded area in the middle is 1 – α .



We can see from this that the shaded area has probability 1 – α , and P(z
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